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Abstract—This paper investigates the scalability and coverage
of long range (LoRa) mesh networks deployed for monitoring
linear infrastructure, such as railways and pipelines. Although
the monitored infrastructure is linear, the network topology is a
mesh. The study addresses the challenges posed by the scalability
of such networks, considering constraints imposed by duty cycle
regulations in license-free frequency bands, particularly within
the European Union where a 1% duty cycle limitation exists. A
deployment strategy is proposed to optimize the placement of
LoRa mesh nodes along linear infrastructure. A comprehensive
analysis of scalability and coverage yields their bounds, along
with the condition necessary to achieve the upper bounds. To
enhance scalability and coverage, a novel routing algorithm
is proposed considering the number of hops and the received
signal strength indicator. Additionally, a LoRa mesh simulator,
LoRaMeshSim, is developed to validate the system analysis and
evaluate the effectiveness of the proposed routing algorithm. The
findings provide valuable insights into the practical deployment
of LoRa mesh networks for monitoring linear infrastructure.

Index Terms—LoRa mesh, scalability, coverage, routing algo-
rithm, linear infrastructure monitoring.

I. INTRODUCTION

THE efficient monitoring of linear infrastructure, which
refers to extensive yet narrow installations that span con-

siderable distances and follow a linear or elongated path, such 
as pipelines, roads, railways, mines, and international borders, 
plays a pivotal role in ensuring the safety, reliability, and 
optimal performance of these critical systems [1]. Moreover, 
enabled by remote monitoring, predictive maintenance has
become a promising method for maintaining extensive infras-
tructure given the high cost of traditional periodic maintenance
approaches. However, substantial parts of these infrastructures 
are located in remote areas without terrestrial network cover-
age which makes deployment slow and expensive [2]. Given 
the linear nature of these infrastructures, wireless networks
with star topology are not well-suited for such monitoring.
This is because deploying numerous gateways with backbone 
connections is necessary alongside the linear infrastructure,
resulting in high deployment and management costs. Instead,
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mesh topology offers a promising method for linear infras-
tructure monitoring due to their multi-hop communication
technologies [3].

The advent of low power wide area network technologies,
exemplified by long range (LoRa) [4] communication, has
revolutionized the field of remote monitoring. Given the low-
power, long-range, and low-cost capabilities, LoRa is well-
suited for applications in remote areas such as smart agricul-
ture [5] and smart farming [6]. However, the star topology
limits the use of LoRa in extensive linear infrastructure
monitoring applications. In this context, the implementation of
LoRa mesh [7] networks has emerged as a notable advance-
ment. Unlike traditional single-hop LoRa setups, LoRa mesh
offers extended coverage and improved reliability through its
self-organizing capabilities, making it an appealing choice for
large-scale linear infrastructure monitoring deployments. More
significantly, LoRa mesh nodes can be deployed alongside
linear infrastructure and form multi-hop communication paths,
eliminating the need for densely deploying gateways and
significantly reducing the deployment cost.

Monitoring extensive linear infrastructure requires numer-
ous devices connected to a single network, which poses the
network scalability challenge. In LoRa and LoRa mesh, scala-
bility is constrained by 1) internal signal collisions, and 2) duty
cycle regulations. The duty cycle of LoRa refers to the fraction
of time a device is allowed to transmit in a given period,
which is typically regulated to prevent network congestion and
interference. For the first constraint, internal signal collisions
refer to the collision caused by concurrent signal transmission
from multiple nodes of the network. With the increase in the
number of nodes, the possibility of internal signal collisions
increases, thereby constraining network scalability [8] [9] [10].
This limitation can be eliminated or mitigated by properly
scheduling data collection and transmission. In addition, sig-
nals from external devices may also collide with internal
signals, as LoRa and LoRa mesh operate in license-free
frequency bands. To mitigate interference among networks,
regulators impose restrictions on the maximum duty cycle,
i.e., the second constraint. For example, in Europe, LoRa
operates in the frequency bands 433.05-434.79 MHz or 863-
870 MHz, where European Telecommunications Standards
Institute (ETSI) limits the duty cycle under 0.1%, 1%, or 10%
[11] depending on the sub-band. To avoid network congestion,
LoRa Alliance specifies 1% as the maximum duty cycle for
LoRa in the bands where ETSI requires 10% [12]. These
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duty cycle regulations impose limitations on the scalability 
of LoRa-based networks [13]. However, existing research on 
the scalability of LoRa mesh focuses on the constraint of 
internal signal collisions, ignoring the constraint of duty cycle 
regulations. On the other hand, since the coverage extension 
ratio of LoRa mesh, compared to LoRa, is related to the 
number of nodes that can be deployed in the network [14], duty 
cycle regulations also constrain the coverage extension ratio. 
Investigating the coverage extension ratio is also crucial for 
monitoring linear infrastructure, given the considerable length 
of the infrastructure.

In [15], we have integrated LoRa mesh with a 5G network 
for trackside weather monitoring, and proposed a cloud-edge-
terminal collaborative architecture to reduce the network data 
volume. In this paper, we investigate the challenges associated 
with the scalability and coverage of LoRa mesh for linear 
monitoring.

Firstly, we propose a deployment strategy for a LoRa mesh 
network designed for monitoring linear infrastructure. The 
strategy not only ensures scalability and extensive coverage but 
also reduces deployment complexity by introducing deploy-
ment adaptability, allowing flexibility in the distances between 
proximate nodes. This eliminates the need for evenly spaced 
nodes, simplifying deployment in challenging terrains. 

Secondly, we analyze the scalability and coverage of the 
LoRa mesh network. In terms of the constraints on scalability 
and coverage, we focus on duty cycle regulations instead of 
internal signal collisions. In terms of coverage, we focus on 
the coverage extension ratio of the LoRa mesh compared to 
single-hop LoRa instead of absolute coverage. We derive upper 
and lower bounds for scalability and coverage extension ratio. 
We observe that the values of these metrics depend on the 
routing algorithm.

Thirdly, we propose a novel routing algorithm that considers 
the minimum number of hops and the received signal strength 
indicator (RSSI) to achieve maximum scalability and coverage. 

Lastly, with the lack of a suitable LoRa mesh simulator 
for the research community, we develop a simulator called 
LoRaMeshSim to verify the system analysis and the proposed 
routing algorithm.

The main contributions of this paper are listed below:

• A deployment strategy is proposed for LoRa mesh in
the context of linear infrastructure monitoring. This strat-
egy reduces deployment complexity by enabling variable
node-to-node distances, simplifying placement in uneven
terrain and constrained environments while ensuring the
scalability and extended coverage of the network.

• We derive the upper and lower bounds of the scalability
and coverage extension ratio and present the conditions
for reaching the upper bounds.

• A novel routing algorithm that achieves the upper bounds
of the network’s scalability and coverage extension ratio
is proposed.

• A LoRa mesh simulator is developed to verify the system
analysis and the proposed routing algorithm. This simu-
lator is expected to make a valuable contribution to the
field of LoRa mesh.

The remainder of this paper is organized as follows: Section
II provides an overview of related work in the field of linear
infrastructure monitoring and LoRa-based technologies. Sec-
tion III presents the system model of the LoRa mesh network
and introduces the proposed deployment strategy for LoRa
mesh. Section IV details the system analysis on scalability
and coverage. In Section V, the novel routing algorithm is
introduced. Section VI describes the validation using the LoRa
mesh simulator. Finally, Section VII concludes the paper.

II. RELATED WORK

There has been extensive research on sensing and com-
munication technologies for monitoring linear infrastructures,
including roads, railway tracks, and pipelines.

Firstly, in the context of road monitoring, Benedetto et al.
[1] provided a general overview of innovative remote sensing
techniques, such as synthetic aperture radar, light detection
and ranging, and mobile laser scanner, for assessing road
safety. Guirado et al. [16] utilized a 4G-based unmanned aerial
system to monitor road traffic and linear infrastructure. Liaqat
et al. [17] evaluated gossip routing in LoRa-based networks
for linear infrastructure monitoring.

Secondly, in the context of railway monitoring, Paula et al.
[18] examined the evolution of railway communication tech-
nologies from the global system for mobile communications-
railway to the long term evolution-railway. Their findings
indicate a shift from traditional infrastructure to intelligent
train management systems, which offer a range of Internet
of things (IoT)-enabled services including predictive mainte-
nance, intelligent train control, and enhanced infrastructure
capabilities. Jo et al. [19] emphasized the need to integrate
IoT with condition-based maintenance for effective railway
monitoring. They illustrated that LoRa stands out as the
optimal solution, considering factors such as coverage, power
consumption, and implementation complexity.

Lastly, in the context of pipeline monitoring, Stoianov et
al. [20] presented a prototype for water pipe monitoring
based on a wireless sensor network, aiming to achieve real-
time detection of leaks and blockages. Kurnaz et al. [21]
investigated the potential of satellite remote sensing methods
for linear system monitoring to assess the safety and security
of the oil and gas transportation system. Narayana et al. [22]
employed LoRa technology to monitor an oil pipeline and
assessed its performance through simulation. Although various
technologies have been employed to monitor linear infrastruc-
ture, challenges related to cost and coverage in remote areas
remain unresolved.

As a promising technology to provide wide coverage in
remote areas at low cost, LoRa mesh has received much
attention from academia and industry. Lundell et al. [23]
introduced a routing protocol designed for LoRa mesh net-
works, validating its effectiveness through both laboratory and
field testing. Berto et al. [24] implemented a LoRa mesh
network using the RadioHead packet radio library [25], a
popular open-source LoRa mesh library tailored for embedded
microprocessors with limited resources. Huh and Kim [14]
proposed a LoRa mesh protocol, exploring its applications in
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fire pipe freeze monitoring, street light smart control, and toxic 
gas monitoring. Ebi et al. [7] employed a LoRa mesh network 
for monitoring underground infrastructure, demonstrating its 
advantages over LoRa and LoRaWAN in terms of coverage 
and packet delivery reliability through field t ests. H ong et 
al. [8] suggested a hierarchical-based energy-efficient routing 
protocol for LoRa mesh networks, showing superior energy 
efficiency a nd r educed t ransmission d elay c ompared t o tradi-
tional ad hoc on-demand distance vector routing methods. Tian 
et al. [10] developed LoRaHop, an add-on protocol compatible 
with LoRaWAN, showcasing its ability to extend coverage 
through a multi-hop mesh network. Their outdoor testbed 
evaluations demonstrated that LoRaHop enhances the coverage 
of a LoRaWAN network with improved reliability and reduced 
power consumption. Chen et al. [15] designed a LoRa mesh 
server to enhance network management by integrating LoRa 
mesh into a 5G network. The integrated network was applied 
to monitor the weather alongside railway tracks, a typical 
linear infrastructure. However, the scalability and coverage of 
the network were not analyzed.

For the practical deployment of mesh networks, substantial 
research has focused on analyzing their coverage and scala-
bility. The coverage and reliability of packet delivery in LoRa 
mesh networks are evaluated in [7], [10], and [26] through real 
experiments. Shrestha and Xing [27] conducted a comparison 
of mesh topology in wireless sensor networks with others, 
such as star, tree, and cluster, focusing on key performance 
indicators including reliability, energy efficiency, scalability, 
and data latency. Despite substantial research on the scalability 
of LoRa, such as [28], [29], and [30], conducted since 2016, 
research specifically a ddressing t he s calability o f L oRa mesh 
has just started. We only found one paper focusing on address-
ing the scalability of LoRa mesh networks. In the paper [9], the 
authors proposed a self-organizing communication protocol, 
called CottonCandy, to mitigate internal packet collisions, 
achieving the scalability of up to a hundred nodes. However, 
the paper only focuses on the constraint of internal signal 
collisions, ignoring the constraint of duty cycle regulations.

III. SYSTEM MODEL

As shown in Fig. 1, a linear infrastructure can be modeled as
a straight line with LoRa mesh nodes deployed alongside it. A
LoRa mesh gateway is deployed in the middle of the line with
N sensor nodes at both sides of the gateway. The ith sensor
node from left to right is denoted as si for i ∈ [1, N ] ∩ Z
and si+1 for i ∈ [N + 1, 2N ] ∩ Z, respectively. To simplify
the notation in the following analysis, we denote the gateway
as sN+1 even though it does not have sensors. Sensor nodes
collect data and transmit it to the gateway by encapsulating
it as LoRa mesh packets. The gateway has access to the
Internet via different technologies such as Ethernet, WiFi,
satellite communication, and cellular networks [15], [31].
When receiving LoRa mesh packets, the gateway uploads data
to the cloud via the Internet for further processing.

Unlike single-hop LoRa networks, most of the sensor nodes
are outside of the coverage of the gateway, thus requiring
other sensor nodes to relay packets. The selection of a relayer

node depends on the routing algorithm, while the number of
relayer candidates for each node is determined by its distance
from other nodes. We assume that nodes are placed in a two-
dimensional plane with the gateway located at coordinates
(0,0). The distance between si and si+1 is denoted as li for
i ∈ [1, 2N ] ∩ Z. Then, each sensor node si is placed at
coordinates (

∑j=N
j=i −lj , 0) for i ∈ [1, N ]∩Z and coordinates

(
∑j=i−1

j=N+1 lj , 0) for i ∈ [N + 2, 2N + 1] ∩ Z. The maximum
communication distance of single-hop LoRa depends on the
frequency band, the transmit power, the spreading factor (SF),
and the terrain [32]. In this work, we consider a fixed value, r
for the distance since our focus is on the coverage extension
ratio of LoRa mesh compared to LoRa, instead of the absolute
coverage. Traditional research methods of linear infrastructure
monitoring usually assume that sensors are deployed evenly
[33] [34], i.e., all the li equal to a fixed value. In a real de-
ployment, achieving evenly spaced nodes is challenging due to
practical constraints such as terrain and available deployment
locations. To address these challenges, we propose a more
adaptable deployment strategy by introducing flexibility in
the node-to-node distances denoted by li, thereby simplifying
deployment logistics and enhancing the network’s adaptability
to real-world conditions. Specifically, we define a positive
integer, denoted as the distance factor ϕ. With this parameter,
we specify flexible deployment distances as follows:

li ∈
(

r

ϕ+ 1
,
r

ϕ

)
for i ∈ [1, 2N ] ∩ Z, (1)

The parameter ϕ plays a pivotal role in defining the spacing
between two proximate nodes, thus directly shaping the overall
deployment density of the network. Since the system model
is symmetric, we will only consider the sensor nodes on the
left side of the gateway in the following analysis. The results
will also be applicable to the sensor nodes on the right side
of the gateway. Let li,j denote the distance between si and
sj , i.e., li,j =

∑µ=j−1
µ=i lµ, where i, j ∈ [1, N + 1] ∩ Z. Then,

according to (1),

li,j

{
< r, for j − i ∈ [1, ϕ]
> r, for j − i > ϕ.

(2)

Thus, ∀i, j ∈ [1, N+1]∩Z, si and sj can directly communicate
with each other only when |j − i| ∈ [1, ϕ]. For instance, if
ϕ = 1, the distance between two proximate nodes can be any
value between r/2 and r. s1 can directly communicate with
s2 as l1,2 = l1 < r. s1 cannot directly communicate with s3
as l1,3 = l1 + l2 > r. A direct link exists between two nodes
if they can communicate directly with each other. All direct
links and the network topology are illustrated in Fig. 2. By
comparing Fig. 2 with Fig. 1, it becomes clear that while the
monitored infrastructure is linear, the network topology is a
mesh.

The sensor nodes that can directly communicate with the
gateway are referred to as adjacent nodes. According to (2),
the number of adjacent nodes on the left side of the gateway,
consisting of si for i ∈ [N−ϕ+1, N ]∩Z, equals the distance
factor, ϕ. All the sensor nodes outside of the coverage of the
gateway, i.e., si for i ∈ [1, N−ϕ]∩Z, are referred to as remote
nodes and need adjacent nodes to relay data packets. Based
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Fig. 1. System model of LoRa mesh network on linear infrastructure.
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Fig. 2. Network topology and direct links.

on (2), the sub-network composed of s1, s2, ..., sN+1 can be
denoted as a graph G = (S,E), where S = s1, s2, ..., sN+1

and E = {(si, sj) | si, sj ∈ S and j − i ∈ [1, ϕ]}.

IV. SYSTEM ANALYSIS
In this section, we will analyze the scalability and coverage

extension ratio.

A. Scalability
In this subsection, we will investigate the impact of duty

cycle regulations on the scalability of the LoRa mesh net-
work—specifically, examining the maximum number of sensor
nodes that the network can support under the set duty cycle
requirement.

Mesh networks require an acknowledgment message for
each data message as each node needs to know the validity of
its routes to the destination nodes. We assume that all the data
messages have the same packet length denoted as Ld bytes,
all the acknowledgment messages have the same packet length
denoted as La bytes, all the sensor nodes transmit data at the
same packet rate denoted as p packets per second per node, and
each node selects only one route to transmit a data packet to
the gateway. With these assumptions, the duty cycle of sensor
node si can be expressed as

di = (ni + 1)ptd + nipta, (3)

where ni is the number of sensor nodes whose data packets
are relayed by si. Here, the term ‘relayed’ includes not only
the initial relay but also subsequent relays, given that a data
packet may need to be relayed multiple times before reaching
the gateway. td and ta are the time on air of each data packet
and each acknowledgment packet, respectively, which can be
calculated by [35]

td = (Ω + 4.25 + 8 + np
d)

2SF

BW
, (4)

ta = (Ω + 4.25 + 8 + np
a)

2SF

BW
, (5)

Fig. 3. Examples of the worst and best cases in terms of duty cycle with
ϕ = 2 and N = 4

where

np
d = max

[⌈
8Ld − 4SF + 28 + 16− 20H

4(SF − 2Ψ)

⌉
(CR+ 4), 0

]
,

(6)

np
a = max

[⌈
8La − 4SF + 28 + 16− 20H

4(SF − 2Ψ)

⌉
(CR+ 4), 0

]
,

(7)

where ⌈·⌉ is the ceiling function. The explanation of the
variables in (4), (5), (6), and (7) is listed:

• Ω is the number of programmed preamble symbols.
• SF is the spread factor from 7 to 12.
• BW is the channel bandwidth.
• H = 1 indicates the LoRa header is explicit and 0

otherwise.
• Ψ = 1 indicates low data rate optimize can be enabled

and 0 otherwise.
• CR is the coding rate from 1 to 4.

According to the duty cycle regulation, ∀i ∈ [1, N ] ∩
Z, di ≤ D, where D is the maximum duty cycle requirement.
Combining (3), to comply with the regulation, the following
must hold

ni ≤
D − ptd
p(td + ta)

,∀i ∈ [1, N ] ∩ Z. (8)

To relieve the relaying burden, we prevent sensor nodes on
one side of the gateway from relaying packets from the sensor
nodes on the other side by allocating different identification
addresses to them. Thus, ni ≤ N − 1. Since di is positively
correlated with ni according to (3), ∃i ∈ [1, N ] ∩ Z, ni =
N − 1 is the worst case where all the packets on the left side
are relayed by one sensor node. An example is provided to
illustrate the worst case. As shown in Fig. 3(a), when ϕ = 2
and N = 4, s3 and s4 can communicate with the gateway
directly while s1 and s2 cannot. In the worst case, either s3
or s4 would relay packets for all the other sensor nodes on
the left side. If s3 is the relayer, it must handle packets from
s1, s2 and s4. Consequently, n3 = 3 = N − 1.
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On the other hand, comparing the duty cycle of adjacent 
nodes and remote nodes, the following lemma holds for the 
sensor nodes in the LoRa mesh network:

Lemma 1: Among the sensor nodes, the node with the 
highest duty cycle, when compared to all other sensor nodes, 
is an adjacent node.
Proof: See Appendix. Based on Lemma 1, the best case is that 
the ϕ adjacent nodes evenly share the relay tasks for the N −ϕ 
remote nodes, which can be formulated as ni = (N −ϕ)/ϕ = 
N/ϕ − 1 for i ∈ [N − ϕ + 1, N ] ∩ Z. Thus, in the best case, 
ni ≤ N/ϕ − 1 for ∀i ∈ [1, N ] ∩ Z. We use the same network 
setting from the worst-case example (ϕ = 2 and N = 4) to 
illustrate the best-case scenario. As shown in Fig. 3(b), if s3 
relays packets for s1 and s4 relays packets for s2, s3 and 
s4 evenly share the relay tasks. In this case, n1 = n2 = 0, 
n3 = n4 = 1, and n1, n2, n3, n4 ≤ N/ϕ − 1. Given the worst 
and best cases, we can derive{

∀i ∈ [1, N ] ∩ Z, ni ≤ N
θ − 1

∃i ∈ [1, N ] ∩ Z, ni =
N
θ − 1,

(9)

where θ ∈ [1, ϕ]. θ = 1 indicates that the network is in
the worst status while θ = ϕ indicates the best status in
terms of duty cycle. The value of θ is determined by the
routing algorithm which will be discussed in Section V. If
N is configurable, to satisfy (8), the following must hold

N

θ
− 1 ≤ D − ptd

p(td + ta)
,

N ≤ θ
D + pta
p(td + ta)

, θ ∈ [1, ϕ]. (10)

In terms of the gateway, although it does not send any
data packets, it sends out an acknowledgment packet for
each data packet from any sensor node. Thus, its duty cycle
dG = 2Npta. As the gateway also complies with the duty
cycle regulation,

2Npta ≤ D,

N ≤ D

2pta
. (11)

Combining (10) and (11),

N ≤ min

(
D

2pta
, θ

D + pta
p(td + ta)

)
, θ ∈ [1, ϕ]. (12)

As N is an integer, we derive the maximum number of sensor
nodes on the left side of the gateway as

Nmax = min

(⌊
D

2pta

⌋
,

⌊
θ
D + pta
p(td + ta)

⌋)
, θ ∈ [1, ϕ], (13)

where ⌊·⌋ is the floor function. Since the network is symmetric,
the maximum total number of sensor nodes is 2Nmax. As
indicated in (13), ϕ determines the upper bound of Nmax, and
when θ = ϕ, the network can reach this upper bound.

B. Coverage Extension Ratio

In addition to scalability, coverage is another important
aspect of the LoRa mesh network. For the linear LoRa mesh

network, we use the coverage extension ratio as the metric
which is defined as

c =
l1,N+1

r
=

∑N
i=1 li
r

. (14)

As li < r/ϕ for ∀i ∈ [1, N ] ∩ Z,

c <

∑N
i=1

r
ϕ

r
=

N r
ϕ

r
=

N

ϕ
≤ Nmax

ϕ
. (15)

Thus, combining (13) and (15),

c < min

(
1

ϕ

⌊
D

2pta

⌋
,
1

ϕ

⌊
θ
D + pta
p(td + ta)

⌋)
, θ ∈ [1, ϕ]. (16)

Similar to scalability, ϕ determines the upper bound of c, and
when θ = ϕ, the network can reach this upper bound.

V. ROUTING ALGORITHM

In this section, we will first derive the network topology
required for achieving the upper bounds of Nmax and c.
Subsequently, we will present a routing algorithm designed
to achieve this network topology.

A. Required Topology

As indicated by (13) and (16), both the maximum number of
sensor nodes and the maximum coverage extension ratio are
functions of θ. The upper bounds for the number of sensor
nodes and coverage extension ratio can be obtained when θ =
ϕ. As we analyzed, θ = ϕ when ϕ adjacent nodes evenly share
the relay tasks for N − ϕ remote nodes. Routing algorithms
determine the relay relationship and enable self-organization
in the topology of a spanning tree of the graph G [9]. If a
node in a tree is designated as the root, the nodes in the tree
are hierarchical based on the length of the path from the node
to the root, which is termed as the level. The root is at level
zero, while nodes directly connected to the root are at level
one, nodes connected to them are at level two, and so on. We
will discuss the topology required for θ = ϕ level by level.

First, as illustrated in Fig. 4 (a), the gateway is designated
as the root. At level one, the ϕ adjacent nodes, i.e., si for
i ∈ [N−ϕ+1, N ]∩Z, serve as the children of the gateway and
each adjacent node becomes the root of a sub-tree with N/ϕ
nodes. This arrangement is necessary because each adjacent
node needs to relay data packets from N/ϕ− 1 remote nodes
to achieve θ = ϕ.

Second, at level two, as illustrated in Fig. 4 (b), the candi-
dates include si for i ∈ [N − 2ϕ+ 1, N − ϕ]∩Z, determined
based on their distances to the nodes at level one. Each node
at level one must select at least one node as its child until the
number of its descendants reaches N/ϕ − 1. Consequently,
among these candidates, sN−ϕ must serve as the child of
sN as only sN−ϕ can communicate with sN directly. Once
sN−ϕ is selected, the process repeats, and sN−ϕ−1 becomes
the child of sN−1 as only sN−ϕ−1 in unselected candidates can
communicate with sN−1 directly. This derivation continues
iteratively, assigning each candidate a parent node, i.e., si as
the parent node of si−ϕ for i ∈ [N − ϕ + 1, N ] ∩ Z. The
result is illustrated in Fig. 4 (b) where the solid lines denote
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Fig. 4. Network topology derivation process and routing discovery process

selection and the dashed lines denote that the two nodes can
communicate with each other directly.

Finally, by iteratively progressing from level one to level
two, and continuing this process until reaching from level
N/ϕ− 1 to level N/ϕ, we can derive the complete topology
of the spanning tree, denoted as T = (S,Et) where S =
s1, s2, ..., sN+1 and Et = E′

t∪E′′
t . E′

t = {(si, sj) | si, sj ∈ S
and j − i = ϕ for j ≤ N} and E′′

t = {(si, sj) | si, sj ∈ S
and j − i ≤ ϕ for j = N + 1}. As illustrated in the Fig.
4 (c), for i ∈ [N − ϕ + 1, N ] ∩ Z, si relays data packets
from N/ϕ − 1 remote nodes, which consists of si−jϕ for
j ∈ [1, N/ϕ − 1] ∩ Z. Thus, the topology achieves the
requirement of θ = ϕ. Furthermore, it is evident from the
derivation process that the topology is uniquely determined,
signifying that there exists only one possible topology, i.e., T ,
for θ = ϕ.

B. Routing

To achieve the topology of T , we propose a routing algo-
rithm based on RSSI and the number of hops. Since T is
a spanning tree, each sensor node only has one parent node
towards the gateway. So, the aim of the routing algorithm is
to equip each sensor node with a routing table that contains
only one piece of information, i.e., the identifier of the next-
hop node towards the gateway. The routing process consists
of two stages, i.e., routing request and routing discovery.

At stage one, when a node, called an initializer, wants to
join the network or its routing table is no longer valid (known
by acknowledged packets), it broadcasts a routing request to
the network. Any node in the network receiving this request
unicasts it to the gateway using the routing table of the node.
Since multiple nodes may receive the broadcasted request, the
gateway would receive the request from the same initializer
multiple times. However, the gateway only needs to respond
once by initializing a routing discovery process.

At stage two, after receiving a routing request, the gateway
broadcasts a routing discovery message with the identifier of
the initializer. When a sensor node receives the message, it
checks whether a routing discovery message for the same
initializer has been received. If yes and the number of hops of
the new message is bigger than the previous one, it discards the
message. Otherwise, it updates its routing table using the iden-
tifier of the sender of the message, rebroadcasts the message,
and records the message for future route checking purpose.
However, if the number of hops of the new routing discovery

message is equal to the previous one, the node compares their
RSSI and chooses the worst one. The worst RSSI in this
scenario would typically imply the longest distance between
the transmitter and the receiver as RSSI is negatively correlated
with the communication distance [36].

We use Fig. 4 again to illustrate the broadcasting process of
the routing discovery message as it is similar to the network
topology derivation process. As shown in Fig. 4 (a), when the
gateway broadcasts the routing discovery message, adjacent
nodes receive it and update their routing tables. Then, as shown
in Fig. 4 (b), the adjacent nodes rebroadcast the message, and
the nodes at level two receive them. Some nodes at level two
receive the message multiple times with the same number of
hops, but si chooses si+ϕ for i ∈ [N−2ϕ+1, N−ϕ]∩Z based
on the criterion of worst RSSI. In addition to the nodes at level
two, nodes at the lower levels also receive the rebroadcasted
message, but they discard it as the number of hops is bigger
than the message they received before. By doing so, the nodes
at level two have the correct routing tables specified by the
topology of T . Finally, by iteratively progressing from level
one to level two, the whole network shapes the topology of
T .

Although signal collisions are out of the scope of this paper,
we must address signal collisions arising from broadcasts
during the routing process, as they significantly affect the
success rate of routing. When a node broadcasts a message,
multiple nodes may receive it at the same time. If they relay it
immediately after receiving it, any node within the coverage of
two or more transmitters cannot receive any messages due to
signal collisions. In the proposed routing algorithm, there are
two kinds of broadcasts, i.e., initial routing request broadcast
and routing discovery broadcast. We propose to address their
signal collisions using random delay. When a node receives
a broadcasted routing request message, it delays unicasting
the message by itr, where tr denotes the time on air of the
routing request message and i is randomly chosen in [0, X]∩Z.
When a node receives a routing discovery message, it delays
rebroadcasting the message by itc, where tc denotes the time
on air of the routing discovery message and i is randomly
chosen in [0, Y ]∩Z. The determination of the values of the two
integers, X and Y , referred to as the maximum delay integer
for routing request and routing discovery, respectively, will
be discussed in Section V through experiments. The routing
algorithm is outlined in Algorithm 1.
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Algorithm 1 Routing Algorithm
IF the node is initializer

WHEN joining the network or routing table no longer valid
WHEN routing discovery not received

Broadcast routing request
Wait for routing discovery message

Update routing table
ELSE IF the node is the gateway

WHEN routing request received
IF not received from the initializer before

Record the message
Delay by (X +N)tr
Broadcast a routing discovery

ELSE
WHEN routing request received

IF it is a broadcast
Delay by itr, i randomly chosen in [0, X]

Unicast to the next hop
WHEN routing discovery received

IF received before
IF new hops < old hops

Delay by itc, i randomly chosen in [0, Y ]
Update routing table
Record the message
The hops of the message + 1
Rebroadcast

ELSE IF new hops = old hops
IF new RSSI < old RSSI

Delay by itc, i randomly chosen in [0, Y ]
Update routing table
Record the message
The hops of the message + 1
Rebroadcast

VI. VERIFICATION

Simulation is important for analyzing LoRa mesh perfor-
mance and developing routing algorithms. However, despite
the existence of several LoRa mesh simulators, such as NS-
3 [37] [38] and LoRaSim [28] [39], there is currently no
dedicated LoRa mesh simulator available. Thus, to validate our
analysis and the proposed routing algorithm and to support the
research and development of LoRa mesh, we develop a LoRa
mesh simulator called LoRaMeshSim1 based on LoRaSim and
SimPy (a discrete event simulator) [40]. In LoRaMeshSim, in
accordance with the deployment strategy formulated in (1),
N independent random numbers are generated for li where
i ∈ [1, N ] ∩ Z, utilizing a uniform distribution with the open
interval ( r

ϕ+1 ,
r
ϕ ). All the nodes including sensor nodes and

the gateway are activated at the same time. After activation,
each sensor node independently collects data continuously at
intervals that follow an exponential distribution with a rate pa-
rameter equal to the packet rate, p. The data is then transmitted
to the gateway in the form of a data packet if the sensor node
has a valid routing table. Otherwise, the sensor node initializes
a routing process by broadcasting a routing request to the

1Available at https://github.com/YuChenUoG/LoRaMeshSim

TABLE I
THE VALUES OF THE KEY PARAMETERS IN THE SIMULATIONS.

Parameter Value Derived Fixed
simulation time 24 (hours) × ✓

La 5 (bytes) × ✓
Ω 8 × ✓
SF 7 × ✓
BW 125 (kHz) × ✓
H 0 × ✓
Ψ 0 × ✓
CR 1 × ✓
Ld 30, 50, 60, 90, 150 (bytes) × ×
ϕ 1, 2, 3, 4, 5 × ×
ta 30.976 (ms) ✓ ✓

td
71.936, 97.536, 112.896,
158.976, 246.016 (ms) ✓ ×

network. Although we do not consider signal collisions (except
the ones caused by broadcast) in this paper, they are simulated
in the LoRaMeshSim. Specifically, in the simulator, a node
cannot transmit or receive a packet if it is transmitting or
receiving another packet. When multiple signals persist simul-
taneously in the surroundings of a node for a while, it cannot
receive any of them. By doing so, a more practical LoRa mesh
network is simulated. When signal collisions occur, the data
packet will not be retransmitted in the following experiments.
We will use LoRaMeshSim to validate the following aspects
of the network in this section: 1) routing success rate and
2) scalability and coverage extension ratio. The values of the
key parameters used in the simulations are listed in Table I.
To assist readers in calculating Nmax and c in the following
experiments, we drive ta and td from other parameters based
on equations (4)-(7). Multiple values will be used for Ld

and ϕ. Specifically, td = 71.936, 97.536, 112.896, 158.976,
and 246.016 correspond to Ld = 30, 50, 60, 90, and 150,
respectively.

A. Routing Success Rate Investigation

The routing process consists of the routing request and the
routing discovery. To investigate their success rates affected
by the signal collisions arising from packet broadcast, sensor
nodes are not required to collect data or send data packets.

To investigate the routing discovery success rate, after
placing all the nodes, we trigger the routing discovery pro-
cess from the gateway assuming that the gateway receives a
routing request successfully. Then, we determine if the routing
discovery is successful by comparing the routing tables of all
the nodes with the ideal topology of T . We vary values for
ϕ, N , and maximum delay integer for routing discovery Y ,
and repeat the simulation 10,000 times for each set of these
parameters to obtain the success rate. As shown in Fig. 5, when
ϕ is fixed at 2 and N takes values in the set {2, 6, 10, 14, 18},
the success rate increases either with the increase of Y or
with the decrease of N . When N = 2, the success rate is
always 100% regardless of the rebroadcast delay. The reason
is that rebroadcast is not required as all the sensor nodes can
receive the broadcasted routing discovery message from the
gateway directly when N = 2 and ϕ = 2. As shown in
Fig. 6, when N is fixed at 8 and ϕ takes values in the set
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Fig. 5. Routing discovery success rate with different N when ϕ = 2

{1, 2, 3, 4}, the success rate increases either with the increase
of Y or with the decrease of ϕ. When ϕ = 1, the success rate is
always 100% regardless of the rebroadcast delay. The reason
is that only one node broadcasts or rebroadcasts a routing
discovery message at a time when ϕ = 1. This is because only
one sensor node receives each broadcasted or rebroadcasted
routing discovery message, except for another sensor node
that has previously received a discovery message with fewer
hops and thus discards the current one. In both Fig. 5 and 6,
with the increase of Y , the success rate exceeds 90%, a high
success rate. It can be observed that the worst case is when
ϕ = 4 and N = 8. In this case, the minimum Y to achieve
the success rate of 90% is around 175 corresponding to a
delay of 175tc seconds. The routing discovery packet contains
four pieces of information: the initializer identifier, the sender
identifier, the number of hops, and the message identifier. If
adopting the size allocation method of RadioHead, each piece
of information occupies one-byte space. Then, based on (4)
and (6), tc = 0.036 seconds. Thus, 175tc = 6.318 seconds
which is the maximum delay to obtain a high routing discovery
success rate in the worst case.

To trigger a routing discovery process, the gateway needs to
receive at least one routing request message. Thus, a routing
request process is considered successful if the gateway receives
at least one routing request message from the initializer after
the initialization of the routing request process. To investigate
the routing request success rate, after placing all the nodes,
we delete a node and trigger a routing discovery process from
the gateway for the left nodes. Note that the topology of
the network cannot be the topology of T since one node is
deleted. Thus, in this case, the routing discovery process is
considered successful if the routing tables of all the sensor
nodes follow the rules of minimum hops and worst RSSI
which we discussed in Section IV. After the routing discovery
process, the deleted sensor node is placed back at its previous
location and initializes a routing request process. Then, we
observe the gateway to determine if the routing request process
is successful. In this simulation, N is fixed at 20 since the

Fig. 6. Routing discovery success rate with different ϕ when N = 8

Fig. 7. Routing request success rate with different ϕ when N = 20

signal collision arising from the routing request broadcast is
only relevant to the nodes receiving the broadcast request
and is independent of the total number of sensor nodes. We
vary values for ϕ and X , and repeat the simulation 50,000
times for each set of these parameters to obtain the routing
request success rate. The results are classified into two groups
according to if the routing discovery is successful. As shown
in Fig. 7, if the routing discovery is successful, the routing
request success rate is 100% regardless of the maximum
delay integer for routing request X and ϕ. If the routing
discovery fails, the routing request success rate decreases
with the increase of ϕ. For ϕ = 1, the routing request
success rate is 100% regardless of the random delay value.
For ϕ ∈ {2, 3, 4, 5}, the routing request success rate increases
with the increase of X . When X ≥ 3, the routing request
success rate approaches 100% regardless of ϕ and the routing
discovery result. Thus, a very small random delay can resolve
the signal collision arising from the routing request broadcast.

Note that we only consider the case with successful routing
discovery in the following subsection.
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B. Scalability and Coverage Extension Ratio Verification

In this subsection, we will evaluate the duty cycle of
the LoRa mesh network, and verify the performance of the
proposed routing algorithm and the bounds of scalability and
coverage extension ratio.

1) Duty Cycle Evaluation: Before demonstrating the scal-
ability and coverage extension ratio of the network, we utilize
LoRaMeshSim to analyse the duty cycle of each node and
evaluate how it affects the scalability and coverage extension
ratio. The parameters ϕ and Ld are fixed at 2 and 50,
respectively. We vary values for N and conduct the simulation
only once, with a duration of 24 hours for each value of N .
We calculate the duty cycle of each node and the results are
shown in Fig. 8. The simulation validates Lemma 1, i.e., one of
the adjacent nodes has the maximum duty cycle in the sensor
nodes. Moreover, either the gateway or an adjacent node has
the maximum duty cycle in the network. Since the proposed
routing algorithm evenly allocates the relay burdens to the two
adjacent nodes, their duty cycles are close to each other. With
the increase of N , the maximum duty cycle of the network
increases. It does not exceed 1.0% until N exceeds 14. Thus, to
comply with the duty cycle regulation, the maximum number
of sensor nodes is 14, aligning with the theoretical Nmax given
in (13). By contrast, using Andrei Broder and David Alduous
algorithm [41] [42], a random spanning tree of the graph G
is generated as the topology of the network to replace the
proposed routing algorithm. As shown in Fig. 9, we repeat the
simulation with the topology of a random spanning tree. In this
case, Lemma 1 still holds. However, the gap between the duty
cycles of the two adjacent nodes significantly expands due
to the unevenly allocated relay burden. Consequently, there is
a significant increase in the duty cycle of an adjacent node,
resulting in a significant increase in the maximum duty cycle
of the network. To comply with the duty cycle regulation, the
maximum number of sensor nodes drops to 7. In the following
simulations on scalability, we determine Nmax by conducting
an experiment with N = 2 and then increasing N until the
maximum duty cycle exceeds 1%.

To illustrate the coverage extension ratio, we repeat the
simulation of Fig. 8 100 times, given that the sensor nodes are
randomly located. To reduce the number of repeats required
to find the maximum coverage extension ratio, c, we employ
beta distribution with parameters α = 0.005 and β = 0.018,
instead of uniform distribution, to place the sensor nodes.
As shown in Fig. 10, c varies in a range for a specific N .
The maximum c increases with the increase of N and the
maximum duty cycle does not exceed 1.0% until N exceeds
14. Thus, the maximum c of the network is the maximum
c when N = 14. The value of the maximum c aligns with
the theoretical maximum c given in (16). In the following
simulations on the coverage extension ratio, we will use the
same beta distribution for sensor node placement to reduce
the number of repeated experiments. Moreover, unlike in this
simulation, we determine the maximum c by first identifying
Nmax and then repeating the experiment only for N = Nmax.

2) Routing Performance Verification: In the simulation, we
will verify that the proposed routing algorithm enables the

Fig. 8. Duty cycle and the maximum number of sensor nodes of the proposed
routing algorithm

Fig. 9. Duty cycle and the maximum number of sensor nodes of a random
spanning tree

Fig. 10. Duty cycle and the coverage extension ratio of the proposed routing
algorithm
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Fig. 11. The maximum number of sensor nodes with different Ld when
ϕ = 2

Fig. 12. The maximum number of sensor nodes with different ϕ when Ld =
60

network to reach the upper bounds of N and c. To obtain
simulated Nmax, we vary values for p, Ld, and ϕ, and conduct
simulations by increasing N for each set of these parameters.
As shown in Fig. 11, when ϕ is fixed at 2, Nmax decreases
either with the increase of p or with the increase of Ld. There
is a sharp drop of Nmax when p increases from 1 to 10. For
better display in simulations, the unit of p is set as packets
per hour per node, which differs from packets per second per
node in Section IV.

Given that the differences in Nmax between different Ld

values become smaller when p exceeds 10, we zoom in on
this part for a clearer display. As shown in Fig. 12, when Ld

is fixed at 60, Nmax decreases with the increase of p, following
the same trend of Fig. 11. Nmax increases with the increase of
ϕ until ϕ reaches 4. The theoretical Nmax when ϕ = 3 exactly
matches the one when ϕ = 4. Thus, to obtain the maximum
Nmax when Ld = 60, ϕ can be any integer no less than 3.

After obtaining the simulated Nmax, we use them to search
for the simulated maximum coverage extension ratio, c. As

Fig. 13. The maximum coverage extension ratio with different Ld when
ϕ = 2

Fig. 14. The maximum coverage extension ratio with different ϕ when Ld =
60

shown in Fig. 13, when ϕ is fixed at 2, the maximum c
decreases either with the increase of p or with the increase of
Ld. As shown in Fig. 14, when Ld is fixed at 60, the maximum
c decreases with the increase of p, following the same trend of
Fig. 13. The maximum c increases with the decrease of ϕ until
ϕ drops to 1. The theoretical maximum c when ϕ = 1 closely
matches the one when ϕ = 2, with any differences attributed
to the floor function in (13). Thus, to obtain the maximum c
when Ld = 60, ϕ can be either 1 or 2.

From these figures, it is evident that the simulated results
closely match the theoretical results, proving that the network
attains the upper bounds of N and c. To measure the differ-
ence, we employ the mean absolute percentage error (MAPE)
metric, which is defined as:

MAPE =
1

δ

δ∑
i=1

∣∣∣∣Ai − Fi

Ai

∣∣∣∣ (17)

where Ai is the theoretical value, Fi is the simulated value, and
δ is the number of values. MAPE between theoretical values
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TABLE II
MAPE BETWEEN THEORETICAL VALUES AND SIMULATED VALUES.

Fig. 11 Fig. 12 Fig. 13 Fig. 14
Ld = 30 5.0% / 3.6% /
Ld = 90 4.7% / 4.4% /
Ld = 150 5.4% / 5.1% /
ϕ = 1 / 2.7% / 2.8%
ϕ = 2 / 4.0% / 3.2%
ϕ = 3 / 6.0% / 4.8%
ϕ = 4 / 5.4% / 4.5%

and simulated values in Fig. 11, 12, 13, and 14 is listed in
Table II. The error arises from two aspects: 1) The simulation
duration of 24 hours may not be sufficient to eliminate the
randomness in the data collection of each sensor node. 2)
Signal collisions are not considered when deriving theoretical
Nmax and c, but they are simulated in LoRaMeshSim. Signal
collisions can result in the simulated outcomes exceeding the
theoretical values. This occurs because, when signal collisions
happen, packets are lost due to the absence of a retransmis-
sion mechanism in the experiments. Consequently, nodes that
would otherwise relay the lost packets no longer need to do
so, reducing their duty cycle. This reduced duty cycle, in turn,
leads to an increase in the simulated Nmax and c, potentially
surpassing the theoretical values.

3) Bounds Verification: In (13), Nmax has a upper bound
and a lower bound when θ = ϕ and 1, respectively. This
implies that the values of Nmax are between the two bounds
regardless of the routing algorithms. To verify it, a straight-
forward method is to exhaust the possible topologies, i.e.,
all the spanning trees of graph G. However, the number of
spanning trees grows exponentially with the increase of N .
For example, according to Kirchhoff’s theorem [43], when
ϕ = 2, the number of spanning trees of graph G is 6,765
and 102,334,155, respectively, for N = 10 and N = 20.
On the other hand, to determine the maximum duty cycle for
each spanning tree, it is necessary to set the simulation time
to at least several hours—a task that takes seconds for code
execution. Thus, the exhaustive search method is impossible
to realize. Alternatively, we propose a random search method
using the Andrei Broder and David Alduous random spanning
tree generation algorithm. As shown in the Algorithm 2,
to obtain the upper bound, we incrementally search from
N = 2 until we no longer find a maximum duty cycle
less than 1%. To obtain the lower bound, we decrementally
search from N equal to the upper bound until we no longer
find a maximum duty cycle greater than 1%. To reduce the
execution time, the simulation time is reduced from 24 hours
to 5 hours and 12 hours for the upper bound and lower
bound, respectively. The parameters ϕ and Ld are fixed at
2 and 90, respectively, for this experiment and the subsequent
experiment. As shown in Fig. 15, the simulated bounds match
the theoretical bounds with tolerable errors listed in Table III.
Moreover, we also conduct simulations with the proposed rout-
ing algorithm and RadioHead. In the simulation of RadioHead,
collisions of routing broadcasts are intentionally disregarded
to minimize interference from other factors. As shown in
Fig. 15, Nmax of RadioHead lies on the lower bound due

Algorithm 2 Random Search for the Bounds of Nmax

IF search for upper bound
INPUT: search times = 2000
INITIALIZATION: N = 2, i = 0

WHEN i < search times
Generate a random spanning tree
Conduct a simulation using the tree
If the maximum duty cycle ≤ 1%

N+ = 1, i = 0
ELSE

i+ = 1
OUTPUT: N − 1

ELSE IF search for lower bound
INPUT: search times = 1000
INITIALIZATION: N = the upper bound, i = 0

WHEN i < search times AND N > 0
Generate a random spanning tree
Conduct a simulation using the tree
If the maximum duty cycle > 1%

N− = 1, i = 0
ELSE

i+ = 1
OUTPUT: N

Fig. 15. The bounds of Nmax with ϕ = 2 and Ld = 90

to uneven relay task assignments, resulting in a bottleneck
effect where certain adjacent nodes become overloaded. This
behavior significantly reduces the scalability of the network.
By contrast, the proposed routing algorithm balances relay
tasks among nodes, achieving the theoretical upper bound
of Nmax. This demonstrates the superior efficiency of our
method, particularly in environments where balanced resource
utilization is critical. Furthermore, the random search method
generates diverse topologies using the random spanning tree
generation algorithm. Although it cannot exhaust all possible
topologies due to computational limitations, it covers a wide
range of routing algorithms. The results in Fig. 15 demonstrate
that the proposed routing algorithm outperforms all others in
terms of the Nmax.
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Fig. 16. The bounds of the maximum c with ϕ = 2 and Ld = 90

After verifying the bounds of Nmax, we use the simulated
Nmax to verify the bounds of the maximum c indicated in
(16). To obtain the lower bound of the maximum c, we set the
simulated lower bound of Nmax as N and repeat the simulation
100 times with random spanning trees as the topology. For the
upper bound, we set the simulated upper bound of Nmax as N
and repeat the simulations with random spanning trees until
a topology is found with a maximum duty cycle less than
1%. Employing the found topology, we repeat the simulation
100 times to obtain the upper bound of the maximum c.
Moreover, we also conduct simulations with the proposed
routing algorithm and RadioHead in terms of the maximum
c. As shown in Fig. 16, the simulated lower bound matches
the theoretical lower bound and RadioHead also lies on the
theoretical lower bound due to uneven relay task assignments.
By contrast, the simulated upper bound and the proposed
routing algorithm match the theoretical upper bound. This
highlights the superior performance of the proposed algorithm
over RadioHead, particularly in maximizing network coverage.
Furthermore, the random search method, which generates
diverse topologies, validates the superior performance of the
proposed algorithm over other routing algorithms in terms of
coverage.

The errors between theoretical bounds and simulated bounds
are listed in Table III. This demonstrates the correctness of
the theoretical bounds for Nmax and the maximum c, while
highlighting the advantage of the proposed routing algorithm
over others in terms of both Nmax and the maximum c.

VII. CONCLUSION AND FUTURE WORK

This paper contributes to the understanding of deploying
LoRa mesh networks for monitoring linear infrastructure,
offering insights into scalability and coverage extension. The
proposed deployment strategy optimizes the placement of
nodes, ensuring effective coverage along linear infrastructure
while adhering to duty cycle regulations. The system anal-
ysis also reveals the impact of duty cycle limitations on
network scalability and coverage extension ratio. Moreover,

TABLE III
MAPE BETWEEN THEORETICAL BOUNDS AND SIMULATED BOUNDS.

Theoretical
Upper Bound

Theoretical
Lower
Bound

Nmax

Proposed Routing
Algorithm 2.7837% /

Random Search for
Upper bound 5.8290% /

RadioHead / 2.0833%
Random Search for

lower bound / 2.5000%

maximum c

Proposed Routing
Algorithm 2.6813% /

Random Search for
Upper bound 5.8293% /

RadioHead / 2.0833%
Random Search for

lower bound / 2.5000%

their bounds are derived with the condition to reach the
upper bounds. The proposed routing algorithm demonstrates
its efficacy in achieving maximum scalability and coverage
extension ratios. The developed LoRa mesh simulator validates
the proposed system analysis and routing algorithm, providing
a valuable tool for further research and practical implemen-
tation. This work facilitates the design and deployment of
robust LoRa mesh networks for monitoring linear infrastruc-
ture, addressing the challenges associated with scalability and
coverage extension.

In addition to duty cycle regulations, internal signal col-
lisions also impact the scalability and coverage extension of
LoRa mesh networks. In our future work, we aim to analyze
this impact and explore solutions to eliminate or mitigate it.
Furthermore, while this study focuses on linear infrastructure
monitoring—a prevalent application scenario—we plan to ex-
tend our findings to broader use cases, such as smart buildings,
smart cities, and smart farming.

APPENDIX
PROOF OF LEMMA 1

The lemma can be proved using a proof of contradiction.
Assume that a remote node has the maximum duty cycle in
the sensor nodes, denoted as max(di). According to (3),

max(di) = [max(ni) + 1]ptd +max(ni)pta, (18)

where max(ni) denotes the number of sensor nodes whose
data packets are relayed by the remote node. The data packets
of the remote node have to be relayed by an adjacent node
to reach the gateway. All the nodes whose data packets are
relayed by the remote nodes also require the adjacent node
to relay data packets subsequently. Additionally, the adjacent
node also relays the data packets generated in the remote
node. Thus, the adjacent node relays data packets for at
least max(ni) + 1 nodes and its duty cycle is not less than
[max(ni) + 2]ptd + [max(ni) + 1]pta which is bigger than
max(di). This contradicts our assumption, so Lemma 1 holds.
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