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A B S T R A C T

Unmanned Surface Vehicle (USV) Systems confront significant challenges in achieving precise trajec-
tory tracking, primarily attributed to their high coupling, nonlinear relationships, and external distur-
bances from environmental factors such as winds and currents. Addressing these obstacles is imper-
ative for advancing the autonomy and performance of USVs. This paper introduces a self-supervised
learning (SSL) based framework for USV trajectory tracking control. Firstly, we propose an adap-
tive look-ahead distance, which enhances the guidance law that exhibits remarkable stability, even at
minimal look-ahead distances. Therefore, elevating the upper limit of guidance performance. Sec-
ondly, leveraging this refined guidance law, we develop a novel control label generation methodol-
ogy specifically designed for USV trajectory tracking applications. This methodology facilitates the
training of controllers via self-supervised learning, thereby circumventing the need for extensive and
labor-intensive manual labeling processes. Finally, the proposed method is tested in multiple tracking
scenarios, including simple and complex trajectories, and compared with the previous state-of-the-art
(SOTA) approach. Simulation results demonstrate its effectiveness in achieving accurate trajectory
tracking control for USVs.

1. Introduction
The Unmanned Surface Vehicle (USV) has become a

critical focus of scientific and technological progress, par-
alleling advancements in unmanned aerial and ground vehi-
cles. Its potential applications span diverse fields, includ-
ing cargo transport, environmental surveillance, scientific
exploration, and commercial operations, indicating substan-
tial growth prospects (Dong et al., 2023; Yang et al., 2024).
As a result, accurate trajectory tracking control (ATTC) for
USVs is a fundamental objective in ocean engineering and
control systems (Er et al., 2023). Nevertheless, semi-driven
USVs present more complex control challenges than fully
actuated systems, primarily due to restricted lateral control
capabilities, where the number of controllable actuators is
insufficient to match the vehicle’s degrees of freedom. The
mathematical models governing these USVs are character-
ized by pronounced nonlinearity and strong coupling, mak-
ing their control highly vulnerable to environmental distur-
bances such as currents, waves, and winds (Yan et al., 2024),
which significantly hinder ATTC performance. Therefore,
developing robust and efficient control strategies for autonomous
vessel systems is essential to achieve reliable trajectory track-
ing in dynamic and unpredictable environments, represent-
ing a persistent and unresolved challenge in this field.

Numerous control strategies have been developed to tackle
the challenge of ATTC for USVs, encompassing techniques
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such as feedback linearization, backstepping, nonlinear model
predictive control, sliding mode control, neural networks,
fuzzy logic, and adaptive control systems (Shin et al., 2017;
Jia et al., 2019; Zhang et al., 2020; Deng et al., 2020; Liang
et al., 2021). For instance, Chen et al. (2023) proposed an
adaptive fixed-time backstepping control method tailored for
3D trajectory tracking of autonomous underwater vehicles
(AUVs), addressing uncertainties in system models and ex-
ternal disturbances. Similarly, Zhao et al. (2021) introduced
an advanced model predictive control framework that inte-
grates a global course constraint and an event-triggered mech-
anism (ETM) to minimize deviations while optimizing en-
ergy efficiency. Meanwhile, Awad et al. (2022) designed
a linear model predictive controller leveraging a Laguerre
network and a fuzzy logic-based switching system to ensure
accurate speed regulation and path tracking, accounting for
input limitations and output noise. Certain approaches in-
corporate guidance laws to derive desired parameters, such
as yaw angle and surge velocity, which are combined with
controller inputs to achieve precise trajectory tracking. For
example, Fan et al. (2023) developed a fixed-time sliding
mode control (FTSMC) strategy incorporating a fixed-time
extended state observer (FESO) and a fixed-time differen-
tiator, utilizing saturation functions to prevent singularities.
Additionally, Liu et al. (2023) presented a fixed-time robust
control method based on the H∞ technique to improve the
performance and stability of unmanned underwater vehicles
(UUVs), ensuring fast and accurate tracking, albeit with re-
liance on intricate parameter tuning and precise system mod-
eling. On the other hand, Peng et al. (2021) adopted a data-
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driven adaptive control approach, leveraging real-time data
for model-free trajectory tracking, which enhances adapt-
ability to unknown dynamics but demands significant com-
putational power and high-quality data. Furthermore, Zhou
et al. (2023) implemented an event-triggered approximate
optimal path-tracking control scheme, reducing computational
and communication overhead and making it suitable for resource-
limited scenarios. However, it may exhibit instability in highly
dynamic and uncertain environments, with approximate so-
lutions not universally applicable. Recently, Wang et al. (2024)
proposed a distributed prescribed-time formation control strat-
egy for underactuated USVs, integrating neural networks for
dynamic approximation and disturbance observers for error
compensation while ensuring collision-free operation and con-
nectivity maintenance through a prescribed-time tuning func-
tion and a novel nonlinear filter, significantly reducing the
number of learning parameters and enhancing system per-
formance.

Conventional control techniques, such as nonlinear model
predictive control, fuzzy logic, and robust control, have been
extensively applied in trajectory tracking applications, pro-
viding reliable and consistent performance under well-defined
conditions. Nevertheless, these methods frequently rely on
precise system models and face challenges in handling non-
linear behaviors and external perturbations. This results in
notable performance declines when confronted with model
inaccuracies and environmental fluctuations. Acknowledg-
ing these constraints highlights the need to investigate inno-
vative strategies that deliver improved adaptability and ro-
bustness in dynamic and uncertain scenarios.

The rapid evolution of artificial intelligence (AI) has boo-
sted the widespread integration of machine learning tech-
niques into diverse fields, especially in the realm of con-
trol systems (Xiaofei et al., 2022; Wu et al., 2023; Li et al.,
2025). In the context of USVs, significant research efforts
have been directed toward leveraging AI for enhanced con-
trol capabilities. For instance, Wang et al. (2022) devel-
oped an actor-critic-based finite-time reinforcement learning
framework to achieve accurate USV trajectory tracking un-
der unknown system dynamics and input limitations. This
guarantees that tracking errors converge to a predefined pre-
cision within a finite time. Similarly, Wang et al. (2021)
tackled complex uncertainties, such as dead zone nonlinear-
ities, by formulating an optimal tracking control strategy us-
ing reinforcement learning. However, it encountered issues
with limited input data and slow online adaptation. Mean-
while, Zhang et al. (2022) proposed a hybrid control method
combining model-referenced techniques with reinforcement
learning, which improved control performance but lacked ef-
ficiency in data sampling and failed to address environmen-
tal disturbances adequately. Additionally, Woo et al. (2019)
demonstrated a robust tracking control method by integrat-
ing vector field guidance with deep deterministic policy gra-
dient (DDPG) algorithms, showcasing its effectiveness in di-
verse experimental settings for full-scale USVs. In a recent
study, Liu et al. (2024) proposed an event-triggered opti-
mal tracking control method for underactuated USVs using

a neural reinforcement learning approach, which stabilizes
tracking errors within an asymmetric prescribed-time range,
eliminates initial condition limitations, and reduces commu-
nication and actuator execution burdens through a relative
threshold event-triggered mechanism. More recently, Wu
et al. (2024) introduced an advanced deep reinforcement learn-
ing framework incorporating an intrinsic curiosity module
(ICM) within a proximal policy optimization (PPO) struc-
ture, effectively managing system complexities and external
disturbances. Furthermore, Peng et al. (2024) proposed an
online deep learning control strategy that utilizes deep neu-
ral networks (DNNs) for real-time dynamic modeling and an
extended state observer (ESO) to estimate and mitigate mod-
eling inaccuracies, significantly improving trajectory track-
ing performance in varying maritime conditions.

Supervised learning (SL) and deep reinforcement learn-
ing (DRL) encounter challenges related to labeled data de-
pendency or sample inefficiency. Self-supervised learning
(SSL), which has been highlighted in recent research (Gui
et al., 2024; Abdulrazzaq et al., 2024), offers a promising so-
lution by leveraging data collected without manual labeling
to learn discriminative features, thereby minimizing the re-
liance on labeled datasets and demonstrating significant ad-
vancements in various fields. For instance, Ginerica et al.
(2021) proposed a vision-dynamics learning approach, Ob-
serveNet Control, for autonomous vehicles, which predicts
future sensory data and computes safe trajectories in a self-
supervised manner, demonstrating its effectiveness in ag-
gressive driving scenarios without the need for manual label-
ing. Similarly, Chu et al. (2024) introduced a self-supervised
dock pose estimator (SDPE) for USVs, enabling autonomous
docking through a monocular camera-based pipeline that elim-
inates manual labeling and camera calibration, achieving pre-
cise position-based visual servoing in simulated environments.
Another compelling application of SSL is in the intuitive
control systems, such as sonomyography-based prosthetic
hand control (Yang et al., 2025), highlighting its suitability
for tasks demanding high precision and adaptability. Against
these backdrops, integrating SSL into trajectory tracking con-
trol for USVs presents a compelling research direction. This
paper introduces a novel SSL-based trajectory tracking con-
trol framework to enhance USV performance through an op-
timized guidance law and a tailored label generation mech-
anism. The key contributions of this work are outlined as
follows:

(1)Adaptive Look-Ahead Distance Algorithm: We intro-
duce an innovative adaptive look-ahead distance algorithm
to augment the guidance law. This algorithm demonstrates
exceptional stability, even at minimal look-ahead distances,
thereby significantly elevating the upper limit of guidance
performance and enhancing the overall precision of trajec-
tory tracking for USVs.

(2)Automated Control Label Generation: Leveraging the
refined guidance law, we propose a novel control label gener-
ation method tailored for USV trajectory tracking tasks. This
method automates the process of generating control labels
required for training, drastically reducing the dependency on
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labor-intensive manual labeling and accelerating the devel-
opment of efficient controllers.

(3)Comprehensive Simulation Tests: To validate the ef-
fectiveness and superiority of our method, we conduct ex-
tensive simulation tests across a diverse range of trajectory-
tracking scenarios, including both simple and complex paths.
The results unequivocally demonstrate the robustness and
accuracy of our approach in achieving precise trajectory track-
ing for USVs, underpinning its potential for real-world ap-
plications.

2. Problem statement
This section outlines the kinematic and dynamic models

of a USV equipped with a single propeller and rudder. The
system’s control inputs are defined as the propeller revolu-
tion and the rudder angle, which collectively facilitate the
USV’s ability to follow a reference path.

2.1. USV dynamic model
USV motion control encompasses six degrees of free-

dom. In order to balance computational efficiency and model
accuracy, this study employs a simplified three-degree-of-
freedom maneuvering model for trajectory tracking control,
as described in Yasukawa and Yoshimura (2015).

Fig. 1. Coordinate systems of USV motion.

As illustrated in Fig. 1, two coordinate systems are em-
ployed: the space-fixed coordinate system 𝑂𝑜 − 𝑥𝑜𝑦𝑜, with
the 𝑥𝑜 − 𝑦𝑜 plane parallel to the horizontal, and the moving
ship-fixed coordinate system 𝑂 − 𝑥𝑦, centered at midship,
where 𝑂𝑥 points to the bow and 𝑂𝑦 to the starboard. The
heading angle 𝜓 is the angle between 𝑂𝑜𝑥𝑜 and 𝑂𝑥. Veloc-
ity components along 𝑥 and 𝑦, and yaw rate are denoted by
𝑢, 𝑣𝑚, and 𝑟, respectively. The rudder angle is 𝛿, drift angle
𝛽 = tan−1(−𝑣𝑚∕𝑢), and combined velocity 𝑈 =

√
𝑢2 + 𝑣2𝑚.

The USV’s center of gravity 𝐺 is at (𝑥𝐺, 0) in 𝑂 − 𝑥𝑦, with
lateral velocity at 𝐺 given by 𝑣 = 𝑣𝑚 + 𝑥𝐺𝑟.

The kinematic model is described by Eq. (1):

⎡⎢⎢⎣
�̇�
�̇�
�̇�

⎤⎥⎥⎦ =
⎡⎢⎢⎣

sin(𝜓) cos(𝜓) 0
− cos(𝜓) sin(𝜓) 0

0 0 1

⎤⎥⎥⎦
⎡⎢⎢⎣

𝑢
𝑣𝑚
𝑟

⎤⎥⎥⎦ (1)

The dynamics model is described by Eq. (2):

⎧⎪⎨⎪⎩
(𝑚 + 𝑚𝑥)�̇� − (𝑚 + 𝑚𝑦)𝑣𝑚𝑟 = 𝑋
(𝑚 + 𝑚𝑦)�̇�𝑚 − (𝑚 + 𝑚𝑥)𝑢𝑟 = 𝑌
(𝐼𝑍𝑍 + 𝐽𝑍𝑍 )�̇� + 𝑥𝐺𝑚(�̇�𝑚 + 𝑢𝑟) = 𝑁𝑚

(2)

where 𝑚 represents the ship’s mass, 𝑚𝑥 and 𝑚𝑦 denote
additional masses along the x and y axes, respectively. 𝑥𝐺
is the longitudinal center of gravity coordinate of the USV.
𝐼𝑍𝑍 is the moment of inertia around the center of gravity,
with 𝐽𝑍𝑍 as the added moment of inertia. 𝑋, 𝑌 , and𝑁𝑚 sig-
nify the longitudinal force, transverse force, and transverse
moment, respectively. These expressions are derived based
on the motion and force characteristics of the USV with a
single propeller and rudder, as shown in Eq. (3):

⎧⎪⎨⎪⎩
𝑋 = 𝑋𝐻 +𝑋𝑃 +𝑋𝑅 +𝑋𝑤𝑖𝑛𝑑 +𝑋𝑤𝑎𝑣𝑒
𝑌 = 𝑌𝐻 + 𝑌𝑅 + 𝑌𝑤𝑖𝑛𝑑 + 𝑌𝑤𝑎𝑣𝑒
𝑁𝑚 = 𝑁𝐻 +𝑁𝑅 +𝑁𝑤𝑖𝑛𝑑 +𝑁𝑤𝑎𝑣𝑒

(3)

where subscripts H, P, and R denote hull, propeller, and
rudder, respectively, while wind and wave denote environ-
mental disturbances during navigation. Refer to Wu et al.
(2024) for more details.

2.2. Problem formulation

Fig. 2. Overall control Architecture.

Within the realm of USV control, automatic trajectory
tracking faces notable challenges. Our research endeavor fo-
cuses on devising a controller capable of precisely and sta-
bly following a predefined smooth path, where the bounded
derivatives of this trajectory bolster the controller’s stabil-
ity and operational efficiency. This controller evaluates the
current state of the USV and computes a tracking error, de-
noted as ‖𝑝(𝑡) − 𝑝𝑑(𝑡)‖, which quantifies the deviation from
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(a) The trend of original guidance law (b) The trend of high-stable guidance law (c) Analysis of adaptive look-ahead distance

Fig. 3. The evolution process of guidance law.

the reference path. A self-supervised learning-based con-
troller (SSL) is introduced in this study. The research pro-
poses an improved high-stable guidance law with adaptive
look-ahead distance, followed by a control label generation
technique specifically designed for USV trajectory tracking.
The SSL model is trained on data collected from randomly
generated environmental conditions, guidance law, and la-
bel generation. It is then tested across various tracking sce-
narios, demonstrating its effectiveness in achieving accurate
USV trajectory tracking. The comprehensive control system
architecture is depicted in Fig. 2. Additional insights into
the guidance law, label generation, and experimental evalu-
ations are provided in Sections 3, 4, and 5, respectively.

3. High-stable guidance law
Based on the guidance law described in the literature

(Huang et al., 2019; Wu et al., 2024), the along-track error
𝑥𝑒, the cross-track error 𝑦𝑒, their time derivatives �̇�𝑒 and �̇�𝑒,
as well as the desired heading angle 𝜓𝑝 and surge 𝑢𝑝 can be
defined according to Equations (4), (5), and (6), respectively.

[
𝑥𝑒
𝑦𝑒

]
=
[

cos(𝜓𝑑) sin(𝜓𝑑)
− sin(𝜓𝑑) cos(𝜓𝑑)

] [
𝑥 − 𝑥𝑑(𝑡)
𝑦 − 𝑦𝑑(𝑡)

]
(4)

{
�̇�𝑒 = 𝑈 cos(𝜓 − 𝜓𝑑 + 𝛽) − 𝑈𝑑 + 𝑦𝑒�̇�𝑑
�̇�𝑒 = 𝑈 sin(𝜓 − 𝜓𝑑 + 𝛽) − 𝑥𝑒�̇�𝑑

(5)

⎧⎪⎪⎨⎪⎪⎩
𝜓𝑝 = 𝜓𝑑 + 𝑎𝑡𝑎𝑛(− 𝑦𝑒

Δ ) − 𝛽

𝑢𝑝 =
√

𝑈2
𝑝 − 𝑣2

𝑈𝑝 =
(𝑈𝑑−𝑘𝑥𝑒)

√
𝑦2𝑒+Δ2

Δ

(6)

Where 𝜓𝑑(𝜔) = 𝑎𝑡𝑎𝑛2(𝑦′𝑑(𝑡), 𝑥
′
𝑑(𝑡)) ∈ [−𝜋, 𝜋] denotes

the tangent angle of the trajectory. 𝑈 =
√
𝑢2 + 𝑣2, 𝛽 =

𝑎𝑡𝑎𝑛2(𝑣, 𝑢) and 𝑈𝑑 =
√

�̇�2𝑑 + �̇�2𝑑 . While Δ > 0 is the look-
ahead distance and 𝑘 > 0 is the controller gain.

This paper builds upon the guidance law shown in the
Eq. (6), and enhances it by introducing an adaptive look-
ahead distance. In Eq. (6), the term 𝑎𝑡𝑎𝑛(− 𝑦𝑒

Δ ) represents
the corrective response to the cross-track distance, enabling
the USV to converge upon the reference path. As illustrated
in Fig. 3(a), due to limΔ→0+,𝑦𝑒≠0 𝑎𝑡𝑎𝑛(−

𝑦𝑒
Δ ) = ±𝜋

2 , when
the look-ahead distance Δ approaches smaller values, the
guidance law generates extremely large heading angle candi-
dates. While this can be acceptable when the cross-track dis-
tance is substantial, it becomes problematic when minimal,
as the rudder angles fluctuate significantly. Such fluctuations
are detrimental for maintaining a stable heading and degrade
guidance performance. In order to address this issue, we
proposed an adaptive look-ahead distance mechanism, as de-
tailed below, to enhance the guidance performance:

Δ ∈
{
Ω = Δ +

𝜆3
1 + 𝑒−𝜆1(𝜆2−Δ)

}
(7)

where 𝜆1 > 0, 𝜆2 > 0, and 𝜆3 > 0 are the hyperpa-
rameters of the adaptive look-ahead distance. As shown in
Fig. 3(c), when 𝜆3 = 0.01, Δ ≈ Ω, implying that Δ ∈
Ω. When 𝜆1 assumes a large value, the numerical trend
closely resembles a piecewise function. Conversely, smaller
values of 𝜆1 result in a smoother variation. Furthermore,
𝜆2 delineates between employing the adaptive look-ahead
distance and retaining the original guidance responsiveness.
In our experimental setup, the specific hyperparameters uti-
lized were 𝜆1 = 0.82, 𝜆2 = 16.08, and 𝜆3 = 10.01. The
methodology for searching and determining these hyperpa-
rameters will be detailed in Section 5.1. The refined high-
stable guidance law is formally defined as follows:

⎧⎪⎪⎨⎪⎪⎩
𝜓𝑝 = 𝜓𝑑 + 𝑎𝑡𝑎𝑛(− 𝑦𝑒

Ω ) − 𝛽

𝑢𝑝 =
√

𝑈2
𝑝 − 𝑣2

𝑈𝑝 =
(𝑈𝑑−𝑘𝑥𝑒)

√
𝑦2𝑒+Ω2

Ω

(8)

Based on the relationship Δ ∈ Ω, it can be deduced that
Eq. (6) ∈ Eq. (8), thereby suggesting that the high-stable
guidance law constitutes a superset of the original guidance
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law. As illustrated in Fig. 3(b), the high-stable guidance law
balances responsiveness and stability across various look-
ahead distances. The following section will continue to demon-
strate the stability of this refined guidance law.

Furthermore, If the following error signals𝐸𝜓𝑎𝑛𝑑𝐸𝑢 can
converge to zero, the convergence of the position error is
guaranteed.{

𝐸𝜓 = 𝜓 − 𝜓𝑝
𝐸𝑢 = 𝑢 − 𝑢𝑝

(9)

Proof consider the following Lyapunov function candi-
date:

𝑉1 =
1
2
𝑥2𝑒 +

1
2
𝑦2𝑒 (10)

Differentiating Eq. (10), and substituting Eq. (5) into it,
yields:

�̇�1 = 𝑥𝑒�̇�𝑒 + 𝑦𝑒�̇�𝑒
= 𝑥𝑒[𝑈 cos(𝜓 − 𝜓𝑑 + 𝛽) − 𝑈𝑑 + 𝑦𝑒�̇�𝑑]
+ 𝑦𝑒[𝑈 sin(𝜓 − 𝜓𝑑 + 𝛽) − 𝑥𝑒�̇�𝑑]

= 𝑥𝑒𝑈 cos
[
atan(−

ye
Ω
)
]
− 𝑥𝑒𝑈𝑑

+ 𝑦𝑒𝑈 sin
[
atan(−

ye
Ω
)
]

= 𝑥𝑒

⎡⎢⎢⎢⎣
(𝑈𝑑 − 𝑘𝑥𝑒)

√
𝑦2𝑒 + Ω2

Ω

⎤⎥⎥⎥⎦
Ω√

𝑦2𝑒 + Ω2
− 𝑥𝑒𝑈𝑑

+ 𝑦𝑒

⎡⎢⎢⎢⎣
(𝑈𝑑 − 𝑘𝑥𝑒)

√
𝑦2𝑒 + Ω2

Ω

⎤⎥⎥⎥⎦
−𝑦𝑒√
𝑦2𝑒 + Ω2

= −𝑘𝑥2𝑒 −
𝑦2𝑒
Ω
(𝑈𝑑 − 𝑘𝑥𝑒)

= −𝑘𝑥2𝑒 −
𝑦2𝑒
Ω

⎛⎜⎜⎜⎝
𝑈Ω√
𝑦2𝑒 + Ω2

+ 𝑘𝑥𝑒 − 𝑘𝑥𝑒

⎞⎟⎟⎟⎠
= −𝑘𝑥2𝑒 −

𝑈𝑦2𝑒√
𝑦2𝑒 + Ω2

(11)

Given that 𝑘 is positive, it is evident that the derivative of
𝑉1, denoted as �̇�1, is non-positive. Consequently, it is logical
to deduce that 𝑥𝑒 and 𝑦𝑒 tend towards zero.

4. Label generation and SSL-based controller
In this section, we introduce a novel label generation ap-

proach for control values, which is grounded in an in-depth
analysis of the interplay between control values and guid-
ance values. Subsequently, leveraging the high-stable guid-
ance law and the control labels generated, a self-supervised
learning-based controller is designed.

4.1. Guidance law-based label generation

(a) Tracking the complex trajectory

(b) The trend of signal errors

Fig. 4. Relationship between rudder angle and signal error.

According to Eq. (9) of the high-stable guidance law, the
signal errors of control values can be formulated as follows:

{
𝐸𝜓 (𝜂𝑖, 𝛿𝑖) = 𝜓(𝜂𝑖, 𝛿𝑖) − 𝜓𝑝
𝐸𝑢(𝜂𝑖, 𝛿𝑖) = 𝑢(𝜂𝑖, 𝛿𝑖) − 𝑢𝑝

(12)

where 𝜂𝑖 ∈ 𝜂 = {0, 1, 2, ..., 𝜂𝑚𝑎𝑥} denotes the discrete
propeller revolution, while the discrete rudder angle is rep-
resented as 𝛿𝑖 ∈ 𝛿 = {𝛿𝑚𝑖𝑛, 𝛿𝑚𝑖𝑛 + 1, 𝛿𝑚𝑖𝑛 + 2, ..., 𝛿𝑚𝑎𝑥}. Fig.
4 elucidates the correlation between rudder angle and sig-
nal error in the complex path detailed in the experimental
section 5.3.3. Specifically, Fig. 4(a) demonstrates the USV
utilizes the generated control label to track complex trajec-
tories. Whereas Fig. 4(b) portrays the relationship between
the rudder angle, signal error, and time change. It is evident
that across various time intervals, the signal error exhibits
either a single extremum or a monotonic trend, where the
extremum occurs at the boundary of the control value range.
Consequently, the extremum point can be intuitively deemed
the optimal control variable. Hence, the methodology for
generating control labels can be expressed as follows:
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⎧⎪⎨⎪⎩
�̂�𝑡 = argmin

𝑖

[
𝐸𝑢(𝜂𝑡𝑖 , 𝛿

𝑡−1)
]

𝛿𝑡 = argmin
𝑖

[
𝐸𝜓 (�̂�𝑡, 𝛿𝑡𝑖)

] (13)

where �̂�𝑡 and 𝛿𝑡 represent the ground truth of propeller
revolution and rudder angle, respectively. Among them, when
acquiring the control label for the propeller revolution, de-
noted as �̂�𝑡, we employ the previously recorded ground truth
of the rudder angle, 𝛿𝑡−1, as an approximating estimate.

4.2. Self-supervised learning-based controller

Fig. 5. Overall architecture of SSL model.

In the design of our self-supervised learning-based con-
troller (SSL) for USVs, the input features are selected ac-
cording to the approach outlined in Wu et al. (2024). The in-
put vector 𝑆 comprises the current state of the USV, includ-
ing its position, velocity, the deviation between the control
value and the guidance value, and the temporal derivatives
of these states. It comprehensively represents the vessel’s
operational status, empowering the neural network to learn
the intricate relationships between the control values and the
resulting trajectory. The choice of these inputs is crucial as
they directly influence the controller’s ability to adapt to var-
ious operational scenarios and environmental disturbances.

𝑆 ∈ {𝑥𝑒, 𝑦𝑒,Δ𝜓 ,Δ𝑢, 𝑢, 𝑣, 𝑟, �̇�𝑒, �̇�𝑒, Δ̇𝜓 , Δ̇𝑢, �̇�, �̇�, �̇�, 𝜂, 𝛿} (14)

The output layer of our SSL controller is responsible for
generating precise trajectory-tracking control commands. It
specifically predicts propeller revolution and rudder angle,
the key actuators for USV motion control. As shown in Fig.
5, we employ tanh or sigmoid activation functions for out-
put scaling to constrain predictions within physically feasi-
ble ranges. Consequently, the output action A is formulated
as Eq. (15).

𝐴 = {𝜂, 𝛿} (15)

Fig. 5 depicts the overall architecture of our SSL con-
troller, a deep self-supervised learning model 𝐴 = 𝑆𝑆𝐿(𝑆)
tailored for efficient state-to-control mapping. The network’s
representation layer comprises two linear layers, each fol-
lowed by an ELU (Exponential Linear Unit) activation to

introduce nonlinearity and bolster representational capacity.
Residual connections between these layers enhance learn-
ing efficiency and convergence by facilitating gradient flow
during backpropagation. The input layer receives state and
derivative data, and the final output layer applies tanh or sig-
moid to the features of the control values, yielding scaled
propeller revolution and rudder angle. This design ensures
the controller captures USV dynamics accurately, generat-
ing precise control actions while maintaining lightweight pa-
rameters.

An appropriate loss function is essential for quantifying
the discrepancy between the predicted and desired control
values in training our SSL controller. In this work, we utilize
the smooth L1 loss function, which combines the benefits of
L1 and L2 losses. It is less sensitive to outliers than L2 loss
and offers smoother gradients near zero errors than L1 loss.
The loss function is defined as:

⎧⎪⎨⎪⎩
𝑙𝑜𝑠𝑠 = smoothL1(𝜂 − �̂�) + smoothL1(𝛿 − 𝛿)

smoothL1(𝑥) =

{
0.5𝑥2 if |𝑥| < 1|𝑥| − 0.5 otherwise

(16)

where x represents the difference between the predicted
and target control values, by minimizing this loss function
during training, our SSL controller learns to produce con-
trol values that closely match the desired trajectory, thereby
enhancing the overall tracking performance of the USV.

5. Experiments
In this chapter, we conduct a comprehensive set of ex-

periments to validate the effectiveness and robustness of our
method. These experiments are designed to rigorously test
the proposed methodology under various tracking scenarios,
ranging from simple to complex trajectories. By evaluating
performance metrics such as tracking accuracy, stability, and
adaptation to environmental disturbances, we aim to demon-
strate the superiority of our approach. This chapter presents
the details of the hyperparameter search process, the self-
supervised learning (SSL) training procedure, and the com-
prehensive simulation results obtained for different tracking
tasks.

5.1. Hyperparameter search
This section details the hyperparameter search for Eq.

(7), involving 𝜆1, 𝜆2, and 𝜆3. Various hyperparameter com-
binations were tested in the complex trajectory outlined in
Section 5.3.3, using labels generated as control values to
minimize tracking errors. Fig. 6 presents the search results,
comprising four subplots that depict the optimization pro-
cess. Fig. 6(a) shows a 3D plot with axes for 𝜆1 (0 to 20, step
by 1), 𝜆2 (0 to 20, step by 1), and 𝜆3 (0 to 40, step by 1). Gray
points represent the top 10% combinations with lower errors,
while yellow points indicate the bottom 10% with higher er-
rors. The optimal combination (𝜆1 = 1, 𝜆2 = 17, 𝜆3 = 10) is
marked by a red triangle. Notably, poor combinations cluster
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(a) Search with the increment of 1 (b) Search with the increment of 0.01

(c) Optimized adaptive look-ahead distance waveform (d) Tracking error comparison

Fig. 6. Hyperparameter search.

around low 𝜆2 values (0-5), whereas optimal combinations
predominantly lie in the region where 𝜆1 < 16, 𝜆2 > 5, and
𝜆3 > 7,. This distribution highlights the importance of the
adaptive look-ahead distance for high-stable guidance law.

Building upon the insights gained from Fig. 6(a), Fig.
6(b) delves into a finer-grained search by fixing two of the
hyperparameters and varying the third with an increment
of 0.01. This analysis reveals that variations of 𝜆1 have a
more pronounced impact on the tracking error compared to
𝜆2 and 𝜆3. Finally, the refined hyperparameters determined
at a precision of 0.01 are 𝜆1 = 0.82, 𝜆2 = 16.08, and 𝜆3 =
10.01. These values offer a balance that minimizes the track-
ing error. Fig. 6(c) displays the waveform of the adaptive
look-ahead distance function using the optimized hyperpa-
rameters. The waveform exhibits a smooth transition rather
than being close to zero or a piecewise function, indicat-
ing the necessity to employ the adaptive look-ahead distance
to achieve high-stable guidance performance. Finally, Fig.
6(d) presents a bar chart comparing the tracking errors. Bar
A represents the mean error with the optimal hyperparame-
ter combination (0.46), Bar B shows the mean error for the
top 10% (0.48), Bar C indicates the mean error without opti-
mization (6.58) where 𝜆3=0.01, and Bar D denotes the mean
error for the bottom 10% (6.77). These comparisons further

demonstrate the importance of a high-stable guidance law
to enhance the overall performance of the USV trajectory
tracking control.

5.2. SSL training

Fig. 7. Learning curves of SSL model.

In the SSL training phase, we employed a dataset com-
prising randomly generated environmental conditions and
the corresponding control labels generated by our proposed
label generation technique. The dataset was divided into a
90% training set and a 10% validation set. The random fac-
tors included the angles and lengths for straight paths, the
initial angles, central angles, and clockwise/counterclockwise
directions for circular paths, the initial heading angles and
positions of the vessel, as well as the random wind directions
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(a) Trajectory tracking results (b) Positions output (c) Velocities output

(d) Sailing state visualization (e) Tracking errors (f) Control inputs

Fig. 8. Straight trajectory tracking performance.

and speeds and random current directions and velocities. In-
put saturation limits were imposed, with propeller revolution
ranging from 0 to 50 RPS and rudder angle between -30 and
30 degrees. A total of 88,218 data samples were collected
in random environments based on the SSL model’s input-
output configuration, and the model was trained for 1 mil-
lion iterations, utilizing the best-performing model on the
validation set for testing straight, circular, and complex tra-
jectories. The hyperparameters used during training were a
batch size of 256, a learning rate of 0.001, and the Adam
optimizer.

The SSL training was conducted on a high-performance
experimental setup featuring a 13th Gen Intel i7-13700 CPU
with 24 threads, DDR4 3200MHz memory, and a Tesla T4
GPU running on Ubuntu 24.04 LTS. As shown in the learn-
ing curves in Fig. 7, both training and testing phases demon-
strate rapid convergence within a short time. Even during
prolonged training sessions to identify the best validation
model, the process maintains consistent stability. When con-
figured with the batch size of 256, the computational through-
put maintains sub-millisecond latency per batch, exceeding
the rigorous benchmarks for real-time processing require-
ments. Compared to deep reinforcement learning, our ap-
proach achieves higher data efficiency and eliminates the
need for additional random exploration. The training sam-
pling rate is 1/100, while the testing sampling rate is 1/1000,
ensuring an efficient and balanced evaluation process. This
robust performance underscores the effectiveness and prac-
ticality of our SSL training methodology.

Table 1
Error analysis of straight trajectory tracking experiments.

Method Mean value of Mean value of Mean value of
𝑒𝑥 after 50 s 𝑒𝑦 after 50 s 𝑒 after 50 s

PPO 1.952m 1.829m 2.954m
ICM-PPO 0.202m 0.136m 0.254m
SSL 0.018m 0.007m 0.020m

5.3. Simulation results
The 7 m long and 1.16 m wide KVLCC2 cruise ship

model was the target vessel for simulation experiments, with
relevant hydrodynamic parameters detailed in Yasukawa and
Yoshimura (2015). As performed in the ICM-PPO paper
(Wu et al., 2024), the tracking control effects of PPO, ICM-
PPO, and SSL are comparatively analyzed across various
scenarios to verify the effectiveness and robustness of our
method (SSL).

5.3.1. Straight trajectory

{
𝑥𝑑(𝑡) =

√
2𝑡

𝑦𝑑(𝑡) =
√
2𝑡

(17)

In the straight-line trajectory tracking simulation, the ini-
tial conditions were set as follows: the position and heading
angle were {𝑥0 = −20𝑚, 𝑦0 = 5𝑚,𝜓0 = 4

3𝜋}, and the
initial velocities were {𝑢0 = 1.128𝑚∕𝑠, 𝑣0 = 0𝑚∕𝑠, 𝑟0 =
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(a) Trajectory tracking results (b) Positions output (c) Velocities output

(d) Sailing state visualization (e) Tracking errors (f) Control inputs

Fig. 9. Circular trajectory tracking performance.

0 𝑟𝑎𝑑∕𝑠}. The control parameters were initialized at 𝜂0 =
10 𝑟∕𝑠 and 𝛿0 = 0◦. Environmental factors included a south-
east (SE,135◦) wind with a speed of 3𝑚∕𝑠 and a southeast
(SE,135◦) current with a velocity of 0.5𝑚∕𝑠.

The USV’s straight-line trajectory tracking simulation
outcomes are depicted in Fig. 8, illustrating the compara-
tive tracking efficacy among the PPO, ICM-PPO, and SSL
methodologies. As evidenced by Fig. 8(a) to Fig. 8(d),
each approach demonstrates the capacity to adhere to the
reference path despite disruptive influences. After the 50-
second mark, the PPO method began to display deviations
attributable to the forces of southeast winds and currents.
In contrast, the ICM-PPO and SSL methodologies sustained
precise trajectory adherence under identical environmental
challenges. Particularly, the SSL approach demonstrated su-
perior control accuracy within the proximal visual range.
Analysis of the heading alteration graph reveals a stabiliza-
tion in the heading angle’s fluctuation magnitude beyond the
50-second interval. Following this, the SSL method consis-
tently upheld a steady heading, facilitating exact tracking.
The heading angle settled at 0.491 rad, diverging from the
target of 0.785 rad, yet it proficiently mitigated the distur-
bances caused by winds and currents. Regarding velocity
tracking, the refined method showcased commendable sta-
bility relative to its counterparts, with velocity variations
equilibrating after 60 seconds. Consequently, the SSL tech-
nique surpasses the PPO and ICM-PPO methods in enhanc-
ing tracking precision across positional, heading, and veloc-
ity dimensions.

Table 2
Error analysis of circular trajectory tracking experiments.

Method Mean value of Mean value of Mean value of
𝑒𝑥 after 50 s 𝑒𝑦 after 50 s 𝑒 after 50 s

PPO 1.895m 3.674m 3.987m
ICM-PPO 0.517m 0.269m 0.646m
SSL 0.077m 0.189m 0.218m

The trajectory errors across methodologies are presented
in Fig. 8(e). Comparative analysis reveals that the SSL ap-
proach accelerates error convergence during trajectory track-
ing. Upon stabilization of the USV’s linear path, the mean
tracking error for SSL measures 0.02 m, representing reduc-
tions of 2.934 m and 0.234 m relative to PPO and ICM-PPO
methods, respectively, as quantified in Table 1. Examination
of the control input profiles in Fig. 8(f) demonstrates SSL’s
rapid response to initial large-scale deviations. The algo-
rithm optimizes control inputs to mitigate positional offsets
and environmental perturbations, achieving enhanced track-
ing precision. Notably, this adaptive compensation mecha-
nism contributes to SSL’s superior performance in maintain-
ing trajectory accuracy under dynamic disturbances.

5.3.2. Circular trajectory

{
𝑥𝑑(𝑡) = 200 sin(0.01𝑡) + 300
𝑦𝑑(𝑡) = 150 cos(0.01𝑡) + 300

(18)
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(a) Trajectory tracking results (b) Positions output (c) Velocities output

(d) Sailing state visualization (e) Tracking errors (f) Control inputs

Fig. 10. Complex trajectory tracking performance.

In the circular trajectory tracking simulation, the initial
conditions were set as follows: the position and heading an-
gle were {𝑥0 = 280𝑚, 𝑦0 = 500𝑚,𝜓0 = 2

3𝜋}, and the
initial velocities were {𝑢0 = 1.128𝑚∕𝑠, 𝑣0 = 0𝑚∕𝑠, 𝑟0 =
0 𝑟𝑎𝑑∕𝑠}. The control parameters were initialized at 𝜂0 =
10 𝑟∕𝑠 and 𝛿0 = 0◦. Environmental factors included a east
(E,90◦) wind with a speed of 3𝑚∕𝑠 and a east (E,90◦) current
with a velocity of 0.25𝑚∕𝑠.

The comparative analysis of circular trajectory tracking
performance is depicted in Fig. 9, where Fig. 9(a) to Fig.
9(d) demonstrate that all evaluated methods successfully fol-
low the reference path under interference conditions. Specif-
ically, Fig. 9(a) highlights that PPO experiences notable de-
viations between 80-200 s and 350-600 s due to eastward
environmental forces, whereas ICM-PPO and SSL maintain
satisfactory tracking accuracy. SSL exhibits superior pre-
cision and dynamic responsiveness across the entire dura-
tion. The heading change analysis indicates that both head-
ing angle and yaw rate achieve stability after 60 s, facili-
tating reliable circular path tracking. A sudden shift in the
heading curve at 300 s arises from the angular constraint
within [𝜋, 𝜋], a computational adjustment to preserve angle
continuity and validity. Regarding velocity regulation, SSL
demonstrates competitive stability compared to other meth-
ods, with speed stabilization occurring after 60 seconds, ul-
timately outperforming PPO and ICM-PPO in positional ac-
curacy, heading maintenance, and speed regulation under
marine disturbance conditions.

As illustrated in Fig. 9(e), the comparative analysis of

Table 3
Error analysis of complex trajectory tracking experiments.

Method Mean value of Mean value of Mean value of
𝑒𝑥 after 50 s 𝑒𝑦 after 50 s 𝑒 after 50 s

PPO 1.012m 1.983m 2.432m
ICM-PPO 0.277m 0.566m 0.677m
SSL 0.278m 0.396m 0.537m

trajectory tracking errors reveals that the proposed SSL con-
troller performs better. Upon stabilization within the circular
path, SSL exhibits a mean tracking error of 0.218 m, repre-
senting a significant reduction of 3.769 m and 0.428 m com-
pared to PPO and ICM-PPO, respectively, as quantitatively
detailed in Table 2. This substantial improvement confirms
SSL’s enhanced tracking precision. Furthermore, the con-
trol input analysis in Fig. 9(f) demonstrates that all three
methodologies initially reach a maximum propeller revolu-
tion of 50 RPS within the first 20 seconds to achieve rapid
trajectory convergence. However, the PPO approach dis-
plays pronounced instability in revolution control, while both
ICM-PPO and SSL exhibit markedly reduced oscillation mag-
nitudes. Notably, SSL demonstrates superior adaptability
in dynamically adjusting control inputs in response to en-
vironmental disturbances and positional deviations, thereby
achieving optimal tracking performance.
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5.3.3. Complex trajectory

𝐿𝑖 =

{
𝑥𝑑(𝑡) = 𝑤0(𝑡 − 𝑡0) + 𝑏0
𝑦𝑑(𝑡) = 𝑤1(𝑡 − 𝑡0) + 𝑏1

(19)

𝐴𝑖 =

{
𝑥𝑑(𝑡) = 𝑎0 sin(𝑤0 + 𝑐0(𝑡 − 𝑡0)) + 𝑏0
𝑦𝑑(𝑡) = 𝑎1 cos(𝑤1 + 𝑐1(𝑡 − 𝑡0)) + 𝑏1

(20)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

𝑥𝑑(𝑡), 𝑦𝑑(𝑡) = 𝐿0, 0 ≤ 𝑡 < 40
𝑥𝑑(𝑡), 𝑦𝑑(𝑡) = 𝐴0, 40 ≤ 𝑡 < 68
𝑥𝑑(𝑡), 𝑦𝑑(𝑡) = 𝐿1, 68 ≤ 𝑡 < 107
𝑥𝑑(𝑡), 𝑦𝑑(𝑡) = 𝐴1, 107 ≤ 𝑡 < 149
𝑥𝑑(𝑡), 𝑦𝑑(𝑡) = 𝐿2, 149 ≤ 𝑡 < 188
𝑥𝑑(𝑡), 𝑦𝑑(𝑡) = 𝐴2, 188 ≤ 𝑡 < 206
𝑥𝑑(𝑡), 𝑦𝑑(𝑡) = 𝐿3, 206 ≤ 𝑡 < 245
𝑥𝑑(𝑡), 𝑦𝑑(𝑡) = 𝐴3, 245 ≤ 𝑡 < 284
𝑥𝑑(𝑡), 𝑦𝑑(𝑡) = 𝐿4, 284 ≤ 𝑡 ≤ 300

(21)

Table 4
Parameters of complex trajectory.

𝑎0 𝑤0 𝑐0 𝑏0 𝑎1 𝑤1 𝑐1 𝑏1 𝑡0
𝐿0 1.41 200.00 -1.41 300.00 0
𝐴0 -40 -0.79 -0.05 226.87 40 -0.79 -0.05 216.56 39
𝐿1 -1.15 259.55 -1.63 193.50 67
𝐴1 40 -2.19 0.05 247.25 -40 -2.19 0.05 106.70 106
𝐿2 1.99 243.84 -0.17 66.85 148
𝐴2 40 -0.09 0.05 324.97 -40 -0.09 0.05 100.05 187
𝐿3 1.37 354.07 1.45 72.61 205
𝐴3 -40 0.81 -0.05 436.69 40 0.81 -0.05 101.90 244
𝐿4 0.84 472.95 -1.81 118.77 283

In this section, we employ formulas and precise numeri-
cal values of parameters to represent the complex trajectory
in the experiment conducted by Wu et al. (2024). The tra-
jectory comprises a sequence of linear segments denoted as
{𝐿𝑖} and arcs denoted as {𝐴𝑖}, which are mathematically
represented in Eq. (19) and Eq. (20), respectively. Eq. (21)
stipulates the utilization of either linear or arc trajectories
across different time intervals 𝑡(𝑠), with the specific param-
eter values detailed in Table 4.

In the complex trajectory tracking simulation, the initial
conditions were set as follows: the position and heading an-
gle were {𝑥0 = 185𝑚, 𝑦0 = 330𝑚,𝜓0 = 0.5𝜋}, and the
initial velocities were {𝑢0 = 1.128𝑚∕𝑠, 𝑣0 = 0𝑚∕𝑠, 𝑟0 =
0 𝑟𝑎𝑑∕𝑠}. The control parameters were initialized at 𝜂0 =
10 𝑟∕𝑠 and 𝛿0 = 0◦. Environmental factors included a north
(N,0◦) wind with a speed of 3𝑚∕𝑠 and a north (N,0◦) current
with a velocity of 0.25𝑚∕𝑠.

Figure Fig. 10 contrasts the simulation outcomes for
tracing complex trajectories encompassing arcs and linear
segments. An examination of subfigures Fig. 10(a) to Fig.
10(d) reveals that all approaches are competent in adhering

to the reference path under disruptive circumstances. Specif-
ically, Fig. 10(a) demonstrates that PPO experiences vary-
ing levels of divergence due to northerly winds and currents,
with these deviations intensifying markedly after 110 sec-
onds. Conversely, both ICM-PPO and SSL maintain precise
tracking under these conditions. The plot depicting head-
ing changes indicates that between 150 and 250 seconds,
substantial heading angle adjustments are made in response
to navigating against the northerly wind and current to cor-
rect the tracking state. Regarding tracking velocity, the SSL
approach exhibits superior stability compared to the other
methods. Consequently, our proposed method demonstrates
enhanced tracking precision for positional and velocity con-
trol, outperforming PPO and ICM-PPO.

As illustrated in Fig. 10(e), the tracking errors of var-
ious methodologies are compared. Notably, the SSL ap-
proach exhibits a diminished tracking error while maintain-
ing approximate along-track error. Upon transitioning to a
straight-line trajectory, the SSL method achieves an aver-
age tracking error of 0.537 m, which is a reduction of 1.895
m compared to the PPO method and 0.14 m relative to the
ICM-PPO method, underscoring its superior tracking preci-
sion, as detailed in Table 3. Analysis of the control input
variable curves in Fig. 10(f) reveals that all methods ini-
tially reach a propeller revolution peak of 50 RPS within the
first 30 seconds to rapidly align with the reference trajec-
tory. However, the PPO algorithm demonstrates significant
oscillations in revolution control. In contrast, the ICM-PPO
and SSL methods exhibit markedly reduced oscillation am-
plitudes, enabling more effective adjustments of control in-
puts in response to disturbances and deviations, thereby en-
hancing tracking efficacy.

5.3.4. Time-varying disturbance
The time-varying disturbance experiments were conducted

to evaluate the robustness of our proposed SSL trajectory
tracking control method under challenging conditions. Con-
sidering the inherent limitations of underactuated vessels,
such as large time delays, high inertia, input saturation, and
underactuation, which typically hinder lateral response and
timely adjustments, precise trajectory tracking under strong
time-varying disturbances becomes particularly challenging.
While most simulation experiments employ static disturbance
(Huang et al., 2019; Wu et al., 2024), the dynamic time-
varying disturbance conditions can provide a more compre-
hensive validation of trajectory tracking control algorithms.
Therefore, we designed the experiments with time-varying
disturbances, randomly generated six distinct disturbance zones
on three trajectories (experiments 5.3.1-5.3.3), and conducted
simulations without additional model training. As illustrated
in Fig. 11 and Table 5, our SSL model demonstrates sat-
isfactory performance despite unpredictable random distur-
bances, maintaining mean errors within 1 meter (the simu-
lated vessel measures 7 m in length and 1.16 m in width).
Notably, despite the inherent response lag of underactuated
vessels, the proposed algorithm can rapidly adapt to sudden
lateral disturbance changes and achieve stability, which is
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(a) Straight trajectory (b) Circular trajectory (c) Complex trajectory

Fig. 11. Sailing state with time-varying disturbance.

Table 5
Error analysis of time-varying disturbance experiments.

Trajectory
Mean error of different zones (m) Mean error of whole-

Zone1 Zone2 Zone3 Zone4 Zone5 Zone6 zones after 50 s (m)
𝑒𝑥 𝑒𝑦 𝑒𝑥 𝑒𝑦 𝑒𝑥 𝑒𝑦 𝑒𝑥 𝑒𝑦 𝑒𝑥 𝑒𝑦 𝑒𝑥 𝑒𝑦 𝑒𝑥 𝑒𝑦 𝑒

Straight 6.58 3.63 0.07 0.13 0.02 0.15 0.40 0.70 0.02 0.10 0.01 0.04 0.103 0.225 0.269
Circular 10.80 8.71 1.68 0.79 0.24 0.46 0.06 0.18 0.49 0.49 0.84 0.93 0.627 0.532 0.902

Complex 34.94 6.96 0.76 0.41 0.27 0.82 0.12 0.38 0.11 0.23 0.28 0.60 0.306 0.487 0.622

evident in Fig. 11(a) (zones 3-4), Fig. 11(b) (zones 5-6), and
Fig. 11(c) (zones 3-4), where the vessel promptly adjusts its
heading to maintain stability, thereby validating the robust-
ness of the proposed method. Additionally, while the initial
tracking error in zone 1 is relatively large due to the vessel’s
starting position being distant from the trajectory tracking
point, the algorithm effectively reduces the error. Consid-
ering the vessel’s input saturation, with a maximum speed
of approximately 4 m/s in undisturbed conditions and 2 m/s
during trajectory tracking tasks, the wind speed was limited
to 9 m/s and current speed to 1 m/s, allowing the vessel to
maintain maneuverability under disturbances.

6. Conclusion
This paper introduces a novel self-supervised learning

(SSL) approach for USV trajectory tracking control, address-
ing high coupling, nonlinear relationships, and environmen-
tal disturbances. An innovative adaptive look-ahead distance
algorithm is proposed to augment the guidance law, exhibit-
ing exceptional stability even at minimal distances, thus en-
hancing guidance performance and tracking precision. This
stable guidance law underpins a control label generation tech-
nique for USV trajectory tracking. The training of controllers
has been facilitated through SSL, thereby eliminating the de-
pendency on extensive and labor-intensive manual labeling.
Finally, the proposed method has been rigorously tested in
various tracking scenarios, including simple and complex
trajectories. Simulation results have demonstrated its effec-
tiveness in achieving accurate trajectory tracking control for

USVs. The method improves tracking accuracy and exhibits
robustness against the inherent uncertainties and disturbances
in the marine environment. Despite these advancements, our
SSL approach has certain limitations; specifically, the pro-
posed automatic label generation technique relies on ship pa-
rameter tuning, such as the MMG standard method of ship
maneuvering predictions, for calculating tracking errors, which
may constrain its applicability in scenarios with unknown or
highly variable vessel dynamics. Future works include re-
fining the label generation process, simplifying the simula-
tion of arbitrary USVs with a single propeller and rudder,
and conducting sea-trial tests to validate performance un-
der real-world conditions, boosting the method’s adaptabil-
ity and further verifying its robustness.
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