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Abstract: A better understanding of mixing times for mixed solvent systems in laboratory-
scale vessels is crucial for improving mixing-sensitive processes such as antisolvent crys-
tallisation. Whilst mixing in agitated vessels has been extensively studied using solutions
of additives in the same solvent, there is very limited literature on the mixing of different
miscible solvents and none which would be relevant to antisolvent crystallisation processes.
In this work, the mixing times of water–ethanol systems in a 1 litre vessel, agitated by a
pitched blade impeller with probes used as baffles, were investigated in the transitional flow
regime using both experimental and computational fluid dynamics (CFD) approaches. We
studied two scenarios: adding sodium chloride tracer to premixed water–ethanol solutions
and adding ethanol containing a tracer to water. Mixing was investigated experimentally
through conductivity measurements and computationally using large eddy simulations
with the M-Star CFD software package. Empirical correlations from the Dynochem engi-
neering toolbox were also used for comparison. The results showed significant run-to-run
variability in the mixing times from both experiments and CFD simulations, with experi-
mental ranges being notably wider than CFD ones under the given conditions. While the
CFD simulations showed consistent mixing times across different solvent compositions, the
experimental mixing times decreased with increasing ethanol content. The mixing times
were approximately inversely proportional to the impeller speed. The CFD simulations
indicated that 25–40 impeller rotations were required for homogenisation, while the ex-
periments needed 25–100 rotations. The Dynochem correlations predicted 40 rotations,
independent of speed, but could not capture the inherent variability of the mixing times.

Keywords: mixing times; transitional flow; antisolvent crystallisation; laboratory-scale
mixing; conductivity measurements; computational fluid dynamics (CFD)

1. Introduction
In chemical and pharmaceutical manufacturing, heat and mass transfer significantly

influence the performance of the manufacturing process steps, such as synthesis or crys-
tallisation. These transport phenomena are influenced by agitation in vessels with mixing
conditions varying widely across development stages and process steps; thus, mixing is
an important aspect of process design. Crystallisation processes are particularly sensitive
to mixing, as temperature or concentration gradients can produce inhomogeneity in the
prevailing level of supersaturation. This can result in regions of high supersaturation close
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to the walls of the vessel in cooling crystallisation or at the addition location for antisolvent
or reactive crystallisation processes. This affects crystallisation outcomes and can lead to
scaling on vessel walls or inlet ports.

The mixing time is considered as one of the most important factors in assessing the
performance of agitated systems. The mixing time can be defined as the time required
for achieving a certain degree of homogeneity of tracer inserted in a stirred vessel [1].
Computational fluid dynamics (CFD) can be used to estimate mixing times and provide
further insight into how different mixing configurations influence supersaturation gradi-
ents within a crystallisation vessel. CFD can be used to develop strategies for the rational
scale up of processes involving the mixing of miscible liquids, such as antisolvent crystalli-
sation. However, these models require validation to assess the reliability and accuracy of
the predicted outcomes. This can be achieved by comparing the models to the relevant
experimental data. Previously, Oblak et al. performed a digital twinning process for stirred
tank reactors through tandem experimental and CFD simulations to evaluate mixing in
baffled and unbaffled vessels. A single liquid system of distilled water was used [2]. In
their work, it was found that the system geometry influenced the mixing time: irregular
flow distribution can lead to local stagnation zones, thereby increasing the time needed
to achieve the homogenisation of the liquid phase composition. It was also found that
measuring local, point-wise concentrations can lead to an underestimation of the global
mixing time required for the homogenisation of the entire vessel. In another paper, the
mixing times were predicted for miscible solvents using a CFD approach, which was quali-
tatively compared to experimental work [3]. The characterisation of mixing from the pilot
to manufacturing scale using an experimental and CFD hybrid approach was developed by
Martinetz et al. [4]. This approach enabled the mixing times to be correlated to the vessel
filling volume and vessel-averaged energy dissipation rate for single-phase systems.

There are many experimental techniques that can be used to characterise mixing
times in agitated vessels, with varying degrees of accuracy and reproducibility. When
categorising mixing characterisation techniques, they can be divided into two groups based
on the volume of fluid represented by the measurement [5]. The first of these are local
techniques, in which only localised measurement using fixed probes is provided. The
mixing times are then estimated based on a set homogenisation criteria, for example, a
property such as the conductivity to reach 95% of the fully mixed value. Whilst they
are simple to implement, provide direct measurements, and can be used for transparent
and opaque fluids, they are intrusive and disturb the measured flow fields. Additionally,
the resulting mixing time is dependent on the probe position, and care must be taken in
selecting a location that is representative of the mixing times [6,7]. To obtain more spatial
information on the process, multiple probes can be used together. Another characterisation
technique is the application of planar laser-induced fluorescence (pLIF) combined with
image analysis. Here, the measurements are made on the laser plane, and only a limited
spatial resolution is provided. Advantages of this technique include the non-intrusiveness
with regard to the fluid, as well as the provision of detailed visualisation of the fluid
structures and mixing patterns of the systems. The applications of pLIF are limited by
the difficulty in calibrating, as well as the high laser power/costs associated with large
volumes or opaque fluids [8,9].

Global mixing characterisation methods offer spatial information on the whole vessel,
can provide quantitative information on the global flow structures, and highlight regions of
poor mixing. One such method is colourimetry, in which colour changes are used to deter-
mine mixing times. One example is fast acid–base reactions involving colour changes [5,10].
Further advantages of this method are its non-intrusiveness, simple implementation, and
limited calibration requirements [6,11]. The accuracy of this method can be improved
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when combined with image analysis technique to quantify the colour change process and
define individual RBG model criteria to define the end of mixing [5,12]. Liquid crystal
thermography can be used to induce colour changes in vessels [6,12,13]. Thermochromic
liquid crystals are suspended in the liquid, and the thermal pulse is given. The resulting
mixing of this pulse leads to the crystals exhibiting a different colour depending on the local
temperature. The temperature profile of the vessel is then determined using the crystal
colours and is used as the scalar to characterise the mixing. Image processing is typically
used to analyse the results to more accurately quantify the evolution of colour change.

Electrical resistance tomography (ERT) is a non-invasive method based on conduc-
tivity that is typically used for solutions that have a distinct conductivity change upon
mixing [5,14]. Through capturing a series of 2D tomograms, ERT is capable of proving a
visualisation of 3D flow fields, allowing for good spatial and temporal resolution of the
system to be obtained. The cost and complexity in setting up ERT is considerable and as
such is mainly used for applications in which detailed flow fields are required, for example,
for mixing characterisation in concentrated slurries [15] or to determine gas/liquid flow
patterns [16], as opposed to characterising the mixing times of vessels.

Whilst optical methods such as colourimetry are relatively simple, they can only be
applied to optically transparent vessels and fluids, significantly limiting their industrially
relevant geometries [17]. Although tomography can provide detailed information on flow
patterns, it has several practical drawbacks when using manufacturing equipment, such as
the limited space for sensor installation, waste material treatment, and strict regulations for
equipment in a GMP environment [17]. Local mixing characterisation techniques such as
probe-based methods are an attractive option due to the relative easiness of application to
industrial vessels, i.e., the insertion of the probe being straightforward in most cases. The
main disadvantage of using a probe is that only local flow properties are measured, leading
to limited spatial and temporal information being provided on the measured quantity.
To account for this during measuring mixing time determination, careful consideration
must be taken on deciding the placement of the probe. A position should be used that
gives a good representation of the global mixing time within the vessel. The probe sensor
response time should be fast in comparison to mixing kinetics, and a data measurement
frequency of at least once per second is recommended [4]. The mixing times in agitated
vessels can be determined using tracer tests, with probes being used to provide information
on the measured variable, such as Ph or conductivity. In this work, we use the conductivity
method, which involves the addition of a salt tracer and measuring the conductivity
increase within the vessel. The mixing time can be determined once the conductivity
fluctuations are less than 5% of the homogenised value, referred to as the 95% mixing
assumption [18].

Antisolvent crystallisation involves the mixing of miscible liquids with different
viscosities and densities, which can influence mixing phenomenology and kinetics in
agitated vessels. Bouwmans et al. presented work on the influence of viscosity and density
differences on mixing times in stirred vessels [19]. To vary the viscosity and density
independently, mixtures of water, ethanol, and glycerol were used in which Poly-Vinyl-
Pyrrolidone (PVP) was dissolved to achieve the desired viscosity allowing for systems
ranging from 1 mPas to 200 mPas and 900 kg/m3 to 1100 kg/m3, respectively. Under certain
conditions, they found that the mixing time can be unpredictable due to the turbulent
nature of flow, leading to mixing time standard deviations of over 50%. Their conclusions
were based on the case of a less dense liquid being added to the surface of a bulk liquid
and can be summarised as follows: relatively short mixing times with a large relative
standard deviation were found at high stirrer speeds, whilst longer mixing times with small
relative standard deviation were found at low stirrer speeds. In the transitional region,
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both mechanisms were at work, giving low mixing time predictability and large relative
standard deviations.

Whilst mixing in agitated vessels has been extensively studied using solutions of vari-
ous additives in the same solvent to modify viscosities and densities, for example [19–21],
there is only very limited CFD simulation literature on the mixing of different miscible
solvents [3,22,23], and none of them would be relevant to antisolvent crystallisation pro-
cesses. We address this gap by investigating the mixing times in water–ethanol systems
for the first time using both experimental and computational approaches. We quantify the
mixing time variability in the transitional flow regime, which is particularly relevant for
lab-scale antisolvent crystallisation. Several techniques for characterising the mixing times
are compared, including conductivity measurements, computational tracer concentration
tracking, and empirical correlations. The combined use of experimental measurements,
CFD simulations, and empirical correlations enables direct comparison of these methods
for characterising both mixing times and their intrinsic uncertainties in transitional flow
regimes. This approach provides a deeper understanding of the inherent variability of
mixing processes, offering practical insights for laboratory-scale mixing processes.

The remainder of this paper will be organised as follows. In the methods section,
we describe the experimental methods and CFD. The results and discussion section is
divided into three subsections: mixing time characterisation, mixing times in premixed
water/ethanol solvent mixtures, and the addition of ethanol to water. The main outcomes
of the work are then summarised in the conclusion section.

2. Methods
This section presents the methodology used in this research. It is organised into

four distinct components: Section 2.1 describes the experimental setup and procedures;
Section 2.2 outlines the computational fluid dynamics (CFD) simulations; Section 2.3
explains the implementation of the empirical software toolbox Dynochem; and Section 2.4
defines the analytical approaches used to characterise mixing times.

2.1. Experimental

In this article, we investigate mixing times of miscible solvent systems in a 1 L stirred
vessel. The miscible liquids were selected to represent a common antisolvent pair: water
and ethanol. Two distinct cases were considered, one in which the solvents were ‘premixed’
and the other where we investigated the addition of ethanol to water. For the former, water
and ethanol were mixed prior to the salt tracer being added, with sufficient time given
to ensure a fully homogenised solution. Salt tracer was then injected as a concentrated
aqueous solution at the surface of the solvent mixture. In the latter, salt tracer was added
to either the solvent or antisolvent before mixing the solvents. Conductivity as a function
of time was measured during the mixing process, allowing for mixing times to to be
determined. The subsequent section will describe the experimental procedure and setup
used in this work.

2.1.1. Mixing Vessel Setup

The Mettler Toledo Optimax 1001 Thermostat System (Columbus, OH, USA) was
utilised for all experiments without the use of baffles. The total volume was kept constant
at 1 L. A metal downward pitched-blade impeller (Mettler Toledo 103504) with four blades
at 45° was used. The impeller had a 45 mm outer diameter and was positioned 19 mm above
the bottom of the vessel. Two probes (conductivity and temperature) were placed 38 mm
from the bottom of the vessel and positioned at 30° angles. The conductivity probe (Mettler
Toledo InPro 7100(i) Series) was connected to an external logger to record measurements
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every 0.1 s. The temperature probe measured the temperature of the vessel contents. The
vessel jacket temperature was also recorded. Figure 1 shows a schematic of the vessel setup.

Figure 1. Schematic of the Mettler Toledo Optimax 1001 system. A metal downward pitched-
blade impeller with 4 blades with OD of 45 mm was placed 19 mm above the bottom of the vessel.
Two probes (conductivity and temperature) were placed 38 mm from the bottom of the vessel and
positioned at 30° angles. Numbers correspond to components in Table 1, where geometries used in
the experimental work are summarised.

Table 1. Summary of vessel and components details used in experimental section of this work.
Component number relates to Figure 1. O.D. is outer diameter. I.D. is inner diameter.

Component Details

1. Temperature Probe 3.2 mm O.D. , 175 mm length
2. Conductivity Probes 12 mm O.D., 225 mm length

3. Impeller shaft 8 mm O.D.
4. Pitched-blade impeller 45 mm O.D., downward, four blades, 45°
5. Optimax 1-litre vessel 101 mm I.D., 172 mm height, 3 mm wall thickness

2.1.2. Tracer Tests

Sodium chloride (NaCl) was dissolved in distilled water to prepare 1 M salt tracer
solution. Solvent mixtures used in all experiments comprised of water and ethanol, with
relative ratio of water to ethanol varied.

Premixed solutions: The vessel was filled with 1 L of premixed water/ethanol solution,
and steady state was achieved in terms of temperature (20 °C) and velocity field/vortex
formation. A total of 10 mL of tracer solution was then injected at the liquid surface, with
care taken to ensure that the addition location was consistent across each run. Figure 1
indicates the approximate tracer injection location. Injection of the tracer was repeated four
times to determine the variability of mixing times within the vessel. This procedure was
followed for a range of water/ethanol compositions as shown in Table 2, which details the
solution compositions investigated, along with relevant physical properties given. Each set
of conditions was repeated for RPM values ranging from 150 to 750 in increments of 50.
The chosen RPM range of 150–750 is appropriate for the 1 L vessel and represents typical
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conditions used in lab-scale experiments. The corresponding ranges of impeller Reynolds
numbers for each solvent composition are shown as well, where impeller Reynolds number
is defined in Equation (A4), where ρ is density (kg/m3), N is impeller rotation speed (s−1),
D is impeller diameter (m), and µ is dynamic viscosity of the liquid phase:

Re =
ρND2

µ
(1)

The range of RPMs used here provided valuable insights into mixing behaviour in
common lab-scale crystallisation experiments and resulted in transitional flow conditions
in all cases investigated here.

Table 2. Table of solution compositions investigated for premixed experiments. Density and viscosity
were calculated by fitting a cubic spline to the literature data. Note that each composition was
performed for a range of RPM values ranging from 150 to 750 in increments of 50.

Fluids Composition Density Viscosity Re Number Range
- % v/v (kg/m3) (mPa.s) -

Water 100 998 1 5040–25,200
Water/Ethanol 80/20 974 1.8 2730–13,650
Water/Ethanol 60/40 947 2.6 1830–9170
Water/Ethanol 40/60 908 3.01 1895–9480

Mixing solvents: The vessel was initially filled with 800 mL of water before the
impeller was started, and temperature was set to 20 °C. After steady state was reached,
200 mL of ethanol was added at the liquid surface. Extra precaution was taken during the
ethanol addition to minimise the variance between trials. Once more, each condition was
run for RPM values ranging from 150 to 750 RPM in increments of 50. Three repetitions
per RPM value were performed. The salt tracer solution was added to the ethanol prior
to mixing of the solvents. For each RPM, a single experiment was performed with the
salt tracer initially being in the water prior to mixing. This was done to determine the
effect of initial tracer location on mixing time determination. For both tracer locations, the
amount of NaCl tracer solution added to the antisolvent was 0.05 vol %. Once more, local
conductivity was measured by the probe and used to determine mixing times.

2.2. Computational
2.2.1. CFD Geometry

The experimental setup was modelled using M-star, with vessel dimensions corre-
sponding to those shown in Table 1. Figure 2 shows the corresponding CFD geometry.
Probe and tracer locations were based on those used in the experimental setup. Tracers
were added in the CFD simulations as scalar quantities, where it is assumed that the tracers
do not interact with the fluid and follow local fluid streamlines. To model the conductivity
probe sensor in the CFD simulation, a virtual ‘probe’ was attached at the end of the conduc-
tivity probe. This allows for fluid properties such as tracer concentration to be measured at
that local position.

Five tracer injection locations (shown as coloured squares in Figure 2) were added
to evaluate whether mixing time variance was more sensitive to spatial differences at the
additional point or to temporal variations in the local velocity field at a fixed position. These
locations were chosen to give a good sample, with three positions at the surface (green, blue,
and red) and two near the impeller (purple and grey). The additional time-delayed injection
at location 3 (red) allowed a assessment of how the temporally fluctuating flow patterns
characteristic of transitional regimes affect mixing times at an identical spatial position.
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Figure 2. Representation of the mixing vessel and probes used for M-star modelling. Probe and
tracer injection locations correspond to those used experimentally. Dimensions correspond to those
detailed in Table 1. The coloured squares represent tracer injection locations used in the simulations
to investigate the effect of tracer addition location on mixing time. These are labelled as follows:
1. green, 2. blue, 3. red, 4. purple, and 5. grey. Note that tracer injection location 2 was used for all
premixed simulations. Ethanol addition port refers to the addition of 200 mL of ethanol to the water
in the solvent mixing simulations. Yellow line shows initial liquid height for a volume of 1 L, which
was used for the premixed simulations. The light green box indicates the simulated geometry volume.

To investigate the effect of tracer injection location, additional simulations were run
which included five tracers being injected at various locations. These are shown as squares
in Figure 2, with the colour relating to the location of the tracer. These locations were
chosen to represent typical regions where liquid feeds may enter the vessels, with three
positions at the surface and two near the impeller. The additional time-delayed injection at
location 3 allowed a determination of how changing flow patterns over time affect mixing
at the same position. For all other simulations, tracer location 2 (red) was used to match
that used experimentally. In the solvent mixing experiments, ethanol was poured into the
vessel. To approximate this in the CFD model, we took the diameter of the ethanol stream
to be 1 cm at an addition time of 4 s. The volumetric flow rate of ethanol was therefore
50 mL/s.

2.2.2. CFD Simulations

CFD simulations were performed using the commercial software package M-star CFD
(3.3.96) [24]. M-Star CFD uses a Lattice–Boltzmann approach to solve the time-dependent
Naiver–Stokes equation [25,26]. Here, the Boltzmann transport equation is solved to model
the time-dependent molecular probability density function (′ f ′) in phase space [1, 2]. This
is expressed through Equation (2).

∂ f
∂t

+ ζ∇x f + K∇ζ f = Q( f , f ) (2)

where ζ are the molecular velocity vectors, K denotes any external forces acting on the
particles, and Q( f , f ) is the collision operator. Q( f , f ) describes the rate of change over
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time in the molecular probability density function for species f with respect to collisions
with species f. This becomes complicated for an n-body system; however, it can be argued
that the result of multi-body collisions is for local distributions to tend to an equilibrium
distribution ( f 0). Equation (2) is then expressed through

∂ f
∂t

+ ζ∇x f = − 1
τ

(
f − f 0

)
(3)

where τ represents the relaxation time, which describes how quickly the local distribution
relaxes to its equilibrium state. Viscosity is therefore related to the relaxation time, with a
larger relaxation time corresponding to a higher viscosity. Macroscopic properties such as
density or momentum can be calculated from the moments of the distribution function. In
M-star, the molecular velocities were discretised into the velocity vector set D3Q19 [24], as
this gave the best balance between stability and speed of solver.

For all simulations, the free surface model was selected. In this model, a free-slip
boundary condition is imposed at the fluid surface, whilst the vessel walls are assumed
to have no-slip boundary conditions. Fluid–impeller interactions are modelled using the
immersed boundary method, which enforces a no-slip velocity along the surface of the
impeller. The turbulence model used was the large eddy simulation (LES) model with the
default Smagorinsky coefficient of 0.1. To ensure lattice density fluctuations were kept
within 1%, time steps were chosen to obtain a Courant number of 0.01. A lattice spacing of
0.65 mm was used.

Viscosity of the fluid mixture was calculated through a user-defined function. This
was in the form of a polynomial which was fitted to the literature data [27]. M-star assumes
volume averaged density, which for our system gives a reasonable approximation with a
maximum error of around 5%. Figure 3 shows the properties of the fluid mixtures used
here as a function of composition. Surface tension was taken from the literature for the
solvent mixtures used [27].

Figure 3. Fluid properties as function of liquid composition [27]. (A) Viscosity. Fitted viscosity values
are given by this polynomial: f (x) = 12.62x4 − 18.09x3 − 2.75x2 + 7.69x + 1.53. M-star uses fitted
viscosity function, whilst DynoChem uses volume-averaged (green dashed line). Note that Kinematic
viscosity is shown. (B) Density. Both software packages assume density is volume-averaged. This
gives a reasonable approximation with a maximum error of around 5% when compared to the
experimental points (blue crosses).

2.3. Dynochem

We also used a mixing and heat transfer engineering toolbox from Dynochem, com-
monly used in industry, which is a spreadsheet-based software that employs empirical
equations to estimate mixing times. The calculated mixing time is based on the time
required to blend a tracer into the bulk such that it is 95% homogenised. The empirical cor-
relations [28–32] used have been tested over a wide range of scales under different operating
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conditions with various impellers, and the typical error in the correlation under turbulent
conditions is +/−14% [30]. For solvent mixtures, Dynochem assumes fluid properties, such
as viscosity and density, are volume-averaged based on the solvent mixture composition
used. In the transitional regime, this can lead to errors in systems such as water–ethanol
mixtures, as viscosity is seen to significantly deviate from non-linear dependence on the
solvent mixture fraction. See Appendix A for more details on Dynochem.

2.4. Mixing Time Characterisation
2.4.1. Experimental

Premixed solutions: We considered three mixing time estimation methods based
on the conductivity profiles obtained from the probes, the 95% homogenisation method,
and fitting exponential and first-order plus dead time models to the probe data. In all
methods, conductivity profiles obtained from the tracer tests were used to characterise
mixing times under varying conditions. Figure 6 demonstrates the mixing time definitions.
In the 95% homogenisation method, the end of mixing was when the conductivity value
was within +/− 5% of the final steady state value. The final steady state value was taken as
the plateau of the conductivity profile. The start of mixing was taken as the time in which
the conductivity increase was first detected by the probe. To do this, a Savitzky–Golay
filter was fitted to the conductivity data, and the first derivative with respect to time was
calculated. This was then used to quantify the rate of change of conductivity within the
system, allowing for the start of mixing to be estimated. The start of mixing was taken as
when the derivative became greater than 0.1 mS

cm /s, as this indicated a rapid increase in
conductivity. For the other two methods of mixing time estimation, two equations were
fitted to the conductivity profiles, the first of which was the exponential model:

C(t) = A.(1 − exp(−K.t)) (4)

where A is a fitted constant and represents the steady state conductivity value, and K is
the time constant. A higher value of K corresponds to faster mixing time. The exponential
function was fitted from the start of mixing. With the start of mixing being defined as
described in the 95% homogenisation method.

The conductivity probes only detect the local conductivity at the probe location,
resulting in a delay between the tracer being injected at the surface and an increase in
conductivity being realised. In order to account for this and avoid estimating the start of
mixing, a first-order plus dead time model (FOPDT) was fitted to the conductivity profiles.

C(t > td) = A.(1 − exp(−(t − td)K)) (5)

In Equation (5), A is a fitted constant, again representing the steady state conductivity.
td is the delay time, whilst K is the time constant. From both of these equations, the time for
95% homogenisation was calculated, allowing for comparison with the 95% homogenisation
method.

Mixing Solvents: We used the same approach as for premixed solvents with one
additional consideration. When solvents are mixed together, heat is released due to enthalpy
of mixing, which leads to a temperature increase of the solvent mixture. Although the
vessel was temperature controlled, temperature measurements indicated an increase during
mixing. Conductivity is a function of temperature, and thus, this was accounted for through
a temperature calibration model. Details are shown in Appendix B.



Processes 2025, 13, 1083 10 of 27

2.4.2. Computational

Premixed solvents: Mixing times obtained by M-star were characterised using two
different mixing indexes, with both being based on the tracer concentration. Firstly, the
relative standard deviation (RSD) of the tracer concentration (mol/litre) was calculated to
measure the overall degree of mixing within the vessel. In this work, we considered the
system to be fully homogenised when the RSD value dropped below 5% [2,18]. Figure 4A
shows RSD as a function of time, with the green dashed line highlighting when mixing was
determined to be complete.

Although the RSD gives an good indication of the degree of mixing in a vessel, it
does not offer a direct comparison to experimental results from this work. Experimentally,
tracer concentration was measured using a conductivity probe, resulting in only localised
conductivity profiles being readily available. In order to directly compare computational
and experimental results, a probe was added to the CFD geometry in a position to match
the experimental setup. This recorded the local tracer concentration every 0.1 s. The data
were normalised with respect to the final fully mixed concentration of vessel. Mixing time
was obtained when the variation in local concentration was within 5% of the final uniform
concentration, i.e., 95% homogenisation. An exponential model (4) was fitted to the M-star
probe data. Mixing time was then calculated for when this exponential fit would reach 0.95,
i.e., 95% mixed.

Figure 4. Mixing time determination for premixed solvents using CFD. (A) Determination through
relative standard deviation (RSD). Mixing was complete when the RSD of tracer concentration
(% RSD) fell below 5%. This is indicated by magenta dashed line. (B) Determination via tracer
concentration at probe location. Mixing time taken as the point in tracer concentration where values
were within +/− 5% of final steady state values. The +/− 5% region is highlighted by blue dashed
lines. The red line shows the FOPDT model fitted to the probe data. Magenta dashed line indicates the
end point of mixing. Note that data were normalised with reference to the final tracer concentration
after addition.

To measure the variance of mixing times associated with each RPM and solvent
mixture, four tracers were added during each simulation. The first of these was injected
once the fluid flow in the vessel reached steady state. This time was based on preliminary
simulation results. Subsequent tracers were then added at 3 s intervals. The injection
location was kept constant for all tracers.

The effect of tracer addition location on mixing time was then investigated by adding
five tracers to the vessel once steady state had been reached. This was location 3 at the fluid
surface and location 2 close to the impeller. Tracer addition locations are shown in Figure 2.

Mixing of solvents: The same approach used as described above for premixed solvents.
In place of tracer concentration, the volume fraction of ethanol was used to calculate RSD
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and the variation in the probe method. Addition of ethanol was assumed to take place over
4 s to match the experimental procedure.

3. Results and Discussion
3.1. Mixing Times in Water
3.1.1. Computational

In this section, we detail the mixing time characterisation techniques used in this work,
which were applied to pure water systems. Firstly, we discuss the M-star CFD simulations,
in which we considered two indicators of tracer homogeneity within the vessel: the relative
standard deviation (RSD) of the tracer concentration and the local concentration values at
the probe. In all analyses of the probe concentrations, we normalised the data with respect
to the fully mixed tracer concentration. Figure 4 shows a representation of these mixing
characterisation techniques applied to typical results obtained from M-star, %RSD, and
M-star probe data. A first-order plus dead time model (Equation (5)) was fitted to the
probe data, as shown by the red line in Figure 4B. The fitted FOPDT function was used to
calculate the time required for mixing to be 95% complete. Mixing times were determined
for all simulations using these three characterisation techniques, allowing for a comparison
between the different methods.

A summary of the mixing times from M-star is shown in Figure 5. For these examples,
we considered a pure water system. To investigate the variance in mixing times, tracer
addition was repeated four times for each RPM simulated, with the injection location kept
constant. The first tracer was added after a steady state had been reached, with subsequent
additions taking place at 3 s intervals. To focus on variability between trials, only one
method is shown in Figure 5A,B. Although we present this figure using % RSD, the same
variability between trials was seen regardless of the estimation method used.

Inspecting the mixing times, the expected trend was observed, with an approximately
inverse relationship between the mixing times and the impeller. Upon comparing the
mixing times for individual trials, a variance between trials was revealed. From this, it
becomes clear that the time required for homogenisation should not be considered as a
single, deterministic time but rather as a range of values. This highlights the necessity in
using multiple repeats of tracer addition to accurately capture the variability and spread of
mixing times for the given process conditions.

The variance in mixing times can be explained by considering the local velocity profiles
and flow pattern at the time and location of the tracer injection. In both the transitional
and turbulent regime, the localised flow was significantly different at the same location
in the vessel but a second apart. Thus, dispersion of the tracer within the fluid can be
influenced by both the tracer location and time of addition. These effects were investigated
by repeating the simulations performed previously, but with five different tracer addition
locations used. A sixth tracer was added, at location 3, but with a two-second time delay.
Tracer location 2 refers to the experimental location and that used for all other simulations.
The exact locations for the tracer injections are shown in Figure 2. In the simulations, the
tracer did not interact with the solvent mixture and followed the local fluid streamlines.
Figure 5C,D summarises the results of this study.

The experiments revealed a similar variability in the mixing times across different
tracer injection locations comparable to the variability observed in tracer repeat tests (see
Figure 5A). This suggests that in the system studied, the injection location does not strongly
affect the variance in mixing times. Notably, the mixing times for injections at the surface
and close to the impeller were indistinguishable, although we note that only one trial was
conducted for each location. This further demonstrates that the mixing time depends on
the vessel fluid velocity field, which was inherently unstable under the transitional flow
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regime studied here. This instability explains the variability in the mixing behaviour across
the vessel, regardless of the specific injection point.

Figure 5. Summary of mixing times calculated from M-star CFD for the pure water system.
(A,B) Mixing times as characterised by the RSD method. Variance in mixing times highlighted
by the spread of mixing times obtained at each RPM. (C,D) Effect of tracer injection location on
determined mixing times. Location numbers are shown in the CFD geometry section. Injection
location 3 refers to the same location as 2, but the injection of tracer was delayed by 3 s. Mixing times
were determined using the RSD method. (E,F) Comparison of the three mixing time characterisation
methods. The methods were used to determine mixing times for the same CFD simulations.

Three methods were used to characterise mixing, which are compared in Figure 5E,F.
Blue is the tracer RSD, green is the 95% homogenisation method, and red is the FOPDT
model fitted to the M-star probe data. Using the % RSD provides an indication of the
overall degree of tracer homogeneity within the vessel, whilst the probe only provides
localised information. It can be argued that the % RSD gives a better representation of
global mixing times, as probe measurements are influenced by position and as such do not
take into account the homogeneity throughout the vessel. For example, regions in which
mixing is poor within a vessel might suggest longer mixing times. It is not practical to
measure the % RSD of the tracer experimentally, and so probes are regularly employed.
From the simulations, we found that the average times calcuated by the % RSD method
seem to be marginally longer than those determined from the M-star probe. This suggests
that the probe may slightly underestimate the global mixing time, as reported in the work
by Oblak [2] and discussed in Section 1. Although if we consider the distribution of mixing
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times, we see that both characterisation methods showed a similar variance in determined
mixing times under the given conditions. This indicates that the distribution of calculated
mixing times are consistent across the characterisation methods used. Assuming that
a representative location is chosen for the probe, that despite only measuring localised
variables, the probes are capable of capturing the global variability of the system to a
reasonable extent.

3.1.2. Experimental

Similarly to the M-star CFD simulations, the three mixing time estimation methods
were applied to the data obtained from the tracer experiments; see Figure 6. Figure 6A
represents the typical conductivity profile of the tracer tests in premixed solvent mixtures.
The green lines indicate when the probe detected the change in local conductivity. This
was taken to be the start of mixing. One limitation of using probes is that the time between
tracer addition and probe detection is not considered. The magenta lines indicate the end
of the mixing using the 95% homogenisation method. The steady state conductivity value
was taken as the plateau value of the conductivity. Although the majority of conductivity
profiles behaved as shown in Figure 6A, there were a few where the conductivity did
not settle to a uniform value. In these cases, the end of mixing was defined as when the
oscillations were within 5% of the peak value of the increase in conductivity upon addition
of the tracer.

Figure 6. Experimental mixing time characterisation. (A) Typical conductivity profile obtained from
the tracer experiments. (B) Example of conductivity profile which did not reach a steady state plateau.
Green and magenta lines indicate the detection of tracer addition and the determined end of mixing.
(C) Example of an exponential decay function being fitted to the experimental data. (D) Example of
the first-order plus dead time model being fitted to experimental data. Both (C,D) were fitted to data
at 450 RPM.

Figure 6C,D show that the exponential and first-order plus dead time (FOPDT) models
fit to the experimental conductivity data. The exponential model was fitted to the increase
in conductivity, with the start being defined as when the derivative of the conductivity with
respect to time was greater than 0.1 mS

cm /s. This corresponds to the steady state conductivity
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value and was taken as a fitted parameter alongside the time constant. As previously
mentioned, the 95% homogenisation method did not account for the time delay between
tracer injection and detection. To account for this, a FOPDT model was fitted to the data,
with the time delay (td) used as a fitted parameter. As with the exponential model, the time
constant and the steady state conductivity value were fitted parameters as well.

The experimental mixing times were characterised using the 95% homogenisation method
using the conductivity profiles obtained from the probes. This is shown in Figure 7. As with the
CFD simulations, variance was recorded across repetitions at all RPM values. The mixing times
can be seen to clearly decrease as the RPM was raised from 150 to 350 RPM. Further increases
in the RPM did not seem to significantly effect the mixing times, and a large variance was
observed. A sodium chloride solution was used as the tracer, and the mixing times could
potentially be limited by the break-up and dispersion of the tracer solution droplet in the
vessel. A larger relative variance was observed at higher RPMs in comparison to lower
RPMs. The calculated impeller Reynolds numbers indicated that for all RPMs used here,
the vessels were in the transitional regime or the lower end of the turbulent regime, with
Re numbers ranging from 5000 to 25,000. At these Reynolds numbers, the flow structures
were highly unstable and small experimental perturbations, such as minor variations in the
addition of the tracer, could have some impact on the mixing time measurement results.
On the other hand, the computational investigation of the effect of the injection location
reported in Figure 5C seems to indicate that the corresponding variability in the estimated
mixing times is relatively small.

Figure 7. Summary of mixing times determined from the experimental results for pure water.
(A,B) Mixing times determined from the 95% homogenisation method. (C,D) Comparison of mixing
time estimation methods from the same experimental results.

The fitted exponential and FOPDT models were compared to the 95% homogenisation
method, as in Figure 7C,D. All three methods produced a similar spread of mixing times.
For both fitted equations, the final steady state conductivity was taken as a fitted parameter.
With the 95% based on this value, there would be differences in the end definition of mixing.
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In most cases, the difference between these were minimal. In the FOPDT model, the start of
mixing was taken as a fitted parameter via the time delay constant (td). This accounts for
the delay in tracer addition and probe detection. These were found to be typically in the
magnitude of 0.1–1 s. The inclusion of time delay can assist in relating the localised mixing
time to the global mixing time of the vessel. The mixing times estimated by the FOPDT
model seem to be marginally longer than those measured by the 95% homogenisation
method. However, the overall distribution of mixing times was similar for all the three
methods used and comparable to the results from the CFD simulations.

3.1.3. Comparison of Computational and Experimental Mixing Times

Figure 8 shows a comparison of the mixing times for the 1 L vessel as determined
by the M-star CFD simulations, experimental tracer tests, and Dynochem calculations.
Dynochem uses empirical equations based on the vessel geometry and fluid properties
and, as a consequence, gives a single value for a given set of conditions and variability that
therefore cannot be represented. Despite this, Dynochem gave a reasonable estimation of
the mixing time in comparison with those determined experimentally and predicted by
CFD simulations. Both the experimental and CFD results showed a significant variability
in mixing times; however, two differences can be seen: larger variances and longer mixing
times were seen in the experimental compared to the simulation results. A factor that may
influence variability across experiments is the reproducibility of the tracer addition. In
the CFD simulations, the tracer was added identically each time. One effect not captured
by the CFD is the physical injection of the tracer, i.e., the tracer hitting the surface of the
liquid, and the initial dispersion and breaking up of the tracer solution (sodium chloride in
water). In the CFD simulation, the tracer was added just beneath the surface of the fluid,
i.e., there were no surface tension effects. The tracer addition was perfectly reproduced
across every simulated run, and consequently, there was no variability in the addition
presented. In the simulations, the tracer used assumes no interaction between tracer
and fluid, and its dispersion is only dependent on local fluid streamlines. We also note
that values of tracer concentration measured by the simulated probe may not always
accurately represent the experimental conductivity probe. For example, the interaction
between sodium chloride and a physical probe is likely to differ from a simulated probe
that measures the exact concentration at a point in the CFD system. These factors can result
in the underestimation of the mixing times seen in our simulation results. Nonetheless,
the simulated probe provides a reasonable approximation of the mixing times the under
conditions investigated here.

To further investigate the tracer behaviour, we compared the local tracer concentration
from the CFD simulations and the experimental conductivity as determined by their
respective probes. We normalised these values to provide a better comparison between the
two variables, and we define the time scales in terms of the number of impeller rotations. In
Figure 9, the experimental and CFD data are depicted in red and blue shades respectively,
with trial referring to the tracer addition repetition. The conductivity profiles from the
experimental tracer tests were found to follow a distinct pattern. Initially, the conductivity
gradually increased before a further sharper rise was observed. This was followed by one
or more kinks in the conductivity profile until the final plateau was reached. This can be
qualitatively related to the physical mixing process, as the tracer is injected at the liquid
surface and starts to disperse into the vessel, corresponding to the initially slow increase
in conductivity. The tracer was then drawn towards the impeller, the rate of dispersion
increases, and a sharp rise in conductivity is seen. As the tracer moves to the liquid surface,
dispersion rate reduces. Subsequently, the tracer will be drawn back into the impeller
and the process continues until the homogenisation of tracer within the vessel is achieved.
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Some of the normalised concentration values exceeded unity, which is expected, since a
small amount of highly concentrated tracer fluid is injected into the vessel, and regions of
fluid with a higher tracer concentration may pass by the probe during the mixing process
before homogenisation is completed.

Figure 8. Comparison of mixing times estimated from experimental and simulated data across
a range of RPM values. (A,B) Mixing times estimated from experimental results. (C,D) Mixing
times estimated from CFD simulations. The black dashed line depicts mixing times predicted
by Dynochem.

Figure 9. Conductivity and tracer profiles (both normalised) plotted against number of impeller
rotations. Red shades indicate experimental results, and blue shades show M-star probe data. (A) is
for 150 RPM and (B) is for 750 RPM. The black dashed line indicates the number of rotations estimated
by Dynochem. Note that Dynochem esimated an approximate constant number of rotations regardless
of RPM

The M-star probe shows that the tracer in the simulations behaves in a different
manner than the tracer behaviour observed experimentally. Figure 9 gives a representative
example of data at low RPMs (A) and high RPMs (B). At low RPMs, the tracer concentration
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increased in a exponential manner, with slight overshoots before reaching a steady state
value. For higher RPMs, the data increased in an oscillatory way and then settled down
to the steady state concentration. The contrast between the probe measurements and
simulated tracer behaviour may offer a possible explanation for the differences in measured
mixing times and the associated variances.

Following the comparison of the simulated and experimental probe tracer measure-
ments, we present the estimated mixing times in terms of the number of impeller rotations
in Figure 10. We can see that approximately the same number of impeller rotation was
required for 95% homogenisation for each RPM. As expected from the mixing correlations
from Dynochem, the mixing time was found to be inversely proportional to the rotational
rate. For the CFD simulations (Figure 10C,D), we see a similar result, with the range
of rotations being approximately 20–40 across all RPMs. This indicates that there is a
small range of impeller rotations required to disperse the tracer throughout the vessel and
achieve homogenisation of the tracer. Experimentally, the variance in impeller rotations
was observed to widen with increasing RPM. Table 3 summarises the range of impeller
rotations required to achieve reactor homogeneity within the vessel.

Figure 10. Mixing times represented as the number of impeller rotations expressed as N.mt. Mixing
times (mt) are shown as a function of impeller Reynolds number (A,B) Mixing times estimated from
experimental results. (C,D) Mixing times estimated through CFD simulations. The black dashed lines
depict mixing times predicted by Dynochem.
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Table 3. Mean mixing times expressed as number of impeller rotations for experimental and M-star
CFD methods, along with Dynochem predictions. The brackets indicate the standard deviations for
the corresponding number of rotations. Exp fit and FOPDT refer to exponential and first-order plus
dead time model, respectively. Note that Dynochem gives single value for mixing time, and therefore,
no standard deviation is given.

RPM Experimental Mstar CFD Dynochem

RPM 95% Method Exp Fit FOPDT RSD Probe FOPDT Dynochem

150 38.9 (2.7) 33.1 (9.0) 30.2 (7.53) 35.8 (2.9) 31.4 (3.1) 38.4 (2.9) 40.5
200 51.4 (1.7) 49.5 (7.2) 49.0 (6.8) – (–) – (–) – (–) 41.0
250 48.5 (14.6) 51.0 (15.0) 48.6 (13.9) 29.2 (6.6) 27.3 (5.2) 34.3 (9.0) 41.5
300 51.1 (15.3) 47.0 (15.0) 46.3 (14.0) – (–) – (–) – (–) 42.0
350 45.0 (13.5) 52.8 (9.6) 47.3 (13.3) 39.2 (4.8) 36.0 (4.8) 36.6 (6.3) 42.4
400 46.3 (12.0) 51.0 (14.6) 50.6 (27.4) – (–) – (–) – (–) 42.7
450 39.6 (10.6) 40.9 (16.2) 38.9 (14.0) 39.0 (4.1) 34.9 (4.6) 37.3 (7.5) 43.0
500 45.8 (18.4) 45.5 (18.0) 50.0 (27.4) – (–) – (–) – (–) 43.3
550 50.0 (16.6) 50.9 (32.0) 49.3 (29.9) 33.0 (7.0) 28.9 (6.9) 35.1 (7.3) 43.5
600 57.3 (16.5) 65.0 (30.4) 61.4 (27.6) – (–) – (–) – (–) 43.8
650 66.3 (13.9) 79.2 (35.9) 71.4 (21.0) 33.9 (5.0) 29.3 (5.8) 30.1 (5.4) 44
700 58.9 (26.6) 75.5 (26.7) 70.8 (31.2) – (–) – (–) – (–) 44.3
750 67.5 (33.8) 84.5 (34.4) 81.0 (28.8) 34.3 (7.3) 29.7 (5.8) 30.3 (4.8) 45.0

3.2. Premixed Water/Ethanol Solvent Mixtures

In the previous section, the mixing times for the pure water system were investigated
in detail using a combined CFD and experimental approach. Multiple characterisation
and estimation techniques were compared and discussed. Here, a comparison was made
between premixed water/ethanol solvent mixtures of varying compositions. By premixed,
we refer to the solutions being fully mixed prior to tracer addition. Regarding the char-
acterisation method, the mixing times estimated from the experimental and CFD probe
measurements were compared with those estimated from Dynochem in Figure 11. Firstly,
the mixing times calculated by Dynochem (black dashed line) are shown in Figure 11. They
reveal that a small increase in the mixing time occurred with increasing ethanol concen-
tration at low RPMs due to increased solution viscosity. At higher RPMs, the Reynolds
number became greater, and role of viscosity was diminished. Consequently, there was
little effect on the calculated mixing times generated by Dynochem.

The experimental results are depicted by the red triangles in Figure 11. Across all
solvent compositions, we see a relevantly large variance between the measured mixing
times. The mixing times were longest for the pure water system, whilst they were shortest
for the 40/60 water/ethanol % v/v mixtures. The calculated Reynolds numbers were found
to be highest for pure water and lower for water/ethanol mixtures for the same RPM.
This corresponds to increased viscosity in the water/ethanol mixtures. We thus see the
unexpected trend of increased mixing times with higher Reynolds numbers. One possible
explanation for this that the density of the solvent mixture decreased as ethanol volume
fraction increased. With the tracer composition being constant, the density difference be-
tween the tracer and solvent increases with increasing ethanol content. A higher difference
may lead to the tracer being pulled towards the impeller and broken up quicker, reducing
the mixing time. Tracer/solvent interactions could also play a role in the mixing times.

The CFD simulations (blue triangles) showed no clear trends between the mixing
time and solvent composition. Variations in the mixing times were seen for all solvent
compositions, and a similar trend to those discussed in the previous sections was found. In
comparison to the experimental results, where tracer/solvent density differences were the
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suggested possible explanation, this would not be taken into account in the simulations in
which the tracer is a passive participant in the mixing process.

Figure 11. Summary of mixing times for four different solvent compositions. (A) Pure water,
(B) 80/20% v/v water/ethanol, (C) 60/40% v/v water/ethanol, (D) 40/60% v/v water/ethanol.
Blue and red triangles depict mixing times from M-star probe and experimental probe, respectively.
Both used the 95% homogenisation characterisation method. The black lines indicate mixing times
calculated by Dynochem.

3.3. Solvent Mixing

To investigate the injection of the antisolvent into a solution as occurs in antisolvent
crystallisation processes, the mixing times were estimated for the addition of ethanol to
water. The results are summarised in Figure 12. Firstly, the mixing times are discussed in
units of seconds, as shown in Figure 12A,B. Experimentally, the ethanol was added rapidly
through a vessel inlet port, and it was estimated that this process took about 4 s. In the times
predicted by the CFD simulations, a plateau was reached at around 4 s, suggesting that the
ethanol addition was the rate-limiting step. Experimentally, mixing times shorter than 4 s
were observed, indicating that the assumed time for ethanol may have been shorter than
4 s. This makes the comparison between the computational and experimental results more
qualitative than quantitative. As with premixed solutions, the simulated probe tended to
underestimate the global mixing, as described by the RSD. Note that instead of the tracer
concentration, the ethanol volume fraction was used to estimate the mixing time for the
CFD simulations.

During the experimental tracer tests, the salt tracer location was varied. Three repeats
per RPM were performed in which the tracer was initially located in ethanol, and one
experiment per RPM was performed in which the salt tracer was located in water prior to
ethanol addition. At RPMs above 350 RPM, we found the mixing times to fall approximately
within the 2–10 s band, with the variance similar across the RPMs. With 200 mL of ethanol
being added as opposed to 10 mL of tracer, there is a greater potential for variability in
the tracer injection process, e.g., injection time, location, and ethanol stream diameter. The
minimum mixing time would be limited by the time taken for ethanol to be added, so
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it can be expected that above a certain RPM there would be no further decrease in the
mixing time, as can be seen in Figure 10. However, the mixing times were found not to be
dependent on the initial tracer location.

Figure 12. (A,B) Comparison of experimental and CFD estimated mixing times for the addition of
ethanol/tracer mixtures to water. Blue and red symbols depict experimental and simulated results,
respectively. (C,D) Mixing times corresponding to (A,B) shown in number of rotations, expressed as
N.mt. Mixing times are shown as a function of impeller Reynolds number

Figure 12C,D show mixing times in reference to the number of rotations. Experimen-
tally, the rotations needed was in the range 25–60, which is comparable to the premixed
solvent systems discussed above. In the CFD simulations where the mixing time was
limited by the ethanol addition, it is seen that 3̃0 rotations were required for mixing to
achieved. This increased because the minimum time was limited by the ethanol addition
rate; thus, more rotations occur at higher RPMs.

The conductivity profiles recorded by the conductivity probe are shown in Figure 13.
The data shown are representative of typical data acquired for (A) high RPMs and (B)
low RPMs. For high RPMs, the conductivity profile followed a similar pattern to the
premixed systems, with kinks observed in the profile. Again, this can be attributed to the
ethanol/tracer mixture initially dispersing at the fluid surface. As it is drawn towards
the impeller, it is dispersed into the water rapidly, and a sharp conductivity increase is
observed. At low RPMs, the initial conductivity profiles look similar to those at higher
values. However, a plateau was not reached, and it was not possible to accurately determine
the end of mixing due to conductivity oscillations. At very long time scales, the observed
oscillations reduced; however, a steady state value was not achieved within the recorded
time frame. From the mixing times characterised in the premixed systems, we can infer
that the approximate times for lower RPMs would be lower than 30 s, and one would not
expect the long mixing times indicated by the probe data.

This study highlights the fundamental variability of flow fields in the transitional
regime, demonstrating that variations in mixing times are inherently part of the mixing
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process rather than being just due to methodological limitations. The significant run-to-
run variability observed across both the experimental and simulation approaches reflects
the stochastic nature of transitional flow, where fluid structures fluctuate unpredictably
between more laminar-like and turbulent-like states.

Figure 13. Conductivity vs. number of impeller rotations for the addition of ethanol to water.
(A) shows high RPMs, whilst (B) shows low RPMs.

3.4. Limitations and Future Works

Some limitations should be taken into account when considering the results of this
study. On the computational side, tracers for water and premixed water–ethanol solutions
were modelled as ideal volumes being dispersed by following local fluid streamlines, while
the addition of ethanol to water was modelled as a dispersion of ethanol in water, where
the salt tracer was assumed to disperse alongside the ethanol. The modelled tracers for
water and premixed water–ethanol solutions were added just beneath the fluid surface,
eliminating possible droplet breakage and surface tension effects present in experiments,
where the tracer solution was injected from above at the solution surface. Furthermore,
probe implementation in CFD simulations may not fully represent the responses of the
conductivity probe to the local salt tracer concentration. These simplifications may have
contributed to underestimation of the mixing times and their variability compared to
experimental measurements.

On the experimental side, the reliance on a single conductivity probe in the experi-
mental setup provided only local concentration measurements that may not fully represent
the global mixing state within the vessel. While single-probe-based methods are commonly
used for practical reasons, they inherently sacrifice spatial resolution and can underestimate
the actual mixing times if placed in regions that mix more rapidly than others. Interestingly,
the CFD simulations showed that the RSD-based mixing times (representing global mixing)
were slightly longer than the probe-based measurements, though the uncertainty ranges
overlapped substantially, suggesting that suitably positioned single-point measurements
can provide reasonable approximations of global mixing times.

While some degree of variability in mixing time is inherent due to the stochastic
nature of flow fields in the transitional regime, future work could focus on reducing po-
tential methodological uncertainties. The tracer addition process could be automated to
ensure consistent delivery in terms of injection location, volume, speed. and direction.
Multiple conductivity probe positions throughout the vessel could be explored to pro-
vide a more representative picture of global mixing patterns compared to the single-point
measurements employed in this study. CFD model refinements could include incorporat-
ing more realistic tracer–fluid interactions and surface tension effects to better represent
experimental conditions.
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From a scale-up perspective, the approach presented here shows good potential for
scale up using established chemical engineering principles. For example, expressing mixing
times in terms of impeller rotations and Reynolds numbers provides a basis for scaling
equations that could be applied across different vessel sizes. The combined experimental
and CFD approach demonstrates that while reasonable predictions of mean mixing times
can be made by various methods, the inherent variability in mixing times can be expected
to persist at larger scales and should be accounted for in process design. Future work
should include validation at different scales to confirm the applicability of these findings in
other systems.

4. Conclusions
The mixing times were estimated for a miscible liquid systems in a one-litre agitated

vessel utilising a combined experimental and CFD approach. Experimentally, tracer tests
were performed using sodium chloride tracer and measuring conductivity profiles using
a conductivity probe. Three characterisation methods were applied to the measured
conductivity profiles, namely, the 95% homogenisation method, fitting exponential, and
first-order plus dead time models. This was then simulated using CFD, with the mixing
times also estimated using the % relative standard deviation of the tracer within the vessel.
An M-star probe was simulated to represent the physical measurement, with the 95%
homogenisation method being applied to the tracer concentration profiles obtained. Lastly,
Dynochem was used to estimate the mixing times using empirical correlations. Across
all mixing characterisation methods, the estimated times were found to be within 1–20 s,
with higher impeller RPMs corresponding to shorter mixing times. The mixing time were
found to be approximately inversely proportional to the impeller RPM, as expected from
empirical correlations.

Multiple tracer additions allowed for the variability in the mixing times to be quanti-
fied. Both the experimental and CFD methods showed a wide variance in mixing times. A
larger variance in the mixing times was observed experimentally in comparison to those
predicted by CFD. This could be due to more variance being involved in the physical
addition of the experimental tracer or the CFD not fully capturing other physical effects.
Nevertheless, all characterisation methods point to variability being inherent to mixing
processes. One implication of this is that although empirical correlations such as those used
in the Dynochem empirical correlations can give a reasonable estimation of the mixing
times, they do not capture their inherent variability.

By noting that mixing times are inversely proportional to impeller speed, we can
express the mixing time in terms of the number of impeller rotations required for solution
homogenisation. For M-star CFD, it was found that a narrow range of impeller rotations
(2̃5–40) was required for blending, with this being independent of the RPM. Experimen-
tally, a larger range of impeller rotation was needed (25–100). In comparison, Dynochem
predicted 4̃0 impeller rotations for homogenisation, independent of the RPM.

The effect of solvent composition on the mixing time was investigated by repeating
simulated and experimental tracer tests for various water/ethanol mixtures. The simulated
mixing times did not show a significant difference between solvent compositions, whilst
experimentally, the mixing times were found to decrease with increased ethanol content
in the solvent mixture. Lastly, the mixing times for antisolvent addition were estimated
by injecting 200 mL of ethanol into 800 mL of water. Experimentally, the mixing time
was determined to plateau at RPMs above 350 RPM, with the measured variance being
consistent. The mixing times appeared to be limited by the ethanol addition rate; thus,
further increasing the RPM would have little effect on the resulting mixing times.
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This study demonstrated and quantified the inherent variability of mixing times in
the transitional flow regime in a mixed solvent system relevant for antisolvent crystallisa-
tion. Despite some limitations in both the experimental and computational approaches,
including simplified tracer behaviour in the CFD simulations and localised probe mea-
surements, the findings provide valuable insight into water–ethanol mixing within the
transitional flow regime at the one-litre scale. Future research could focus on the validation
of these findings at other scales and enhancement of CFD model fidelity through incorpo-
ration of realistic tracer–fluid interactions and surface tension effects to better represent
experimental conditions.
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Appendix A. Dynochem
A mixing and heat transfer toolbox and a spreadsheet-based software from Dynochem

were used to estimate the mixing time. The calculated mixing time is based on the time
required to blend a tracer into the bulk such that the additive is 95% homogenised. The
mixing time correlations for the turbulent (Equation (A1)) and transitional (Equation (A2))
regime are given as such [28–32]:

θ = 5.4(H/T))1.4
(

V/
(

T2H
))−1/3

ϵ−1/3(T/D)1/3T2/3 (A1)

θ = 38025
(

V/
(

T2H
))−2/3

ϵ−2/3µ/ρL(T/D)2/3T−2/3 (A2)

where θ is the mixing time (s), ϵ is the power per unit volume (kW/m3), T is the tank
diameter (m), D is the impeller diameter (m), µ is the liquid viscosity (Pa s), H is the
liquid height (m), V is the liquid volume (m3), and ρ is the liquid density (kg/m3). N
represents the impeller rotational speed (1/s). The power input P (W) is calculated using
Equation (A3), with a power number (Po) dependent on the impeller choice. From this,
the power per unit volume (ϵ) is calculated, i.e., ϵ = P/V. In the turbulent regime, it is
seen that the mixing time (θ) is inversely proportional to N, the impeller speed. In the
transitional regime, (θ) is inversely proportional N2.

P = PoρN3D5 (A3)

DynoChem assumes that the tracer has similar physical properties (i.e., density and
viscosity) to the bulk. The correlations are valid for both turbulent and transitional phases,
but not for the laminar phase. Note that Re is the impeller Reynolds number given by
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Equation (A4), where ρ is the density (kg/m3), N is the impeller rotation speed (s−1) , D is
the impeller diameter (m), and µ is the dynamic viscosity of the liquid phase.

Re =
ρND2

µ
(A4)

The correlations used have been tested over a wide range of scales at different operat-
ing conditions with different impellers, and the typical error in the turbulent correlation
is +/− 14% [30]. For solvent mixtures, Dynochem assumes fluid properties are a volume
average of the solvents used—in this case, water and ethanol. Figure 3 (main article)
shows the viscosity and density used. Table A1 shows the parameters used within the
Dynochem toolbox.

Table A1. Table of parameters used in Dynochem calculations. The range corresponds to the various
water/ethanol compositions.

Parameter Nomenclature Value

Tank diameter T 101 mm
Impeller diameter D 45 mm
Dynamic Viscosity µ 1.14–1 mPas

Impeller speed N 150–750 RPM
Liquid density ρ 914–1000 kg/m3

Liquid height H 0.135 m
Liquid Volume V 1 L
Power number Po 1

Appendix B. Temperature Calibration for Conductivity Probe
During the mixing of 200 mL of ethanol with water, enthalpy due to mixing is released,

resulting in a temperature increase of the system. Although the reactor had temperature
control, a temperature increase was noticed. Conductivity is a function of temperature, and
it is therefore dependent on the temperature of the vessel. To account for this, a calibration
model was fitted. Conductivity was measured at five temperatures; 15, 20, 25, 30, and 35 ◦C.
Figure A1 shows the obtained conductivity profile.

Figure A1. Conductivity profile obtained during temperature calibration of the conductivity probe.
Left and right y axes show temperature and conductivity, respectively.
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After each temperature increase, a conductivity increase followed before it reached
the new equilibrium value. Oscillation were found to occur, which increased with the
temperature of the water. An average value was taken as an estimation of the conduc-
tivity. A straight line function was found to describe the system well and was selected
for the calibration model. The conductivity was then corrected before the mixing times
were calculated.

Appendix C. Mixing Time Characterisation—Typical Data
The mixing times were calculated using the definition given in the Methods section.

Figure A2 shows typical data acquired. (A) depicts the conductivity profile. The green
dashed line indicates the start of mixing, which is defined as when the derivative of
conductivity increases above 0.1. The corresponding derivatives are shown below in (B).
The end of mixing is is when the conductivity value is within 5% of the final steady state
value. This is depicted by the purple dashed line. Temperature correction was done using
the temperature calibration model developed in the previous section.

Figure A2. Mixing determination for experimental data. (A) The criteria for ’fully’ mixed is the
same as for premixed solvents, i.e., when the step increase is within +/−5% of the final value
(conductivity). The green and magenta line indicate the start and end of mixing, respectively.
(B) Mixing profile plotted on conductivity vs number of impeller rotations. (C) First derivative of
conductivity profile with respect to time. This was calculated from Savitzky–Golay filter fitted to data
from (A). (D) Temperature calibration curve was calculated using experimental data. This accounts
for temperature differences during mixing.
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Appendix D. Premixed Solvent Comparison—Averaged Mixing Times
The average mixing times are shown for different water/ethanol mixtures. We see

that the experiential mixing time decreased with increasing ethanol fraction, whilst the
simulated results were found to be largely independent of the solvent composition.

Figure A3. Average mixing time values compared for different solvent compositions. Ratios in
legend are given on a percent volume basis. (A) Experimental results. (B) M-star CFD. In both,
magenta line represents Dynochem calculations calculated for pure water.
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