
Hydrodynamic analysis of marine floating photovoltaics under the 

influence of seabed topography and coastlines* 

Huajun Lia, Qiujue Jianga, Deqing Zhanga, Junfeng Dua, Zhi-Ming Yuanb, Anteng Changa,*

aCollege of Engineering, Ocean University of China, Qingdao, 266100, PR China 

bDepartment of Naval Architecture, Ocean & Marine Engineering, University of Strathclyde, Glasgow, G4 0LZ, UK 

Abstract 

 Marine floating photovoltaics (MFPV) systems emerge as a promising frontier in the development of offshore clean energy, with 

their primary applications being in nearshore shallow waters. In these areas, the shallow depths, intricate seabed topographies and 

rugged shorelines profoundly affect wave propagation and transformation processes, leading to highly inhomogeneous wave 

conditions and thereby rendering traditional hydrodynamic theories based on assumptions of open seas inadequate. This study employs 

a hybrid Boussinesq-Panel Method (HBPM) to incorporate the effects of topography on wave dynamics into hydrodynamic 

calculations, striking a balance between computational accuracy and efficiency. A series of validation cases demonstrate the accuracy 

and necessity of the HBPM in shallow water environments. Computational results from typical bay scenarios reveal that variations in 

water depth and coastline reflections create multidirectional, non-uniform wave fields, which lead to complex force and motion 

characteristics of the structure. To ensure structural integrity, it is recommended to select installation sites located away from the 

breakwater entrance and close to the breakwater itself. 
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1. Introduction

In 2022, non-clean energy sources constituted a substantial 80% of the global energy supply. The combustion of non-

clean energy sources, such as coal, oil, and natural gas, produces various hazardous substances and significant carbon 

dioxide emissions that impact the ecosystem and contribute to the greenhouse effect. Solar energy, a clean energy source, 

is projected to grow rapidly over the next two decades and is expected to comprise 10% of the global energy supply by 

2050 [1]. The primary method of harnessing solar energy is photovoltaic (PV) technology, which directly converts solar 

radiation into electrical energy via PV modules, most of which are silicon-based. Although conventional ground-mounted 

PV (GMPV) solar farms have been developed for a long time with mature technologies, land resources are scarce in 
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high-energy consumption areas, such as populated cities, where high-rise buildings provide excessive shading, making 

large-scale GMPV solar farms unsuitable [2]. 

To advance clean energy development while ensuring the proper utilization of land resources, the concept of floating 

photovoltaics (FPV) has been introduced. FPVs are installed in inland lakes, reservoirs, and oceans, and typically consist 

of floating structures, connection systems, moorings and anchorages, inverters, underwater or overwater cables, and solar 

panels with their support structures [3]. Specifically, FPVs deployed in the ocean are referred to as marine floating 

photovoltaics (MFPV). Compared to GMPV, MFPV offers several advantages, including the conservation of land 

resources [4-8]; enhanced power generation efficiency due to the natural cooling effect of water bodies [9-12]; reduced 

impact from dust [5], [13,14] and shading [15,16]; and lower electricity transportation costs due to proximity to coastal 

energy-consuming areas [17]. 

Different forms of MFPV systems have been proposed by numerous researchers. Jiang et al. [3] designed a soft-

connected MFPV system, and it is verified by experiments and numerical calculations that it can survive extreme harsh 

environmental conditions with wave heights exceeding 10 m. A lightweight with high stiffness floating platform is 

designed to support an MFPV by Jin et al. [18], the corresponding analytical solution to the hydrodynamic-structural-

materials problem for this structure is presented by using the eigenfunction expansion method under the assumption of 

zero draft. Y. Shi et al. [19] used a frequency-domain approach to analyze the hydroelastic response of the floating 

photovoltaic structure under wave action. Li et al. [20] analyze the hydroelasticity of a modular floating structure (MFS) 

with multidirectional hinge connections designed for FPV systems by coupling the ABAQUS and WAMIT, and the 

analysis results show that the response of the structure becomes more pronounced as the structural stiffness increases. 

Song et al. [21] perform a braced frame response analysis of a multibody MFPV using AQWA and OrcaFlex, and 

investigate the effects of the axial stiffness of the tensioned mooring, and the arrangement angle of the MFPV system on 

the response of the braced frame under irregular waves. Claus et al. [22] proposed a design process for pontoon-type 

MFPV, in which both wind and wave loads are considered, and the motion response of rigid and hinged MFPV systems 

under different wind and wave conditions are systematically investigated. Zhang et al. [8] present the design, full-scale 

experiments, numerical validation model, and evaluation of the operational performance and power generation of the 

MFPV farm installed off the coast of Woodlands, Singapore. Choi et al. [23] use the computational fluid dynamics (CFD) 

method to calculate wind loads and the boundary element method (BEM) to calculate hydrodynamic coefficients, and 

validate the results through physical experiments. The results of the two calculations are used as boundary conditions for 

finite element method (FEM) analysis to assess the structural safety of the MFPV system under extreme environmental 

conditions. Bassam et al. [24] design a MFPV structure that is partially underwater, utilizing the underside of the tilted 

PV panels in direct contact with the water body to improve cooling performance. 
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However, current hydrodynamic analyses of MFPVs predominantly rely on linear potential theory, assuming these 

systems are deployed in unobstructed sea areas with horizontal seabed. This approach represents an adaptation and 

extension of conventional hydrodynamic analysis methods employed for marine engineering structures. MFPV systems 

are frequently designed as modular arrays consisting of lightweight individual modules [25,26], characterized by their 

shallow drafts, susceptibility to severe wind and wave conditions, and substantial requirements for operational and 

maintenance efforts. Currently, MFPV applications are primarily concentrated in nearshore shallow water areas (e.g., the 

two nearshore MFPV projects shown in Fig. 1). The shallow depths, intricate seabed contours, and twisting coastlines 

profoundly influence wave dynamics, resulting in changes in wave properties and significant shifts in the primary 

propagation direction due to phenomena such as refraction, reflection, and breaking. Consequently, the composition of 

wave fields in nearshore zones markedly differs from that in offshore environments. Traditional methods fall short in 

capturing the spatial and temporal evolution of waves, leading to inaccuracies in determining hydrodynamic coefficients 

during the initial design phase. 

 

  

(a) (b) 

Fig. 1. (a) SolarSea project by Swimsol near Maldives islands [27], (b) MFPV system by Sunseap near Woodlands Coast [28]. 

Modern hydrodynamic analysis models can incorporate topographic influences, making them suitable for evaluating 

hydrodynamics under varying water depths and coastline effects. These models include linear potential theory (second-

body theory based on the free-surface Green function [29,30], Rankine source method [31,32]), fully nonlinear potential 

flow (FNPF) theory [33-35], and computational fluid dynamics methods (CFD) [36-39]. Despite their capabilities, these 

methodologies face challenges related to computational accuracy and efficiency. Concerning computational inaccuracies, 

linear potential theory can yield erroneous results if the dimensions and shapes of the second body are misrepresented. 

Moreover, while the linear Rankine source method can accommodate topographic variations through boundary condition 

adjustments, it fails to accurately capture significant nonlinear wave deformations and wave-wave interactions. 

Concerning computational efficiency, both FNPF and CFD methods experience a substantial decrease in efficiency as the 

simulation domain expands, complicating the modeling of extensive maritime areas spanning hundreds to thousands of 
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meters. Additionally, for fully nonlinear time-domain simulation models, stability and numerical performance are critical 

factors that significantly constrain their applicability. 

In port and coastal engineering, several shallow water wave models are commonly employed to efficiently capture the 

propagation dynamics of nearshore wave fields. These models include non-hydrostatic models, the Boussinesq equations, 

the mild-slope equation, and spectral wave models. Among these models, the Boussinesq equations are notable for their 

dimensional reduction and phase-resolving characteristics, which enable relatively rapid and accurate simulation of 

medium- and small-scale wave fields under complex topographic conditions. Over decades of development, various 

Boussinesq models with varying levels of accuracy have been established. Consequently, researchers have increasingly 

sought to integrate the Boussinesq equations with hydrodynamic analysis methods. Bingham [40] employed the 

Boussinesq equation, framed in terms of depth-averaged velocity, to compute wave excitation forces on a moored vessel 

within a harbor basin. Zheng et al. [41] coupled FUNWAVE-TVD with MIKE21-FRC and MIKE21-MA to explore the 

hydrodynamic impacts on a moored ship induced by seismic-induced oscillations in the harbor basin. Nevertheless, these 

efforts predominantly rely on free-surface Green functions as the fundamental solution for BEM calculations. These 

approaches are primarily applicable to open water or scenarios adjacent to vertical quays, rendering it ineffective for 

addressing the challenges posed by varying bottom terrain near floating structures. Some researchers have combined the 

Boussinesq equations with the BEM employing the Rankine source Green function. These studies primarily address the 

dynamic response of Very Large Floating Structures (VLFS) in near-island environments [42,43] . However, research on 

the hydrodynamic loads and motion responses of marine floating photovoltaics systems in variable-depth nearshore 

environments influenced by coastal reflections remains relatively limited. 

To effectively integrate the impacts of topography and coastline into hydrodynamic analyses while optimizing 

computational accuracy and efficiency, this paper employs a hybrid numerical method, which combines the Boussinesq 

equation model with the Rankine-source-based panel model, to a novel MFPV structure. The inclusion of the Rankine 

source function, in contrast to the free-surface Green function, allows the hybrid Boussinesq-Panel Method (HBPM) to 

address the limitations associated with open water and flat seabeds, thereby facilitating more precise hydrodynamic 

calculations under complex topographic conditions. 

The remainder of this paper is organized as follows: Chapter 2 details the MFPV structures under investigation and the 

implementation principles of the HBPM. Chapter 3 is dedicated to the validation of the numerical model. Chapter 4 

examines the hydrodynamic characteristics of MFPV in a representative coastal region. Finally, Chapter 5 provides a 

summary and concludes the paper. 

2. Detailed HBPM Description 
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This chapter begins by presenting a novel MFPV structure and the principles of the HBPM. The author's research team 

has independently designed a frame-based MFPV [25], as depicted in Fig. 2a. This design features a triangular steel 

frame supporting PV modules on the upper side, with 15 vertical high-density polyethylene (HDPE) pontoons on the 

lower side, which represent a typical material for MFPV pontoons [3]. The pontoons have a diameter of 2.2 m and a 

height of 1.6 m, with the centers of three pontoons forming an equilateral triangle with a side length of 10 m, ultimately 

creating a larger equilateral triangle with a side length of 40 m. Specific parameters are detailed in Table 1. Fig. 2b 

illustrates the proposed installation site, which is located in a shallow-water region surrounded by islands in the East 

China Sea. The shoaling effect of waves, wave-wave interactions, and coastline reflections render the linear potential 

theory, based on open water assumptions, inadequate. Furthermore, to mitigate wave impact and safeguard the MFPV, 

floating breakwaters will be installed at the bay entrance. 

 

(a) (b) 

Fig. 2. (a) Frame-Based MFPV model, (b) Projected installation site. 

To address this issue, this paper proposes a hybrid Boussinesq-panel method, as illustrated in Fig. 3. O-XYZ is the 

global coordinate system, with the origin O fixed at the still water surface and the Z-axis oriented vertically upwards. The 

computational domain is strategically divided into two zones: the outer region, where wave field evolution is modeled 

using Boussinesq equations, and the inner region, where the hydrodynamic behaviors of the MFPV are analyzed through 

the panel model based on Rankine source method. Velocity and pressure field data, generated by the Boussinesq 

equations in the outer region, are conveyed to the inner region at the designated virtual interface, serving as boundary 

conditions for the inner domain after the time-to-frequency domain conversion. Therefore, the hybrid hydrodynamic 

analysis method established based on the above principles can account for the effects of complex shallow water 

environment on wave propagation and deformation. This enables efficient and accurate calculation of wave loads in 

typical shallow water topographies. Regarding the remainder of this chapter, Section 2.1 and Section 2.2 will discuss the 
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fundamental theories of the numerical models involved in HBPM, while Section 2.3 will detail the specific 

implementation process of HBPM. 

 

Fig. 3. Schematic diagram of HBPM. 

Table 1 Detailed Parameters of MFPV 

Parameters Unit Value 

Number of pontoons  15 

Length m 45.20 

Width m 44.50 

Total weight t 63.96 

Draft m 1.10 

Displacement V m3 62.40 

Radius of gyration RX m 10.83 

Radius of gyration RY m 10.83 

Radius of gyration RZ m 15.29 

2.1. Panel Model: Inner Region 

Fig. 4 illustrates the triangular MFPV and the corresponding right-handed coordinate system. o-xyz is the body-fixed 

coordinate system of MFPV, and the origin o is located on the calm water surface and situated at the centroid of the 

triangle formed by the center points of the outer pontoons. The translational motions of the MFPV in the x, y, and z 

Outer Region: Inner Region: 
Boussinesq Equation Model Panel Model based on Rankine Source Method 

Wave Incident /&·;·,. • \ 
(_ j 

0 X MFPV / 

z 
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directions are defined as surge, sway, and heave, while the rotational motions around the three coordinate axes are 

defined as roll, pitch and yaw, respectively. 

Assuming that the MFPV is positioned in an inviscid, incompressible fluid, the irrotational fluid motion can be 

described by a velocity potential that satisfies Laplace's equations. The velocity potential can be denoted by applying the 

principle of superposition as 

6
i i

1
Re[ e ] Re et t

S j j
j

ω ωΦ φ φ ξ φ− −

=

  
= = +  

   
  (1) 

where � is the total potential; ���ċ� denotes the real part of the variable; �	  is the complex scattering potential, consisting 

of the incident wave field and the perturbation by the fixed body; �
 ⒧� = ���… ��⒭ is the complex radiation potential 

induced by the unit velocity in the j-direction; �
  is the complex amplitude of motion in the j-direction; � is the angular 

frequency of incident wave. 

 

Fig. 4. Triangular MFPV and coordinate systems. 

Note that, since radiation and scattering potentials can be solved independently and satisfy different control surface 

boundary conditions, two separate computational domains and corresponding meshes are established. However, the 

computational domain boundary types are all of the following four types: (a) mean wetted body surface ⒧��
�� ��

	⒭, (b) 

undistrubed free surface ⒧��
�� ��

	⒭, (c) control surface ⒧��
�� ��

	⒭, (d) seabed surface ⒧��
�� ��

	 ⒭. The governing equations and 

boundary conditions for the radiation and scattering potentials are as follows 

(1) radiation potential 

X 

0 X 
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where g is the gravitational acceleration; �� is the local wave number derived from the water depth at the center of MFPV; 

� = �!" # $". %
  is the generalized unit normal vector directed to the interior of the mean wetted body surface 

, 1, 2,3
, 4,5,6

=
=  × =

j

n j
n

x n j

ρ

ρ ρ  (3) 

where !& = ⒧!� $� '⒭ is the position vector on the mean wetted surface ��
� . 

The radiation boundary condition in Eq. (2) (the fourth equation) is referred to as the Sommerfeld radiation condition. 

This condition is an artificially constraint intended for application at infinity, where it signifies that the radiation wave has 

a finite amplitude and propagates outward. The term √𝑅 represents the amplitude of the radiation wave, decaying at a rate 

of 1/√𝑅 , which ensures non-decaying terms are eliminated. This condition is often applied to the radiation control 

surface in Rankine source calculations, under the assumption that the control surface lies at a sufficiently distant location. 

Note that the optimal radius for the radiation control surface is determined by comparing Rankine source calculation 

results with those from commercial hydrodynamic software (WADAM) in this paper. 

(2) scattering potential 
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In addition to the above conditions, the boundary condition on the control surface ��
	  is required to complete the 

scattering problem, the details of which will be presented in Section 2.3. 

After the radiation and scattering potentials are solved, the pressure acting on the MFPV can be calculated based on 

the linearized version of Bernoulli equation 

6

1
i S j j

j
p ωρ φ ξ φ

=

 
= + 

 
  (5) 
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where ( is the fluid density. 

Hence, integrating the pressure over the mean wetted surface ��
	  and ��

�  yields the scattering and radiation wave forces 

i d                                                                 1,2, ,6
S
b

S
i S i

S

F n S iωρ φ= = …  (6a) 
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i d i                      1, 2, , 6
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j jS

F n S iωρ ξ φ ω μ ωλ ξ
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= = + = …   (6b) 

where )*
	  is the scattering wave force in i-th direction; +*
  and ,*
  are the added mass coefficient and potential damping 

coefficient in the i-th direction induced by the j-th radiation motion 
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  (7b) 

The linear equation of motion of the MFPV is obtained from Newton's second law 

( )
6

2

1
i ,                          1,2, ,6S

ij ij ij ij j i
j

M K F iω μ ωλ ξ
=

 − + − + = = …   (8) 

where -*
  is the generalized mass matrix of the MFPV and .*
  is the restoring matrix. 

The boundary element method developed by Hess and Smith [44] is employed for solving scattering and radiation 

problems. It is assumed that the source density /⒧0&⒭ is distributed over the surfaces (��
	 , ��

	 , ��
	  and ��

� , ��
� , ��

�  ) of the 

computational domain, and 0& = ⒧!�� $�� '�⒭ is the position vector of the source point on the boundary surface, then the 

potential in the fluid domain can be expressed using the distribution of source density on the boundary 

( ) ( ) ( , )dφ σ
Ω

=  q
S

P q G P q S ρ
ρ ρρ ρ  

(9) 

where 1& = ⒧!� $� '⒭ is an arbitrary point in the fluid domain, 2 ⒧1&� 0&⒭ is the Rankine type Green function which satisfied 

the impenetrable seabed boundary condition 

( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2
0 0 0 0 0 0 0

1 1( , )
2

G P q
x x y y z z x x y y z hz

= +
− + − + − − + − + ++

ρ ρ

where 3� is the water depth. 

(10) 

Taking normal derivatives on both sides of Eq. (9) and discretizing the computational domain surface �4  into N 

elements with constant source density, and then making 1& converge to the centroid of each element (still denoted by 1&), 

obtaining a set of linear equations, as shown in Eq. (11a). Eq. (9) can similarly be expressed in discrete form using the 

same approach, as presented in Eq. (11b). 
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The source strength can be solved separately by substituting corresponding boundary conditions into Eq. (11). After 

substituting the corresponding boundary conditions for the radiation and scattering potentials into Eq. (11), rearranging 

and combining them results in a system of linear equations with N unknowns. These unknowns represent the Rankine 

source strengths on each element, and solving the system yields the source strengths for each element. For the radiation 

potential, the number of equations matches the number of unknowns, allowing for a direct solution. However, for the 

scattering potential, the number of equations exceeds the number of unknowns, making a direct solution impossible. 

This discrepancy arises due to the boundary conditions at the control surface, and the process for solving the scattering 

potential will be detailed in Section 2.3. After determining the source strengths of the radiation potentials, the added 

mass and potential damping are performed in accordance with Eq. (7).Note that the analytic expression for the second 

term on the right-hand side of Eq. (11) can be found in [44]. 

2.2. Boussinesq Equation: Outer Region 

Over more than a decade of development, the open-source, fully nonlinear Boussinesq model FUNWAVE-TVD [45] 

has evolved into a powerful tool for simulating the propagation and evolution of coastal wave fields [44-46]. Numerous 

researchers have validated its computational accuracy for simulating nearshore wave phenomena, including refraction, 

diffraction, breaking, and nonlinear wave interactions. The horizontal velocity distribution used in FUNWAVE-TVD has 

the same form as in NWOGU's work [49] 

2 ( )zα= +u u u  (12) 

56 = ⒧76� 86⒭ is the horizontal velocity vector at the reference elevation ' = '6. In contrast to NWOGU’s work, Kennedy 

[50] defines '6 as a time-dependent variable 

z hα ζ βη= +  (13) 

where h is local still water depth, 9 is local surface elevation and : and ; are constants. In the NWOGU's article [49], the 

value of '6 is rationally chosen with the aim of optimizing the dispersion relation of the Boussinesq model. Thus the 

default values of : and ; are -0.53 and 0.47. 

( ) ( )2 2
2

1( )
2

z z z A z z Bα α= − ∇ + − ∇u  (14) 
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represents the depth-dependent correction, where A and B are denoted as 

( )A h
B

α

α

= ∇ ⋅
= ∇ ⋅

u
u

 (15) 

The governing equations for FUNWAVE-TVD are based on the work of Chen [51]. The dispersive effects are accurate 

to <⒧+"⒭ and the nonlinear effects are accurate to all orders of > (where + =  3?@A > =  B?3A L and a denote the wave 

length and amplitude). 

The depth-averaged continuity equation is 

0tη + ∇ ⋅ =M  (16) 

the horizontal volume flux C can be written as follows 

( )2H α= +M u u  (17) 

where D = 3 # 9 is the total local water depth and 5E" is the depth averaged horizontal velocity 

( )
2

2 2
2 2

1 1 1( )d ( )
2 6 2h

zz z h h B z h A
H

η α
αη η η

−

   = = − − + ∇ + + − ∇   
  

u u  (18) 

The depth-averaged horizontal momentum equation can be written as 

( ), 1 2 3 0t gα α α η+ ⋅∇ + ∇ + + + + =u u u V V V R  (19) 

where F represents diffusive and dissipative terms including bottom friction and subgrid lateral turbulent mixing. GH and 

G" are terms representing the dispersive Boussinesq terms given by 

2 2

1 2 2 t t
t

z B z A B Aα
α

η η   
= ∇ + ∇ − ∇ +   

  
V  (20a) 

( )( ) ( )( ) ( )22 2
2

1 1
2 2

z A z B A Bα α α αη η η = ∇ − ⋅∇ + + − ⋅∇ + + +  
V u u  (20b) 

The term GI  in Eq. (19) represents the <⒧+"⒭ contribution to the expression for J × 5 = �KL × 5 (with KL  the unit 

vector in the z direction) and can be written as 

3 0 2 2
z z

αω ω= × + ×V i u i u  (21) 

where 

( )0 , ,
z

x yv uα α αω = ∇× ⋅ = −u i  (22a) 

( ) ( ) ( )2 2 , ,
z

x y y y x xz A z B z A z Bα α α αω = ∇× ⋅ = + − +u i  (22b) 

  

2.3. Specific Implementation Process of HBPM 
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The computational flowchart of the HBPM is shown in Fig. 5. The simulation of the HBPM consists of three major 

parts: (A) wave field calculations in the outer region, (B) transmission of the wave field information on ��
	  and (C) BEM 

calculations in the inner region. The total velocity potential is decomposed into scattering and radiation potential 

respectively, so two corresponding sets of computational meshes are generated based on the secondary development of 

the commercial software HyperMesh. The outer region wave field is solved using FUNWAVE-TVD, where the 

topography and wave conditions are the fundamental information. Meanwhile, the virtual preset position of the 

computational mesh on ��
	  in the outer region will be required, in order to configure the digital wave gauges to record the 

horizontal velocities 56⒧N⒭ and the wave surface elevations 9⒧N⒭ in FUNWAVE-TVD. 

 

 

 

Fig. 5. Computational flowchart of HBPM. 

Since the Boussinesq model has reduced dimensional characteristics, the vertical distribution of the vertical velocity w 

is obtained by using Eq. (23) 

( )w z h α= −∇⋅ +  u  (23) 

Furthermore, the pressure field [51] can be expressed as  

( ) ( ) 21 1 1( ) ( ) ( ) ( )
2 2 2t t

p g z A z B A z B AB z Bα αη η η η η
ρ

 = + − + + + ⋅∇ + + ⋅∇ − − + 
 

u u  (24) 

Hypermes 

ethod 

Regular wave Irregular wave 
Prony - SS FFT 

),p/(w) 

- Motion·equat' 
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The vertical distribution of horizontal velocity is calculated by Eq. (12), (14) and (15). The first and second order 

derivatives involved in the calculations are computed using the difference method, taking the derivatives of the velocity 

field in the x direction as an example 
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(25) 

where P!� P$ is consistent with the spatial resolution in FUNWAVE-TVD, i.e., at least 60 grid points per wavelength 

range [52]. 

The 56⒧N⒭ at the difference points is obtained using interpolation after the outer region calculation completed. The 

velocities time series 7�
	⒧N⒭� 8�

	⒧N⒭� Q�
	⒧N⒭, and dynamic pressure time series R�

	⒧N⒭ at each element on ��
	  are obtained 

using Eqs. (12)-(15), Eq. (23), (24) and (25). For the execution of calculations within the inner region, the aforementioned 

temporal series on the ��
	  must be transformed into frequency domain components 7�

	⒧�⒭� 8�
	⒧�⒭� Q�

	⒧�⒭� R�
	⒧�⒭. With 

respect to time-frequency transformations, for regular waves we use the Prony-SS decomposition [53] and for irregular 

waves we use the Fast Fourier Transform (FFT). The Prony-SS decomposition assumes the signal as a linear combination 

of real or complex exponentials (Prony series), solving first-order difference equations based on state-space models. It 

can achieve high frequency resolution with relatively few sample points (we can attain a frequency resolution of 10-15 Hz 

in HBPM implementation using only 200 data points). In contrast, FFT is constrained by frequency resolution and 

struggles to distinguish closely spaced frequency components, often encountering leakage issues. Therefore, Prony-SS 

decomposition offers advantages in handling regular wave problems. However, as the number of frequency components 

increases, solving for higher-order Prony series coefficients becomes time-consuming. 

To ensure the uniqueness of the scattering potential in the inner region, two sets of boundary conditions are used on at 

the ��
	  

( )( ), ( ), ( ) , ,

i ( )

S S SS
c c c x y z

S
S S c

u v w n n n
n

p p

φ ω ω ω

ωρφ ω

∂  = ⋅ ∂
= =

 (26) 

Afterwards, the boundary conditions on ��
	 � ��

	  and ��
	  are substituted into Eq. (11) and amalgamated to form a system 

of linear equations for the scattering problem. Note that since there are two sets of boundary conditions on ��
	 , the 
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coefficient matrix �2 � of the system of linear equations is not square, i.e., the number of equations, M, exceeds the 

number of unknowns, N. The generalized inverse method is employed to determine the least squares solution for this 

system of equations 

[ ] [ ] [ ] [ ] [ ]( ) ( ) ( 1) ( ) ( 1)

T T

N M M N N N M M
G G G bσ

× × × × ×
=  (27) 

where �/�⒧S×H⒭ consists of the scattering source strength at each element, and �T�⒧U×H⒭ is the constant term associated with 

the boundary conditions. After solving Eq. (27), the wave excitation forces can be computed from Eq. (6a) and (11b), and 

the motion of the MFPV can then be evaluated using Eqs. (6) - (8). 

3. Method Verification 

This section carries out the validation of the HBPM, which is divided into two parts: the scattering potential and 

radiation potential. Given that the panel model for the inner region is based on linear potential theory and the MFPV is 

anticipated to be situated in a nearshore environment shielded by the floating breakwater, the waves are considered to 

satisfy linear prerequisite 

( )/ tanh 1kA kh   (28) 

where k is the wave number and A is the amplitude. Throughout this paper, unless otherwise specified, this ratio is preset 

to �V? WXYZ⒧�3⒭ = [\[]. 

3.1. Scattering potential 

In this section, we validate the scattering potential for the HBPM. Fig. 6 shows side views of three distinct terrain 

configurations, where @[ and @^�X_ represent the wavelengths of regular waves and the peak frequency wavelengths of 

irregular waves, in accordance with the linear dispersion relation. Using these configurations, five validation examples 

(V1 - V5) are established, with specific parameters detailed in Table 2. Here, 3`a  denotes the water depth at the 

wavemaker in FUNWAVE-TVD, and 3bcde denotes the water depth at the MFPV. T is the wave period for regular 

waves, fg is the peak period for irregular waves, H is the wave height for regular waves, and Dhij is the significant wave 

height for irregular waves. The validation of the scattering potential fundamentally entails verifying the wave excitation 

forces, which is directly obtained by integrating the scattering potential over the mean wetted body surface. In traditional 

deep-sea engineering, common hydrodynamic calculations are based on the assumptions of open water and a flat seabed. 

In such settings, wave excitation forces are derived by combining the amplitude spectrum with the response amplitude 

operator (RAO) of wave forces. This RAO is calculated using linear potential theory, facilitated by the commercial 
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software SESAM-WADAM, referenced in this study. Since WADAM also uses the panel method for hydrodynamic 

calculations, this method is referred to as the linear panel method (LPM). 
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Fig. 6. Verification example side view schematic: (a) V1, (b) V2 - V4, (c) V5. 

Table 2 Parameter of Verification Example 

No. Topography Wave Climate Incident Angle/deg 3`a/m 3bcde/m f ⒧fk⒭/s D⒧Dhij⒭/m 

V1 Flat regular 0 10 10 8 0.8 

V2 Slope regular 0 10 4 8 0.8 

V3 Slope regular 30 10 4 8 0.8 

V4 Slope irregular 0 10 4 8 2.0 

V5 Flat (breakwater) irregular 0 10 10 8 2.0 

3.1.1. Flat Topography 

The objective of V1 is to validate the accuracy of the HBPM within the scope of linear potential theory. The inner 

region is located l@� from the wavemaker, with ��
	  having a radius of 50 m. Sponge layers are positioned on the left and 

right sides of the computational domain to prevent wave reflection at the boundaries. The digital gauge m[ is used to 

record the time series of the wave surface elevation at the center of the MFPV and then transform it into frequency 

domain components using Prony-SS decomposition. The decomposition results are linearly superimposed with the wave 

excitation forces obtained from WADAM, resulting in the LPM output )�. The FUNWAVE-TVD simulation for V1 

encompasses a 200-second duration with a sampling frequency of 10 Hz. The final 50-second segment is reserved for 

conducting time-frequency analysis, with the preceding interval focused on establishing a stable wave field. Based on the 

revisited Le Méhauté diagram [54], the regular wave at point G0 is identified as falling within the second-order Stokes 

wave regime. Fig. 7 provides a detailed comparison between the numerical wave generation results and the theoretical 

solution for second-order Stokes waves, thereby validating the accuracy of wave generation through FUNWAVE-TVD. 

 

 

Fig. 7. Time series of wave surface elevation at G0. 

The computational mesh for the inner region (Fig. 8) is crafted utilizing HyperMesh through the TCL secondary 

development script, allocating element counts of 5160, 6348, and 5109 for ��
	 , ��

	 , and ��
	 , respectively. To conserve 

computational time, a partition strategy is employed for free surface mesh, whereby domain distant from the body surface 

are allocated a lower mesh density. Fig. 9 presents the comparison between six-degree-of-freedom (6-DoF) wave 
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excitation forces derived from the HBPM ()Znopiq) and )�, demonstrating notable alignment in all directions except for 

sway. In the sway direction, wave excitation forces exhibit certain differences in the higher harmonic components, which 

may be related to the resonance of transverse short waves between the pontoons. Importantly, sway excitation forces are 

considerably minor compared to those in the other five directions, thereby exerting minimal impact on subsequent 

analyses. Therefore, the comparisons in this section demonstrate the feasibility of HBPM and the reliability of its 

computational results. Note that the time-frequency conversion (either Prony-SS or FFT) results in frequency components 

at zero frequency. In the computation of the HBPM, these components are regarded as extremely low frequencies (10-5 

Hz), denoted as the 0th component. 

 

Fig. 8. The inner region computational mesh of V1. 
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Fig. 9. 6-DOF wave forces comparison of V1: (a) time domain, (b) frequency domain. 

3.1.2. Simplified Slope Topography 

A simplified model of a typical nearshore non-horizontal seabed consists of connecting two horizontal areas with an 

intervening slope. This approach treats both the open sea, with its reduced impact on wave propagation, and gently 

sloping banks as horizontal areas with varying water depths. As waves traverse sloping terrain, they experience the 

shoaling effect and become more nonlinear, resulting in distinct differences between waves beyond the slope and those in 

the open sea. Using wave data from the open sea for hydrodynamic computations in this context can result in significant 

inaccuracies. To assess the computational effectiveness of the HBPM under these conditions, we established an example 

with a slope of 1:20, where the water depths on the two sides are 10 m and 4 m (Fig. 6b). The wavemaker of 

FUNWAVE-TVD is located in the deep-water region, and the MFPV is placed in the shallower area. The distance 

between the slope and the wavemaker is 5@� (for irregular waves, it is 5@^�X_). The inner region is positioned at a water 

depth of 4 m, and the distance from the end of the slope is 5@�. A sponge layer is positioned at the right boundary, l@� 
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(c) 

 

Fig. 10. (a) Snapshot of V2 wave field at t = 250 s, (b) Comparison of wave surface elevation of G1 and G2 in V2, (c) Comparison 

between the numerical wave generation results and corresponding analytical solutions (G1: second-order Stokes solution; G2: stream 

function solution). 

In the context of slope examples involving two horizontal seabeds, there are two LPMs for calculating wave excitation 

forces: (i) multiplying the wave amplitude components at point G1 by the WADAM-determined forces for a water depth 

of 10 m, and (ii) multiplying the wave amplitude components at point G2 by the WADAM-determined forces for a water 

depth of 4 m. The RAOs for wave excitation forces, as computed by WADAM for water depths of 10 meters and 4 

meters, are shown in Fig. 11. 

Embedded within the LPM (i) and (ii) are two key assumptions: first, the floating structure is assumed to be situated in 

an unobstructed, flat sea during the calculation of wave excitation forces; second, the wave field's non-uniformity is 

assumed to be minimal, suggesting that spatial fixed-point data can serve as a reasonable approximation of the wave field 

surrounding the installation site. The primary distinction between these two methods lies in their respective uses of fixed-

point wave data: the former utilizes data from the open sea, while the latter employs data from the structure's center. The 

implementation of a right-hand sponge layer to emulate a non-reflecting shoreline results in a comparably uniform wave 

field, keeping V2 within the operational scope of LPM (ii). Fig. 12 shows the forces obtained from the HBPM and the 

two LPMs. Similar to V1, a negligible numerical error occurs in the sway direction, contributing to the discrepancy 

between the hybrid yaw wave excitation force and that of LPM (ii). In the remaining four directions, the HBPM results 

closely align with those of LPM (ii). This comparison suggests that employing LPM (i) leads to inaccuracies in 

determining fundamental frequency wave excitation forces; notably, the wave excitation force in the heave direction is 

overestimated by almost 50%. 
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Fig. 11. Wave excitation force RAOs by WADAM. 

 

Fig. 12. 6-DoF wave forces comparison of V2: (a) Time domain; (b) Frequency domain. 
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The effectiveness of the HBPM in addressing oblique regular incident wave propagation over a slope is validated in 

V3, where the wave propagation direction is set at l[∘  relative to the positive x-axis. To eliminate lateral boundary 

reflection effects, FUNWAVE-TVD incorporates the periodicity strategy developed by Chen [56]. For effective 

implementation, this approach requires suitably extending the alongshore length to adhere to the periodicity assumption 

[57]. As illustrated in Fig. 13, implementing the periodic boundary condition successfully prevents the reflection of 

oblique waves, even without sponge layers at the lateral boundary. The snapshot demonstrates that, upon traversing the 

slope, the regular wave train undergoes nonlinear amplification and a deviation in its propagation direction, with the 

incident angle changing from l[\l]∘ to �[\rs∘. 
The comparison (Fig. 14) indicates that the wave excitation forces obtained by the HBPM closely align with those 

from LPM (ii). Consistent with the findings in V2, nonlinear deformation causes LPM (i) to overestimate the heave 

excitation forces. One of the arrangement axial lines of the triangular MFPV pontoons is oriented perpendicularly to the 

crest line of the l[∘ incident waves, rendering these oblique waves unable to produce yaw moments on the structure when 

using LPM (i). As noted earlier, oblique waves undergo a change in propagation direction after traversing the slope. 

Therefore, in LPM (ii), the wave excitation force RAO corresponds to waves with an incident direction of �[\rs∘ . 
Additionally, the HBPM successfully captures the yaw moments induced by this phenomenon, where the magnitudes are 

modest but exhibit significant nonlinearity. 

The configuration of V4 is designed to evaluate the computational performance of the HBPM under irregular wave 

conditions. The JONSWAP spectrum is discretized into 500 frequency bands, with a peak frequency of 0.125 Hz. Initially, 

a flat-bottomed scenario is established to validate the irregular wave generation capabilities of FUNWAVE-TVD. As 

depicted in Fig. 15, the simulation results closely align with the target spectrum. Additionally, Fig. 15 presents the wave 

spectrum at G2. The comparison between G1 spectrum and G2 spectrum reveals that seabed topography exerts a 

significant influence on irregular wave trains, leading to a noticeable reduction in energy, especially around the peak 

frequency. This underscores the importance of employing HBPM for hydrodynamic calculations of MFPV systems in 

such shallow-water environments. For the FUNWAVE-TVD simulations in V4, a total duration of 1500 s is utilized, with 

the latter 1000 s allocated for FFT analysis. For brevity, Fig. 16 presents only the time-domain results for 400 s. In the 

heave, pitch, sway, and roll directions, a perfect alignment between the HBPM and LPM (ii) is observed, while LPM (i) 

significantly overestimates the wave-induced forces in these directions, particularly near the peak frequency. This 

discrepancy arises from the substantial energy content at the peak frequency, which undergoes energy transfer upon 

encountering sloping terrain - a phenomenon that LPM (i) fails to capture. In the yaw direction, although there are 

discrepancies compared to the results from LPM (ii), the HBPM identifies multi-peak characteristics, while the wave-

induced forces in the sway direction are overestimated. 
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Fig. 13. Snapshot of V3 wave field at t = 250 s: (a) 3D view, (b) Side view, (c) Top view 

 

Fig. 14. 6-DoF wave forces comparison of V3: (a) time domain, (b) frequency domain. 
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Fig. 15. Irregular wave generation validation of V4. 

 

 

Fig. 16. 6-DoF wave forces comparison of V4: (a) time domain, (b) frequency domain. 
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affecting wave characteristics, which justifies the inclusion of V5. In FUNWAVE-TVD, a bottom-friction-type sponge 

layer is used, which has been demonstrated to be effective for modeling partially reflecting coastlines and breakwaters 

[58,59]. As depicted in Fig. 6c, the partially reflecting breakwater is modeled using an equivalent bottom-friction sponge 

layer, positioned l@^�X_ from the right-side sponge layer. The reflection coefficient is calculated using the Goda two-point 

method to match the predetermined value (0.4 in this study) and to determine the width and wave absorption coefficient 

of the breakwater. Following pre-testing, the breakwater's width and absorption coefficient are set at 30 m and 15.0, 

resulting in a reflection coefficient of 0.409, which closely approximates the target value. The wave generation 

parameters are consistent with those used in V4. 

The distance tH"  between the two Goda wave gauges is set to 0.45 times the minimum wavelength @aiY  to avoid 

singularities in spectrum identification. The incident and reflected wave spectra, obtained using the Goda two-point 

method, are overlaid on the outcomes of WADAM computations for incidence angles of [∘ and r[∘, yielding )muqX. Fig. 

17 illustrates that the HBPM exhibits commendable accuracy in calculating principal loads in environments with partial 

reflections. 

 

 

Fig. 17. 6-DoF wave forces comparison of V5: (a) time domain, (b) frequency domain. 
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Resolving the radiation problem is crucial for accurately determining the motion responses of floating photovoltaic 

systems. Given the linear nature of the three-dimensional potential problem in the inner region, radiation and scattering 

potentials can be addressed using two separate grid configurations (as shown in Fig. 5). Fig. 18 and Fig. 19 compare the 

hydrodynamic coefficients for MFPVs at a water depth of 4 meters, obtained using the panel method and WADAM. In 

this comparison, ��
�  has a radius of 60 m, while ��

� , ��
� , and ��

�  contain 5160, 8022, and 2355 elements, respectively. The 

analysis results confirm the accuracy of the panel model in addressing radiation potential. 

 

 

Fig. 18. MFPV added mass verification. 
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Fig. 19. MFPV potential damping verification. 

4. Numerical case study 

This chapter presents a hydrodynamic analysis of MFPV structures within typical nearshore environments utilizing the 

HBPM. The topography for the numerical case (Fig. 20a) is simplified based on the projected installation site (Fig. 2b), 

incorporating a uniform slope with a 1:20 gradient that connects the offshore area to the land. The wavemaker generates 

irregular unidirectional waves entering the bay, based on the JONSWAP spectrum with a peak period fg = � h and a 

significant wave height Dhij = �\[ a. In accordance with the sponge technique outlined in Section 3.1.3, a 20-meters-

long, 600-meters-wide breakwater is positioned at the bay entrance to protect the MFPV. The remaining parameters of 

the breakwater and wavemaker remain consistent with those specified in V5. A sponge layer and lateral periodic 

boundary conditions are employed to mitigate unrealistic boundary reflections. MFPV installation locations @H through @v 

are established to examine the effects of irregular multidirectional wave fields on hydrodynamic coefficients, with each 

location featuring a control surface ��
	  with a radius of 50 m. The total simulation duration is 2000 s, with the final 1500 s 

allocated for time-frequency transformation within the HBPM. Note that the local coordinate system orientation of the 

MFPV is consistent with the coordinate system definition in Fig. 20. 

Fig. 20b presents a snapshot of the free surface elevation at N = [[[ h in the numerical simulation. The breakwater 

exhibits significant wave dissipation capabilities, effectively reducing incident waves, which aligns with our engineering 

objectives. Fig. 21 compares the wave spectra at different installation positions, showing the highest wave energy at @w. 
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This observation is anticipated, as @w is unprotected by the breakwater. The wave energy at @I is notably higher than at 

other protected locations due to its proximity to the breakwater entrance, which serves as the main entry point for wave 

energy. Fig. 20b also demonstrates that although the simulation utilizes unidirectional wave trains, the wave field exhibits 

complex multidirectional and non-uniform characteristics due to the influence of the coastlines and variable water depths. 

In this context, it is inappropriate to use fixed-point wave data at @H - @v directly for hydrodynamic calculations. Instead, 

the HBPM should be employed to account for the effects of the complex wave field on the MFPV. 
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(b) 

Fig. 20. (a) Numerical case topography, (b) Snapshot of wave simulation. 

 

 

Fig. 21. Comparison of wave spectrum at installation location. 

4.1. Wave excitation forces 

Fig. 22 presents the spectral results of wave excitation forces obtained using the HBPM in the numerical case. It is 
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components at @w exhibit not only higher energy but also substantial higher-order components, with frequencies primarily 

around 0.123 Hz, possibly related to the bay's resonant frequency. 

In summary, the HBPM results demonstrate that the wave excitation forces on the MFPV are profoundly affected by 

the multidirectional and non-uniform nature of the wave field, resulting from topographic variations and shoreline 

reflections. This underscores the greater suitability of HBPM over LPM in nearshore bay environments. 

 

  

  

  

Fig. 22. 6-DoF MPFV wave excitation forces obtained by HBPM. 
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It can be anticipated that non-uniform, multi-directional irregular waves will lead to more complex motion responses 

in MFPV. According to the computational procedure outlined in the HBPM, once the wave excitation forces are 

computed, the wave-induced motions of the MFPV can be efficiently solved using linear motion equations, incorporating 

the radiation hydrodynamic coefficients described in Section 3.2. Fig. 23 illustrates the 6-DoF motion results derived 

from the HBPM. Similar to the results for wave excitation forces, the motion at @w predominates across all positions 

except in the sway direction. This indicates the potential of the breakwater to effectively constrain the motion within 

acceptable limits. 

At sheltered locations, the sway motion exhibits a notable low-frequency characteristic, with energy levels that 

significantly surpass the peak frequency component. In contrast, motions in other directions are predominantly 

concentrated around the input peak frequency. Therefore, despite the significant changes in wave characteristics and 

propagation direction caused by the coastline, varying water depths, and breakwater, the motion at the input peak 

frequency remains a crucial factor to consider. 

According to the computational results, @H  displays the smallest motion amplitude, excluding the yaw direction, 

whereas @I experiences the most significant motion within the sheltered zones. Comparisons between @" and @x, as well 

as between @H and @v, reveal that motion is more pronounced farther from the breakwater. Consequently, @H emerges as 

the optimal location for installing the single MFPV module. In practical engineering scenarios, it is advisable to position 

the installation site as far from the breakwater entrance as possible while remaining in close proximity to the breakwater. 

It is important to note that these conclusions are derived solely from the numerical case established in this study. 
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Fig. 23. 6-DoF MPFV motions obtained by HBPM. 

5. Conclusions 

This paper applies a hybrid Boussinesq-Panel method (HBPM) for the hydrodynamic analysis of a novel marine 

floating photovoltaics (MFPV) structure in nearshore shallow water environments. The HBPM is validated through a 
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confirm the shielding effect of the numerical breakwater. Generally, the wave excitation forces on the MFPV are 

markedly reduced in sheltered regions compared to those near the entrance. However, attention should be paid to areas 

adjacent to the entrance and distant from the breakwater (e.g., @I  and @x ), as the sway force can increase in these 

locations. According to the HBPM results, to minimize motion response, it is advisable to position the MFPV in regions 

distant from the entrance and near the breakwater, such as at location @H. 

Drawing from the insights and findings presented in this paper, the nonlinear evolution of waves, combined with 

changes in propagation direction due to variations in shallow water depth and coastline reflections, will substantially 

impact on the hydrodynamic performance of the MFPV. Furthermore, numerous avenues for future enhancement of the 

HBPM exist, including but not limited to: incorporating real-sea terrain, accounting for variable water depths in the inner 

region, and conducting multi-body array calculations. Additionally, the proposed method in this study has certain 

limitations, such as the current exclusion of the influence of inner domain waves on the outer domain and the omission of 

hydroelastic effects of MFPV. These aspects represent important directions for future research and development. 
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