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ABSTRACT
Solving the Anderson impurity model typically involves a two-step process, where one first calculates the ground state of the Hamiltonian
and then computes its dynamical properties to obtain Green’s function. Here, we propose a hybrid classical/quantum algorithm where the
first step is performed using a classical computer to obtain the tensor network ground state as well as its quantum circuit representation and
the second step is executed on the quantum computer to obtain Green’s function. Our algorithm exploits the efficiency of tensor networks for
preparing ground states on classical computers and takes advantage of quantum processors for the evaluation of the time evolution, which can
become intractable on classical computers. We demonstrate the algorithm using 24 qubits on a quantum computing emulator for SrVO3 with
a multi-orbital Anderson impurity model within the dynamical mean field theory. The tensor network based ground state quantum circuit
preparation algorithm can also be performed for up to 60 qubits with our available computing resources, while the state vector emulation of
the quantum algorithm for time evolution is beyond what is accessible with such resources. We show that, provided that the tensor network
calculation is able to accurately obtain the ground state energy, this scheme does not require a perfect reproduction of the ground state wave
function on the quantum circuit to give an accurate Green’s function. This hybrid approach may lead to quantum advantage in materials
simulations where the ground state can be computed classically, but where the dynamical properties cannot.

© 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial-
NoDerivs 4.0 International (CC BY-NC-ND) license (https://creativecommons.org/licenses/by-nc-nd/4.0/). https://doi.org/10.1063/5.0245488

I. INTRODUCTION

The simulation of strongly correlated quantum systems is one
of the most promising applications of quantum computers.1,2 This
is due to the potential for quantum processors to perform compu-
tations using exponentially fewer resources than classical computers
for such systems. The most widely used classical computing method
for simulations of real materials with strongly correlated electrons

is based on the dynamical mean field theory (DMFT), which self-
consistently maps the periodic Hubbard model onto an effective
Anderson impurity model (AIM) containing only a few interact-
ing impurity sites embedded in a non-interacting bath.3–6 Despite
the development of a large number of impurity solvers over the
years,7–17 none of them have achieved universal applicability. There-
fore, the solution of the AIM remains a challenging problem for
classical computers, where a quantum computer may have an advan-
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tage. Hybrid quantum–classical approaches are the most promising
way to achieve such advantage, where only those parts of the algo-
rithm, which are the most challenging for a classical computer, are
executed on a quantum computer.18,19 One successful class of clas-
sical computing impurity solvers includes algorithms that make use
of tensor network (TN) methods,8–13 which are efficient in obtain-
ing the ground state (GS) and also the first few excited states of the
system. However, the time evolution of complex impurity models
required as part of the AIM solver remains a challenge due to the
rapid growth of the bond dimension with time, making long-time
calculations unfeasible.20,21

In this article, we propose an approach that combines clas-
sical and quantum computing resources to address the problem
of multi-orbital AIMs. The proposed algorithm entails obtaining
the GS of the multi-orbital AIM using a TN representation of
the wave function8,9,22 on a conventional processor, and subse-
quently, a quantum circuit is constructed to represent this wave
function. The form of this quantum circuit is also constructed using
a conventional processor. Finally, one uses a quantum computer
to simulate the time evolution of the prepared initial quantum
states. In doing so, we are able to compute dynamical observables,
such as the Green’s function (GF), a central mathematical object
in materials calculations. Several physical observables can be com-
puted from the GF, such as the density of states (DOS).23 This
algorithm has the potential to surpass existing impurity solvers in
situations where TN-based techniques can compute the GS, but
where the growth in entanglement entropy observed during the
course of time evolution,9 and the subsequent increase in bond
dimension,12 limits the timescale over which dynamics can be
obtained.13

II. HYBRID-ALGORITHM FOR THE CALCULATION OF
GREEN’S FUNCTIONS

The Hamiltonian of the AIM is given by3,4,24

H =
nimp

∑
ij
∑
σ
ϵij ĉ†iσ ĉjσ +

nimp

∑
i

Uni↑ni↓

+
nimp

∑
i>j,
∑
σ
(U − 2J)niσnjσ̄ + (U − 3J)niσnjσ

−
nimp

∑
i>j
∑
σ

Jc†iσciσ̄c†jσ̄cjσ − Jc†iσc†iσ̄cjσcjσ̄.

+
nimp

∑
i

nb

∑
j
∑
σ

Vij(ĉ†iσ d̂jσ + d̂†
jσ ĉiσ) +

nb

∑
ij
∑
σ
ϵd

i j d̂
†
iσ d̂jσ , (1)

where ĉ†iσ and ĉiσ (d̂†
iσ , d̂iσ) are the creation and annihilation opera-

tors of an electron of spin σ on the ith impurity site (bath site); ϵij
is the hopping between the impurity orbitals, U and J are the para-
meters of the Hubbard–Kanamori interaction between the orbitals,
ϵd

i j is the hopping matrix between the bath orbitals, and V ij is the
hybridization matrix between impurity orbitals and bath orbitals.
Differently from a general chemistry Hamiltonian, the interaction
term in the AIM is confined to the impurity sites, thereby consid-
erably reducing the number of terms in the Hamiltonian, which

is proportional to n2
imp + (nimp + nbath)2, where nimp (nbath) is the

number of impurity sites (bath sites).
The zero temperature greater and lesser GFs are defined as

G>αβ(z) = ⟨GS∣ĉα(z − (Ĥ − EGS))−1ĉ†β∣GS⟩, (2)

G<αβ(z) = ⟨GS∣ĉ†α(z + (Ĥ − EGS))−1ĉβ∣GS⟩, (3)

respectively, where ∣GS⟩ is the GS wave function, EGS is the GS
energy, and α,β are spin and site indices. These GFs can be used to
obtain the retarded GF as Gαβ(z) = G>αβ(z) +G<αβ(z). In what fol-
lows, we consider only the diagonal elements of the GFs so that
β = α, and for ease of notation, we discard the orbital index sub-
script, in analogy to the approach in Ref. 25, where the extension
to the off-diagonal elements is also presented. The imaginary part
of the retarded GF gives the density of states (DOS), DOS(ω)
= − 1

π ImG(ω + iδ), for ω a real energy and δ a small positive num-
ber. For the AIM DOS, only the GFs of impurity orbitals need to
be computed, which significantly reduces the number of terms com-
pared to more general models, reducing the needed computational
resources.

A. State preparation
The first step of our algorithm, schematically illustrated in the

left-most panel in Fig. 1, is the computation of the GS wave func-
tion and energy using a TN representation. Here, we use a matrix
product state (MPS) representation. We note that this algorithm
can be extended to other TN forms, such as tree tensor networks9

and fork tensor networks,8 which have been successfully used in the
context of quantum impurity models. The MPS GS wave function
of a quantum impurity model, which we denote by ∣ψMPS⟩, can be
obtained with the density matrix renormalization group (DMRG)
method.26–29

Once the GS is obtained with the MPS representation, we com-
pile it into a quantum circuit to prepare the initial state on the
quantum device with a series of unitary gates. This compilation to
obtain the quantum circuit that allows one to prepare the state on a
quantum computer is achieved entirely on classical computers and
does not require executing a variational optimization on a quantum
computer. Our state initialization scheme relies on the representa-
tion of the state as a compact tensor network, which is an efficient
and scalable approach to represent quantum states on a classical
computer.

1. Exact tensor network decomposition
First, we consider an exact decomposition of a given MPS into

a ladder of many-qubitunitaries,30 which may then be decomposed
further into the elemental gates of the device. This gives a represen-
tation of the prepared state ∣ψQC⟩ as a gate sequence applied to the
zero state ∣0⟩⊗N as

∣ψQC⟩ =
N−1

∏
i=1

Û i∣0⟩⊗N , (4)

where N is the number of qubits. The N − 1 unitaries Û i can be
extracted directly from the matrices of the MPS representation in
its canonical form,30 giving gate sequences with depth linear in the
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FIG. 1. Schematic of the combined classical/quantum algorithm for computing the Green’s function of the Anderson impurity model. Blue panels indicate the parts of the
algorithm that are run on the classical computer, while the green panel indicates the steps to be executed on a quantum computer. The algorithm consists of four sequential
steps (shown as separate panels): (1) the computation of the ground state energy and MPS representation of the wave function using the DMRG algorithm (classical); (2)
the construction of a parametric quantum circuit representation of this wave function (classical); (3) the simulation of the dynamics by evaluation of the matrix elements
through time evolution (quantum); and (4) the evaluation of a continued fraction expansion of the Green’s function using the computed matrix elements (classical).

number of qubits, where the number of gates is dictated by the
MPS bond dimension. This results in a decomposition, where each
unitary Û i acts on a small number of ni neighboring qubits and
the number of qubits ni is directly related to the bond dimension
χi of the ith bond in the MPS tensor representation according to
ni = ⌈log2χi⌉ + 1. Having decomposed a given MPS exactly into a
ladder of many-qubit, yet local, unitaries, we further compile this
sequence into an elemental gate set of one- and two-qubit gates
(CNOTs) by application of the Quantum Shannon Decomposition
(QSD).31

To achieve the preparation of an approximation of the tar-
get state with a lower circuit gate count, we additionally employ a
bond dimension truncation of the target MPS, resulting in lower
resource requirements when compiling this into a quantum cir-
cuit with the exact decomposition. We truncate the MPS such
that all its local bond dimensions fall below a target bond dimen-
sion, χmax, which can be adjusted to achieve a required fidelity
in the target state. Note that this fidelity is efficiently evalu-
ated on the classical computer. To truncate the target state to
smaller bond dimensions, we follow standard protocols,32 involv-
ing the repeated application of singular values in the matrix product
decomposition truncating the bond dimensions to χmax by discard-
ing the smallest singular values. We then maximize the fidelity
between the truncated MPS and the untruncated target ∣ψMPS⟩ by
iteratively updating matrices in the truncated MPS in a single-
site DMRG sweeping protocol with local updates to maximize
the fidelity.

2. Variational state preparation
As an alternative to the exact compilation method, which typi-

cally results in deep circuits with large gate counts, we furthermore
consider an approximate compilation scheme proposed in Ref. 33
and improved in Ref. 30. The authors of Ref. 33 introduced a pro-
tocol relying on a classical variational optimization of a circuit
with layers composed of two-qubit gates in a staircase topology.
The authors of Ref. 30 proposed a method for iteratively adding
layers of staircases to this protocol. Similar strategies have been pro-
posed in Refs. 34 and 35. In this article, we extend this approach
to include ng-qubit gates, where ng > 1 is the number of qubits on

which the gate acts. When represented as a matrix, an ng-qubit gate
corresponds to a 2ng × 2ng unitary matrix, which may then again be
compiled down to one- and two-qubit gates using the QSD. How-
ever, it should be noted that the circuit depth and with it the number
of CNOT gates of such a decomposition increase significantly for
increasing ng (see Appendix A) such that it is typically beneficial to
keep ng small.

The considered approach involves applying the staircase lay-
ers of ng-qubit gates on the initial state ∣0⟩⊗N, defining a variational
Ansatz ∣ψQC⟩ =∏nlayer

l=1 ∏
ngate
i=1 Ŵ l

i∣0⟩⊗N . Here, nlayer is the number of
staircase layers, ngate = N + 1 − ng is the number of ng-qubit gates
per layer, and Ŵ l

i denotes the ith ng-qubit gate in layer l, which needs
to be optimized to prepare the target state.

The quantum circuit is schematically illustrated with the blue-
colored layers of gates in the second panel in Fig. 1. The variational
expressivity of the Ansatz can be increased by increasing the val-
ues of ng and nlayer to achieve the targeted accuracy in the state
preparation.

The parametric circuit of staircase layers is optimized on a
classical computer by maximizing the fidelity, F, between the trial
quantum state, ∣ψQC⟩, and the MPS GS wave function, ∣ψMPS⟩,

F[{Ŵ}] = ∣⟨ψMPS∣ψQC∣∣2. (5)

We construct the optimized parametric circuit by considering
different numbers of layers, nlayer, of ng-qubit gates included in the
circuit. For each Ansatz, we sequentially update each ng-qubit gate,
Ŵ l

i, to locally maximize the overlap with the MPS GS. We opti-
mize each Ŵ l

i in order of increasing i within a given layer, l, before
proceeding to optimize each gate in the next layer. This sweep-
ing process is repeated until the improvement made to the overlap
with the target MPS state through a sweep falls below a set toler-
ance, at which point an additional staircase layer of ng-qubit gates is
added. To initialize a new layer, we make use of low bond dimension
approximations to the MPS wavefunction,30 giving a good starting
point for a subsequent optimization of the circuit with the sweeping
scheme.
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For each of the sequential updates used in this optimization
scheme, the ng-qubit operator Ôl

i that optimizes the fidelity can be
found analytically.30,34 While the general analytical solution, Ôl

i, is
not generally unitary, we can obtain a unitary approximation to
maximize the fidelity by constructing the closest unitary approxima-
tion to Ôl

i. This is achieved by using a singular value decomposition
of Ôl

i = U†SV , with unitary matrices U† and V , from which the
optimal unitary approximation for the update of Ŵ l

i is obtained
as30,33,34,36,37

Ŵ l
i = U†V. (6)

Following Ref. 30, we employ MPS representations of the interme-
diate states required to evaluate Ôl

i in order to allow for efficient
classical optimization of the quantum circuit. The order of optimiza-
tion used here allows us to reuse the intermediate states constructed
when optimizing individual tensors,30 which significantly improves
the efficiency of the algorithm. The optimization process is schemat-
ically illustrated in the second panel in Fig. 1. We note here that
one does not use a quantum computer to perform the minimiza-
tion and that all these computations are performed using MPS
representations of the quantum states.

3. Hybrid state preparation
The variational state compilation requires the ability to effi-

ciently represent intermediate states as a compact tensor network.
We found that often the application of staircase layers in the varia-
tional compilation approach leads to a growth of the bond dimen-
sion when applying the circuit in reverse to the target MPS, as is
required in the variational compilation approach. This limits the
approach to the use of few staircase layers, beyond which the compi-
lation becomes classically intractable. This can become a limitation
in the preparation of MPS for larger systems if very high fidelities are
required.

As an alternative, we also consider the application of a hybrid
approach, bridging between the exact decomposition and a vari-
ational preparation of the state. By exploiting knowledge about
the exact decomposition, we apply a variational compilation of
intermediate states, restricting the size of the variational Ansatz to
small blocks, which are pieced together to compile the target. Our
approach is based on the exact decomposition of the MPS according
to Eq. (4), where we iteratively compile the many-body unitaries Û i
one after the other with a variational approach.

We define the ith target state as the intermediate state obtained
from the application of the first i unitaries in the exact decom-
position to the zero state, ∣ψt

i⟩ =∏i
j=1 Û j ∣0⟩⊗N . Rather than com-

piling the final target state in one step, we iteratively design gate
sequences preparing intermediate target states. We maximize the
fidelity between the ith intermediate target state and a chosen Ansatz
constructed from a set of two-qubit unitaries {Ŵ i} in a manner sim-
ilar to what is presented in Sec. II A 2. This gives an approximation
to the ith intermediate target as ∣ψapprox

i ⟩ =∏ j Ŵ i
j ∣ψapprox

i−1 ⟩, where
∣ψapprox

i−1 ⟩ corresponds to the compiled approximation of the previ-
ous target (or the zero state in the first step). Here, the Ansatz of
two-qubit gates, Ŵ i

j , only acts on the small subset of qubits of the
target unitary Û i, thus reducing each variational compilation step

to a small subspace of qubits. As the rotation between intermedi-
ate states of an exact decomposition only acts on few numbers of
qubits by construction, we can efficiently perform each variational
compilation by tracing out all qubits the rotation does not act on.
This allows us to avoid the computation of a reverse application of
the circuit to the final target state as a tensor network, thus not caus-
ing the explosion of the bond dimension observed in the variational
approach.

In contrast to the QSD, the compilation of intermediate states
with a classical variational approach allows for the use of different
Ansätze, which may be chosen to satisfy certain requirements about
the connection topology or gate sets that can be realized on a device.
Here, we assume an all-to-all connectivity within each local block
and iteratively grow the Ansatz for a unitary block until a suffi-
cient fidelity between the target intermediate state and the Ansatz
is achieved. Starting from an empty set of gates {Ŵ i} initially, we
add a new two-qubit gate Ω̂ in each step to improve the expressiv-
ity of the Ansatz. This is then optimized according to the scheme
outlined in Sec. II A 2. We repeat these two steps until the fidelity
between the approximation and the intermediate target, F[{Ŵ i}]
= ∣⟨ψapprox

i ∣ψt
i ∣∣2, surpasses a pre-defined fidelity threshold, Fi

thresh. To
pick a new two-qubit gate to be added to the Ansatz, we identify a
suitable two-qubit gate by looping over all potential pairs of qubit
indices and testing the fidelity improvement when adding the gate
at any position in the sequence of gates. We define the most suitable
gate to be the one specified by the two qubit indices and position in
the Ansatz where the largest fidelity improvement is observed when
initializing the unitary with the locally optimal parameters according
to Eq. (6).

Within the protocol, we control the accuracy vs gate count
trade-off in the state preparation by setting a global target fidelity
for the state preparation, Ftarget. As the preparation errors in the iter-
ative state compilation accumulate, the intermediate states generally
need to be prepared to higher fidelities. We achieve an (approx-
imately) homogeneous distribution of the error across the Ansatz
by setting the threshold for the compilation of the ith intermediate
state to Fi

thresh = Fi
max × F(1/Nblocks)

target . Here, Nblocks is the total number
of intermediate states that are compiled, and Fi

max is the maximum
fidelity that can be achieved for the ith intermediate state, taking into
account errors made in the preparation of preceding intermediate
states. The size of the blocks in the compilation is controlled by the
bond dimensions in the target MPS. Depending on the target fidelity
Ftarget, we apply an additional bond dimension truncation of the tar-
get state to reduce the computational overhead of the method. In
analogy to the exact preparation approach, we truncate the bond
dimensions of the target state ∣ψMPS⟩ so that the fidelity between
the truncated and untruncated MPS remains greater than

√
Ftarget.

This reduces the gate count of the compiled MPS, while ensuring
that the main source of error in the state preparation circuit stems
from the error made in the variational compilation of intermediate
states.

B. Quantum subspace expansion for Green’s
functions

The quantum circuit optimized on the classical computer can
now be executed on a quantum computer so that ∣ψQC⟩ is pro-
duced on the quantum computer. We use it as the starting point
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to perform its time evolution on the quantum computer and with
it obtain the GF. There are several quantum algorithms that use the
time evolution of quantum states to compute the GF on a quantum
computer,18,25,38–46 which differ in scalability and required quantum
resources. Here, we use a modified version of the quantum subspace
expansion algorithm for GFs (QSEG)25 due to its potential scalability
to large systems with a moderate number of required Trotter steps.
Compared to the QSEG algorithm in Ref. 25, here, we obtain the GS
wave function directly on the quantum computer using the MPS-
based circuit outlined above. This significantly reduces the number
of matrix elements that need to be evaluated on a quantum computer
when compared to Ref. 25.

Within QSEG, the greater GF in Eq. (2) is represented using a
Krylov basis set with a continued fraction

G>(z) = 1

z − a0 − b2
1

z−a1− b2
2

z−a2....

, (7)

and analogously for the lesser GF. ai and bi are obtained using the
Lanczos algorithm, which orthogonalizes the Krylov basis, defined as
∣ϕ0⟩, H∣ϕ0⟩, H2∣ϕ0⟩ . . ., where ∣ϕ0⟩ = ĉ †∣GS⟩. Since the creation oper-
ator is a sum of two Pauli strings, the state ∣ϕ0⟩ is also a sum of two
wave vectors, one for each of these Pauli strings.25 Once orthogo-
nalized within the Lanczos scheme, the Hamiltonian is tridiagonal
in this basis, bringing the GF in Eq. (2) into the continued fraction
representation presented in the equation above.

To represent the Krylov basis, we use the QSEG framework
of Ref. 25, where each Krylov vector is decomposed as a linear
combination of subspace basis vectors ∣ψk⟩ = Û(Δt)k∣ϕ0⟩, where
Û is a unitary operator approximating the time evolution e−iΔt H

with a Trotter expansion (for ease of notation, we absorb h into
our definition of time). Here, k ∈ [−nl, nl], where nl is an integer
that sets the size of the basis used to expand the Krylov vec-
tors.25 One then needs to evaluate on the quantum computer the
overlap and Hamiltonian matrix elements for these basis vectors,
given by

Sij = ⟨ϕ0∣Û(Δt)−iÛ(Δt)j ∣ϕ0⟩, (8)

Hij = ⟨ϕ0∣Û(Δt)−iĤÛ(Δt)j ∣ϕ0⟩, (9)

respectively. These can be obtained on a quantum computer with
different methods, such as the Hadamard test.47 To perform the
Trotter expansion, we use the scheme in Ref. 25, where the time evo-
lution of the quadratic part of the Hamiltonian is performed exactly.
The evaluation of these matrix elements on the quantum computer
is schematically illustrated in the third box in Fig. 1. We note that
one may greatly reduce the number of matrix elements that needs
to be computed by exploiting the fact that Sij is a Toeplitz matrix,
where the elements only depend on i − j, and that if a small enough
Trotter step is used, then also Hij becomes approximately a Toeplitz
matrix (see Appendix B for details).

These S and H matrices obtained on a quantum computer are
then used on a classical computer to perform the orthogonalized
Krylov basis construction,25 and with it to obtain the GF and the
DOS. This is schematically illustrated in the last panel in Fig. 1.

III. BENCHMARKING THE PIPELINE FOR A STRONGLY
CORRELATED MATERIAL

We demonstrate our algorithm on the prototypical strongly
correlated metal with perovskite structure SrVO3,48,49 where a non-
perturbative method such as DMFT is required to obtain the correct
renormalization of the quasi-particle bands. We first compute the
ground state using density functional theory within the local density
approximation with the Questaal code.50 Then, the DMFT subspace
is constructed via local projection onto the three V t2g orbitals.
The continuous bath is discretized by fitting the hybridization func-
tion, Δ, with a finite number of bath orbitals on the Matsubara
axis for a fictitious inverse temperature of βf = 200 eV−1. The finite
βf broadens sharp peaks in the hybridization so that it can be
computed with a finite grid on the imaginary axis. In Fig. 2, we
plot the obtained hybridization function of the first DMFT itera-
tion with 9, 18, and 27 bath orbitals on the Matsubara axis and
compare it to the target continuous bath hybridization. There is
a significant discrepancy between the nine bath orbitals results
and the continuous bath solution. The agreement improves for
18 bath orbitals, and the representation becomes effectively exact
for 27 bath sites.

We therefore perform the computation of the GS for the three
impurity sites coupled to 9, 18, and 27 bath sites, requiring 24, 42,
and 60 qubits in total, respectively, when using the Jordan–Wigner
transform and two spins per site. We make use of a set of orbitals
for the bath that make the hopping matrix (containing the hop-
ping matrices for the impurity, ϵij, and bath, ϵd

i j , orbitals and the
hybridization matrix, V ij) block tridiagonal, where each block has
a dimension of nimp. We perform a DMRG calculation to obtain an
accurate MPS representation of the GS wave function, ∣ψMPS⟩, and
GS energy, EGS. This results in MPS GS representations with max-
imum bond dimensions of χmax = 245 (24 qubits), χmax = 745 (42
qubits), and χmax = 810 (60 qubits). While the ground state prob-
lem is thus still classically manageable, the order of magnitude of the
bond dimensions also indicates that the ability to capture a time-
evolution, typically causing an increase in the bond dimension, will
mostly be classically intractable with tensor network techniques.
This is where the application of quantum computing offers an
appealing alternative as all the circuits to perform a time evolution
can be obtained easily.

FIG. 2. Comparison between the target continuous bath hybridization function
(black dashed line) and the hybridization function for a discretized bath with an
increasing number of bath sites, on the imaginary axis (ωn = (2n + 1)π/βf).
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FIG. 3. Infidelity (upper panels) and
energy difference (lower panels) of the
compiled state preparation quantum cir-
cuits with respect to the number of CNOT
gates for the SrVO3 GS with three impu-
rity sites, for 9 (left), 18 (center), and for
27 bath orbitals (right). The figure shows
the results for a compilation of a target
ground state MPS with an exact compi-
lation of a truncated MPS (blue, circles),
a variational compilation into staircase
layers with Ng = 2 (green squares) and
Ng = 3 (red squares) qubit gates, and a
hybrid approach (orange crosses).

We set up the quantum circuits to obtain ∣ψQC⟩ based on the
introduced compilation protocols. Figure 3 represents the conver-
gence of the quantum circuit to the MPS state for different gate
counts of the quantum circuit. The top panel represents the con-
vergence in terms of the infidelity, 1 − F, for calculations at different
system sizes, and the bottom panel shows the corresponding energy
difference, ΔE, of the optimized quantum circuit as a function of
the number of CNOT gates in the circuits transformed into single
qubit rotations and CNOT gates via the QSD. In general, all three
compilation protocols give a consistent improvement in the repre-
sentation of the state for more complex quantum circuits, which
manifests in smaller infidelities and energy errors as the CNOT
counts increase.

All three compilation approaches are viable alternatives to
prepare an approximate ground state on the device. The practi-
cal suitability of the techniques depends on the specifics of the
performed experiment, in particular the accuracy in the GS prepa-
ration necessary for the computation of Green’s functions, as well
as hardware requirements of the quantum computing device. While
the exact compilation approach guarantees that the MPS can be
compiled to arbitrary accuracies, this comes at the cost of a gate
count, which is linear in system size and in bond dimension of the
MPS. This generally results in large CNOT counts in the extracted
quantum circuit. Already for the 24 qubit system, more than 106

CNOT gates are required for the exact state preparation, making
the practical execution of the approach on near-term hardware
infeasible.

Here is where the variational compilation offers an appeal-
ing alternative. With a variational compilation using staircase layers
with ng = 2, we obtain infidelities in the prepared state of the order of
1 − F = 10−1 using significantly fewer CNOT gates than in the exact
compilation, requiring only ≈400 CNOT gates for the compilation
of the 24 qubit GS to this level of accuracy. However, despite a rapid
initial convergence, we are not able to reach an energy difference
below 10 meV with the variational circuit optimization by increas-
ing the gate count of the variational Ansatz. In the 42 qubit case,
we can obtain an overlap of ≈92% with 2-qubit gates (which corre-
sponds to an error in the energy of ≈0.3 eV) before it plateaus and
the classical optimization of the Ansatz becomes infeasible. While
we are able to reduce this to an energy error of ≈0.2 eV by utilizing
a staircase Ansatz with ng = 3, at the cost of increasing the CNOT

count to ≈5000, this also runs into computational limitations if a
higher accuracy state preparation is desired.

If the number of CNOT gates is not a major limitation of the
device, which may occur in the fault-tolerant era, building upon the
exact decomposition of the MPS as a quantum state offers an alter-
native to achieve higher state preparation accuracies. In the studied
example, we obtain a comparable relationship between the CNOT
count of the circuit and the preparation accuracy for a variational
compilation of intermediate target states and their exact preparation
via the QSD. Although the hybrid approach does not significantly
reduce the number of CNOT gates in the preparation circuit, we
expect its main advantage to lie in the fact that the variational circuits
for the representation of intermediate states can easily be informed
by hardware requirements, as is usual for variational approaches.
This may, for example, help to reduce the depth of the circuits by
going to hardware-efficient Ansätze51 for the different blocks or
base the Ansätze on connectivity topologies of the device. Already
within the employed protocol, not constraining the connectivity in
the Ansatz or targeting low-depth circuits, we observe a small but
consistent reduction in the depth of the circuits as compared to the
QSD. This is highlighted in Appendix A, where we plot the same
data as in Fig. 3, but as a function of the circuit depths (measured as
the number of non-parallel CNOT gates). In order to reach a fidelity
of ≈0.9 for the preparation of the 60 qubit state, the exact compila-
tion leads to a depth of ≈105 gates, which is reduced by ≈20000 gates
with the hybrid approach.

While the exact compilation approach currently offers the only
route to reliably achieve arbitrary state preparation accuracies, in
the following, we provide numerical evidence that the algorithm
can even succeed with a non-exact compilation of the target state,
as achieved by the variational approach. The ability to use the
sparse and compact state preparation schemes can thus signifi-
cantly reduce the resource requirements for a realization on actual
hardware.

Having obtained the quantum circuit for the GS wave function
using the TN classical computing approach above, we can exe-
cute the circuit on a quantum computing emulator. With this ∣GS⟩
= ∣ψQC⟩, we then evaluate the matrix elements in Eqs. (8) and (9) by
performing the Trotter time evolution, and with them obtain the GF
(see Fig. 1). We use the Qulacs state vector emulator52 to perform
these simulations. Since the computing resources required in these
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FIG. 4. The local DOS of the first DMFT iteration for SrVO3 computed with the MPS + QSEG algorithm for nl = 200 and Δt = 0.05 eV−1. Here, we show the DOS of the t2gxy
orbital (the two other t2g orbitals have very similar accuracy). The upper panels (a)–(d) show the GF computed with the approximate GS energy obtained on the quantum
circuit (EQS = ⟨ψQC∣Ĥ∣ψQC⟩), and the lower panels (e)–(h) show the results for the accurate MPS GS energy (EGS = ⟨ψMPS∣Ĥ∣ψMPS⟩). In each panel, we compare the DOS
obtained using the quantum circuit representation of the GS (blue solid lines) with the DOS obtained using an exact diagonalization technique (black dashed lines). The GS
overlap f for each DOS is given above the panels, as well as the used values of ng and nlayer to obtain this overlap.

state vector emulations are much higher than for our MPS-based GS
computations, we can only simulate the 24 qubit system, while the 42
and 60 qubit systems are beyond what can be treated with our avail-
able resources. We use a Trotter step of Δt = 0.05 eV−1 and nl = 200
for the basis used in the QSEG algorithm.

We systematically evaluate the quality of the obtained GF
for different levels of fidelity F = ∣⟨ψMPS∣ψQC∣∣2. To this aim,
we compute the exact reference GF using an exact diagonal-
ization technique.44,53 In Figs. 4(a)–4(d), we compare the local
DOS [DOS(ω) = − 1

π ImG(ω + iδ), where here we use δ = 0.1 eV]
obtained using the compiled quantum circuit representations of the
MPS GS with increasing overlap. The exact compilation of the GS
MPS sets the baseline accuracy for the DOS computed with the
subspace approach with a state preparation fidelity of F = 1 shown
in Fig. 4(d). We find that, only for this exact compilation of the
GS, the DOS is in approximate agreement with the exact refer-
ence DOS. While this shows that the algorithm is able to faithfully
extract the DOS with the chosen parameters, it may also sug-
gest that very high fidelities, and hence accurate GS energies, are
required for the quantum circuit representation of the GS wave
function.

To obtain an accurate GF also for lower values of the over-
lap, we note that a significant part of the difference from the exact
DOS is caused by shifts in the peaks. One reason for such shifts
is that the GS energy computed with the quantum circuit, EQC
= ⟨ψQC∣Ĥ∣ψQC⟩, differs from the exact EGS, as shown in Fig. 3. To
improve the GF obtained with our quantum algorithm, we there-
fore take advantage of the fact that we have access to the exact MPS
GS energy EGS independently of its quantum circuit representation
and use this energy EGS in Eqs. (2) and (3) for the computation
of the GFs. The results when using this approach are shown in
Figs. 4(e)–4(h). One can see that with this method, the DOS con-
verges to the exact DOS already using the variationally compiled
state with nlayer = 8 layers of ng = 2 qubit gates, giving a lower fidelity

of about F = 0.93. This is an important advantage of our scheme:
we do not need to have a perfect match between the exact GS
and the compiled quantum circuit because the exact GS energy
is obtained with excellent numerical precision on a classical com-
puter. For the 42 and 60 qubit calculations, we obtain fidelities of
up-to ≈93% and ≈89% using the resource-efficient variational cir-
cuits constructed from two-qubit staircase layers (see Fig. 3). We
expect this level to be sufficient to extract an accurate representa-
tion of the GF if the time-evolution could be executed, either on an
emulator with larger classical computing resources or directly on a
quantum computer.

The concept presented here of preparing the initial state on
the quantum computer from a tensor network solution obtained
on a classical computer, followed by a Hamiltonian time evolu-
tion on the quantum computer, also applies to similar tasks. For
example, when the tensor network approaches themselves give only
an approximate ground state, one can first use the tensor net-
work based approach to obtain a variational approximation of the
ground state that is initially prepared on the quantum computer
and then perform quantum phase estimation in analogy to a time-
evolution to improve it and bring it closer to the true ground
state.54,55

IV. CONCLUSION
In conclusion, in this article, we have proposed an Anderson

impurity solver using classical and quantum computing resources.
The GS is first determined with classical TN methods, and then, a
quantum circuit representing this GS is constructed on the classical
computer. This circuit can be executed on a quantum computer, and
subsequently, time evolution of the state can be performed to obtain
the Hamiltonian and overlap matrix elements within a quantum
subspace expansion approach, and with these, the GF is obtained.
Combining the strengths of the classical and quantum methods
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allows us to obtain the GF of an impurity model for the real material
SrVO3, represented on 24 qubits on an emulator. We outline dif-
ferent strategies to prepare the initial state for the same material
with 42 and 60 qubits that could allow for systematic improvement
of the constructed GF if either larger classical computing resources
would be available for the time evolution quantum emulation or if
the time evolution was executed directly on a quantum computer.
To further improve the scalability of the classical tensor network
computation, this method can be extended to more general tree ten-
sor networks or fork tensor networks, which have shown success for
treating multi-orbital impurity models.8,9
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APPENDIX A: CNOT COUNT OF n g-QUBIT GATES

An arbitrary ng-qubit unitary operator can be implemented on
a quantum computer using one-qubit gates (Rx, Ry, Rz) and CNOT
gates. Table I provides the number of CNOT gates required to
implement one general ng-qubit gate using the optimized quantum
Shannon decomposition, which is given by NCNOT = 23

48 4ng − 3
2 2ng

+ 4
3 ,31 for ng up to 5.

Some of the unitaries in the staircase Ansatz can be per-
formed in parallel which reduces the depth—in terms of non-
parallel CNOT gates—of the circuit to ((nl − 1)ng + (nq − ng
+ 1))NCNOT(ng), with nl being the number of layers and nq being
the total number of qubits. Figure 5 represents the same data as
shown in Fig. 3, namely, the infidelity for the 24, 42, and 60 qubit
calculations in the top panel and the corresponding energy differ-
ence in the bottom panel, but now as a function of the number of
non-parallel CNOT gates. In terms of the depth, the variationally
optimized circuit of 2 qubit unitaries is generally far more effi-
cient than the other schemes, achieving fidelity levels of the exact
decomposition with almost a factor of 103 less gates. As outlined
in the main text, the practically achievable preparation fidelity is
however limited, requiring the application of alternative compilation
strategies if the initial state needs to be prepared to higher fidelities.

APPENDIX B: REDUCING THE NUMBER OF MATRIX
ELEMENTS THAT NEEDS TO BE COMPUTED

For each matrix Sij and Hij [Eqs. (8) and (9) in the main text],
there are (2nl + 1)2 matrix elements. Both matrices are symmetric,

TABLE I. CNOT count of a ng-qubit gate using the optimized quantum Shannon
decomposition.31

Number of qubits CNOT gate count

2 3
3 20
4 100
5 444
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FIG. 5. Infidelity [(a)–(c)] and energy
difference [(d)–(f)] of the compiled
state preparation quantum circuits with
respect to the circuit depth measured as
the number of non-parallel CNOT gates
in the circuit, with three impurity sites,
for 9 [(a) and (d)], 18 [(b) and (e)], and
27 bath orbitals [(c) and (f)].

reducing the number of independent elements to (2nl+1)(2nl+2)
2 .

Moreover, Sij is a Toeplitz matrix (its elements only depend on
i − j), further significantly reducing the number of its indepen-
dent elements to only 2nl + 1. If the time evolution operator Û(Δt)
is executed exactly, one has Hi j = ⟨ϕ0∣ĤÛ(Δt) j−i∣ϕ0⟩ since in this
case Ĥ commutes with Û(Δt) = e−iΔt H , making Hij a Toeplitz
matrix as well.

In practice, however, Û(Δt) is executed approximately, hence
Ĥ only approximately commutes with Û(Δt). More precisely, in
this work, the time evolution operator is approximated by the Trot-
ter expansion Û(Δt) ≈ e−iĤ intΔt/2e−iĤ 0Δt e−iĤ intΔt/2, where the error
scales as O(Δ3

t ). Here, we have introduced

H0 =
nimp

∑
ij
∑
σ
ϵij ĉ†iσ ĉjσ +∑

σ

nb

∑
ij
ϵd

i j d̂
†
iσ d̂jσ

+
nimp

∑
i

nb

∑
j
∑
σ

Vij(ĉ†iσ d̂jσ + d̂†
jσ ĉiσ), (B1)

Hint =
nimp

∑
ijkl
∑
σσ′

Uijlkĉ†iσ ĉ†jσ′ ĉkσ′ ĉlσ. (B2)

Therefore, as Δt decreases, the error introduced by per-
forming the commutation Hi j = ⟨ϕ0∣Û(Δt)−iĤÛ(Δt) j ∣ϕ0⟩
≈ ⟨ϕ0∣ĤÛ(Δt) j−i∣ϕ0⟩ also decreases, until Hij becomes a Toeplitz
matrix to a good approximation. However, decreasing Δt also
increases the depth of the circuit required to reach a given total evo-
lution time. Therefore, it needs to be verified whether performing the
commutation leads to a reasonable error for practical values of Δt .

We test the resulting accuracy of the GF for our SrVO3 AIM
system when using a Toeplitz approximation for Hij. To ensure sys-
tematic reduction of the Trotter error for a fixed Krylov basis set
size, we employ a multi-step approach with multiple Trotter steps
per Krylov basis state. This gives Hi j ≈ ⟨ϕ0∣ĤÛ(Δt/nT)nT( j−i)∣ϕ0⟩,
where nT is the number of Trotter steps applied per basis state.
We test this approximation for two different values of Δt , namely,
Δt = 0.05 eV−1 and Δt = 0.025 eV−1, using a fixed nT = 4. We keep
the number of basis states in the subspace expansion equal to
nl = 200 for both cases such that the depth of both circuits is the
same. The other parameters are the same as those used for the DOS
plot in Fig. 4(h).

FIG. 6. The DOS of the impurity model calculated using MPS + QSEG (orange
curves) for Δt = 0.05 eV−1 [ (a) and (c)] and Δt = 0.025 eV−1 [(b) and (d)] using
nT = 4 Trotter steps per Krylov basis state, compared with the exact diagonaliza-
tion result (black dashed line). (a) and (b) The DOS obtained using Hij as defined
in Eq. (9), while the DOS shown in (c) and (d) is obtained using the approximation
Hi j ≈ ⟨ϕ0∣ĤÛ(Δt)

j−i
∣ϕ0⟩.

The upper panels of Fig. 6 show the DOS obtained using Hij
as defined in Eq. (9), while the DOS shown in the bottom pan-
els is obtained using the approximation Hi j ≈ ⟨ϕ0∣ĤÛ(Δt) j−i∣ϕ0⟩.
For Δt = 0.05 eV−1, which is the value also used in the calculation
in the main text for Fig. 4(h) (however with nT = 1), the use of
the approximated Hij gives a DOS that is not in agreement with
the exact diagonalization result (black dashed line). This points to
the accumulation of significant Trotter errors in the circuit for this
Trotterization of the time evolution, which does not affect the DOS
when evaluating the matrix Hij exactly [see Fig. 6(a)]. However,
when decreasing the time step to Δt = 0.025 eV−1, the agreement
between the obtained DOS with the exact solution is significantly
better, both with and without the Toeplitz approximation to the
Hij matrix. These results confirm that the approximated relation
Hi j ≈ ⟨ϕ0∣ĤÛ(Δt) j−i∣ϕ0⟩ can be applicable in practical calculations,
provided that Δt/nT is small enough, in which case the number of
matrix elements to be computed is significantly reduced by taking
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advantage of the Toeplitz form of the matrix. Whether, for a general
system, it is feasible to reach the smallΔt/nT required depends on the
details of the system, the characteristics of the quantum device, and
the construction of the time evolution circuit and must be assessed
on a case-by-case basis.
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