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A B S T R A C T

Within this work we investigate the role that the microstructure of a poroelastic material has on the resulting
elastic parameters. We are considering the effect that multiple elastic and fluid phases at the same scale
(LMRP model (L. Miller and R. Penta, 2020)) have on the estimation of the materials elastic parameters
when compared with a standard poroelastic approach. We present a summary of both the LMRP model and
the comparable standard poroelastic approach both derived via the asymptotic homogenization approach. We
provide the 3D periodic cell problems with associated boundary loads that are required to be solved to obtain
the effective elasticity tensor for both model setups. We then perform a 2D reduction of the cell problems,
again presenting the 2D boundary loads that are required to solve the problems numerically. The results of
our numerical simulations show that whenever investigating a poroelastic composite material with porosity
exceeding 5% then the LMRP model should be considered more appropriate in incorporating the structural
details in the Young’s moduli 𝐸1 and 𝐸3 and the shear 𝐶44. Whenever the porosity exceeds 20% it should also
be used to investigate the shear 𝐶66. We find that for materials with less than 5% porosity that the voids are
so small that a standard poroelastic approach or the LMRP model produce the same results.
1. Introduction

Poroelasticity, developed by Biot (1955, 1956a,b, 1962) is an ex-
tremely useful modelling framework which can be used to determine
the effective mechanical behaviour of structures that comprise an elas-
tic matrix with a permeating fluid flow. The theory is applicable to
physical systems where there are interactions between an elastic solid
and a fluid at the scale where both phases are distinct. This theory
has been applied to the following biophysical examples. Firstly to hard
hierarchical tissues, an example of which is bones and tendons (Cowin,
1999; Weiner and Wagner, 1998). It can also be applied to soft bio-
logical tissues such as the interstitial matrix in healthy and tumorous
tissues (Bottaro and Ansaldi, 2012), the heart (myocardium) and artery
walls (Cookson et al., 2012; May-Newman and McCulloch, 1998; Bukac
et al., 2015; Chapelle et al., 2010). There are also applications to
artificial constructs and biomaterials (Flessner, 2001; Karageorgiou and
Kaplan, 2005; Chalasani et al., 2007).

The key relevance of studying poroelastic materials is to obtain
a comprehensive understanding of the elastic properties of the given
material based on the properties of the individual constituents.

The elastic properties of the poroelastic material depend on the
interactions between all the various constituents involved in the struc-
ture. These interactions can be very complicated and they generally
occur on the materials porescale. The porescale is much smaller than
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the scale of the entire tissue that is being modelled and this scale is
called the macroscale.

It is key to a thorough understanding of the effective macroscale
properties of the material to relate them to the properties and interac-
tions of the porescale constituents. However, computationally it would
be potentially impossible to resolve all the porescale details and inter-
actions. It is for this reason that a variety of homogenization techniques
have been developed. These homogenization techniques (Mei and Ver-
nescu, 2010; Auriault et al., 2010; Holmes, 2012), aim to provide a
macroscale model where the porescale details have been incorporated
in the effective model coefficients. These techniques include mixture
theory, volume averaging and asymptotic homogenization (Hori and
Nemat-Nasser, 1999; Davit et al., 2013).

The asymptotic homogenization technique has been used to model
poroelastic materials (Burridge and Keller, 1981; Wang, 2017; Lévy,
1979; Penta et al., 2020). It has more recently been extended to
include growth (Penta et al., 2014), vascularized poroelastic mate-
rials (Penta and Merodio, 2017), active poroelastic materials (Collis
et al., 2017; Brown et al., 2014), poroelastic composites (linear and
non-linear) (Miller and Penta, 2020, 2021b) and double poroelastic ma-
terials (Miller and Penta, 2021a). Numerically the role of porosity and
microscale solid matrix compressibility on the mechanical behaviour of
poroelastic materials have been investigated in Dehghani et al. (2018)
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and the macroscale behaviour investigated in Dehghani et al. (2020).
Homogenization has also been used in the context of double porosity
in fluid-saturated elastic media (Rohan et al., 2015). In this case the
authors considered the coupling between a poroelastic phase and a fluid
phase and then provide an application to compact bone in Rohan et al.
(2012). It has also been used to investigate tissue perfusion (Rohan and
Cimrman, 2010; Rohan et al., 2021).

Within this work we will compare the resulting elastic parameters
arising from solving the LMRP model (Miller and Penta, 2020) for
poroelastic composites compared to the parameters that arise from
solving a model for an elastic composite where the matrix is poroelastic.
In other words we determine the effect of considering the interactions
of three different phases (two elastic and one fluid) at the porescale
compared with the interactions of two elastic phases, one of which re-
sults from a further homogenization problem at a finer scale (Burridge
and Keller, 1981; Dehghani et al., 2018). This means that when a ma-
terial’s microstructure comprises a matrix, embedded elastic subphases
and fluid filled pores then using current models (excluding the LMRP
model) means that the assumption that the matrix is homogeneous
(ignore the subphases) has to be made or we must carry out a two-step
process. The two-step process involves first solving the porous matrix
problem and then solving a composite that comprises the subphases
and the results of the porous matrix simulations (the so-called standard
poroelastic approach in this work). This second approach means that
even when considering the three phases, these are not all at the same
scale, which is what the intended application actually possesses as a
microstructure. This means that estimations of the parameters cannot
be fully reliable. We therefore developed the LMRP model to remove
this issue. This analysis will highlight under which circumstances the
LMRP model provides a more accurate description of the effective
elastic parameters of a poroelastic composite material. We can describe
our computational platform for the LMRP model as robust, in the sense
that it is very applicable to a variety of situations. That is, the platform
can be altered for a variety of geometries including short fibres, various
directions of fluid flow, a variety of different shaped inclusions and a
wide range of constitutive properties of the constituents.

The paper is organized as follows. In Section 2, we introduce the
LMRP model for poroelastic composites, derived in Miller and Penta
(2020), and also introduce a comparative setup that focuses on a
standard poroelastic (Biot’s poroelasticity) approach. In Section 3 we
have a variety of subsections each individually aimed at introducing
the computational setup that would be required to solve the 3D and
also the reduced 2D cell problems that arise from both models intro-
duced in Section 2. In Section 4, we provide the results of our 2D
simulations. In Section 5 we carry out 3D simulations for a different
geometrical setup, namely the case of short fibre elastic inclusions,
and obtain the elastic parameters. In Section 6, we conclude our work
by discussing the limitations of the current simulations and provide
further perspectives of the types of problems that the model could
investigate and the biological scenarios where it would be best applied.
We also have an Appendix which contains a detailed 2D reduction
of the cell problems for the LMRP model for poroelastic composites
for orthotropic constituents. This cases is the most general and under
simplifying assumptions it can also be used as a framework for the 2D
cell problems for standard poroelasticity and elastic composites with
elastic properties with any possible symmetries. Within the appendix
we also provide a guide to the numerical simulations and meshing
as well as giving an example of the applicability of the model to
investigating the elastic parameters of the human heart.

2. Governing equations

In this section we describe the governing equations for a poroelastic
composite, the LMRP model (Miller and Penta, 2020), and the gov-
erning equations for standard Biot’s poroelastic materials with elastic
inclusions. In Fig. 1 we can see a comparison of the microstructure of
2
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each model setup. We note that in order to exemplify the difference
that being able to account for multiple elastic and fluid phases all at the
same scale has in comparison to the existing computational frameworks
we have chosen the simplest geometry that considers uniaxial flow
and uniaxial fibre/subphase elongation. Also for the sake of symmetry
we arrange the fluid flow as four cylinders in the corners of the cell.
We also chose this microstructure as it allows for the reduction of
the microstructural cell problems to 2D, which we present clearly
in Appendix A.1 in a way that can be used as guidance to the reader
who would also like to reduce to 2D their own different cell problems.

On the left of Fig. 1 we have the porescale microstructure (periodic
cell) of the LMRP model for poroelastic composites. We can see that this
structure comprises a porous matrix 𝛺II, and elastic inclusion 𝛺I and
fluid filled pores 𝛺f . The interface between the matrix and the inclusion
is denoted 𝛤III and the interface between the matrix and the fluid is
denoted 𝛤II.

In Fig. 1 we have presented the different choices for the microstruc-
tures showing both the 3D and a 2D cross section of the domain.

Here we will introduce the effective balance equations for a poroe-
lastic composite derived by the asymptotic homogenization technique
in Miller and Penta (2020). The model is derived by considering
the fluid–structure interaction between a linear elastic porous matrix,
𝛺II, with embedded linear elastic subphases, 𝛺I, with a Newtonian
fluid, 𝛺f , flowing in the pores. The fluid–structure interaction problem
consists of balance equations for each elastic domain and the fluid do-
main, as well as constitutive laws. We also have the incompressibility
constraint for the fluid, and interface conditions such as continuity
of traction stresses, elastic displacements, and velocities. We make
the assumption that the size of the materials pores (the porescale) is
comparable with the distance between the adjacent subphases. This
length is then taken to be much smaller than the size of the whole
domain (the macroscale). We call the ratio of the length scales our scale
separation parameter. This allows us to decouple the spatial scales,
then by embracing the asymptotic homogenization technique we derive
the new macroscale model. The asymptotic homogenization technique
applies the assumption that all fields in the fluid–structure interaction
problem can be written as a power series of the scale separation pa-
rameter and then performing a multiple scale expansion we can derive
the cell problems that determine the model coefficients. The system of
partial differential equations that arises from applying the technique is
of poroelastic-type. The coefficients of the model encode the properties
of the microstructure, and can be computed by solving appropriate
cell problems which reflect the complexity of the underlying material
microstructure. The macroscale model comprises the balance of linear
momentum

∇𝑥 ⋅ 𝖳
LMRP
Eff = 0, (1)

and the conservation of mass equation

�̇�(0)

𝑀
= −∇𝑥 ⋅ ⟨𝐰⟩f − 𝜶 ∶ 𝜉𝑥�̇�(0), (2)

where we have that ∇𝑥 is the macroscale gradient operator, (we note
that with the subscript 𝑦 this would be the microscale gradient opera-
tor), 𝖳LMRP

Eff is the stress tensor (the superscript LMRP is used to show
that this is the stress that arises specifically from this model), 𝑝(0) is
the macroscale pressure, 𝜉𝑥 is the symmetric part of the macroscale
gradient operator, �̇�(0) is the leading order solid velocity, 𝐰 is the
average fluid velocity, 𝑀 and 𝜶 are the resulting Biot’s modulus and
ensor associated with the system respectively. The conservation of
ass equation relates changes in the fluid pressure to changes in the

luid and solid volumes. The macroscale model also comprises Darcy’s
aw

𝐰⟩f = −⟨𝑊 ⟩f∇𝑥𝑝
(0), (3)

here ⟨𝑊 ⟩f is the hydraulic conductivity tensor, and the constitutive
aw
LMRP = ⟨C M + C + C M + C ⟩ 𝜉 𝐮(0) + 𝜸𝑝(0), (4)
Eff I I I II II II 𝑠 𝑥
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Fig. 1. Comparison of the two models microstructures 2D sketch of the 3D domains.
where C𝑖 for 𝑖 = I, II is the elasticity tensor for the inclusion and matrix
respectively and the fourth rank tensors MI, MII are to be computed by
solving the microscale cell problems that will be discussed in the next
section. We can define the effective elasticity tensor C̃LMRP as

C̃LMRP = ⟨CIMI + CI + CIIMII + CII⟩𝑠, (5)

We should note that our effective elasticity tensor possesses tetragonal
symmetry, that is, possessing six distinct elastic entries. The reason for
this is that, while if we began with the orthotropic elasticity tensor, we
would have nine different elastic entries, as the geometry we selected is
a cube with embedded cylinders with circular basis, then the 𝑦1 and 𝑦2
directions are equivalent, and hence the reduction to six independent
elastic parameters.

We therefore have that the behaviour of the poroelastic composite
material can be fully described by the effective elasticity tensor C̃LMRP,
the hydraulic conductivity ⟨𝑊 ⟩f , the Biot’s tensor of coefficients 𝜶 and
the Biot’s coefficient 𝑀 . We have that these macroscale coefficients
read

𝜶 = 𝜙𝐈 − ⟨Tr(MII)⟩𝑠, 𝑀 = −1
⟨Tr(𝑄II)⟩𝑠

, 𝜸 = ⟨CII𝑄II⟩𝑠 − 𝜙𝐈, (6)

where the fourth rank tensors MI, MII and the second rank tensor 𝑄II
are to be computed by solving the microscale cell problems that will
be discussed in the next section and 𝜙 is the porosity.

We note that the notation ⟨𝜑⟩ is a cell average defined as

⟨𝜑⟩𝑘 = 1
|𝛺|

∫𝛺𝑘

𝜑(𝐱, 𝐲, 𝑡)d𝐲 𝑘 = f , s (7)

where 𝜑 is a general field in our system and |𝛺| is the volume of the
domain and the integration is taken over the porescale.

Now we wish to consider the governing equations for our alternative
comparison setup concerning standard poroelasticity with an elastic in-
clusion (SP). That is, the governing equations for a poroelastic material
3

containing an elastic inclusion derived via the asymptotic homogeniza-
tion technique. This standard poroelastic setup is merely created to act
as a comparison highlighting how to approach a material that possesses
a microstructure comprising a matrix, embedded elastic subphases and
fluid filled pores using the computational models already available in
the literature (assuming we had not yet created the LMRP model).
This approach uses a combination of standard poroelasticity, together
with elastic composites, however does not allow for the multiple elastic
and fluid phases to be considered all at the same scale. Hence, this
firstly justifies the introduction of the LMRP model, and also shows
that calculating the elastic parameters via this standard poroelastic
approach is not always entirely appropriate. We emphasize that this
work focuses on the comparison between the drained elasticity tensors
computed via the LMRP and SP approaches, respectively, see also
Remark 1.

We can determine that this microstructure is a limit case of the
double poroelasticity model (Miller and Penta, 2021a) when there is no
fluid in the inclusion. This is also the geometry considered in Chen et al.
(2020) and Royer et al. (2019). This means that we are considering
a linear elastic problem where the interactions take place between a
matrix (that is porous at a finer scale), 𝛺PM, and an embedded linear
elastic inclusion 𝛺I. An alternative setup in the context of hierarchical
models for fluid-saturated elastic media derived by asymptotic homog-
enization consists in considering the coupling between a poroelastic
phase (arising from a fine scale coupling between an elastic phase and
a fluid phase) and a fluid phase, as done in Rohan et al. (2015). In
this latter work the authors are considering the coupling between a
poroelastic phase and a fluid phase at the mesoscale, rather than the
coupling between a poroelastic phase and an elastic inclusion.

We should note that the elastic inclusion 𝛺I is the same in both
model setups, that is, it possesses exactly the same elastic properties
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and volume fraction, and it is only the scale at which the matrix
is porous that varies between this setup and the LMRP model. The
comparison between the LMRP and SP structures is shown in Fig. 1.
The interface between the inclusion and the porous matrix is denoted
𝛤PM. We assume that the distance between the embedded subphases
the microscale) is small compared with the size of the whole domain
the macroscale). By enforcing this scale separation we can decouple
he spatial scales and derive the effective governing equations for the
oroelastic material with an elastic inclusion. The governing equations
re those presented in the appendix of Miller and Penta (2021a) in the
imit of only fluid in one phase. The stress balance is given by

𝑥 ⋅ 𝖳
SP
Eff = 0, (8)

with the constitutive law

𝖳SP
Eff = ⟨CSP

I MSP
I + CSP

I + CPMMSP
II + CPM⟩𝑠𝜉𝑥�̂�(0) + 𝜸SP�̂�(0). (9)

where �̂�(0) is the macroscale pressure, �̂�(0) is the leading order elastic
displacement and

𝜸SP = ⟨CSPI𝑄SP
I + CPM𝑄SP

II ⟩𝑠 − 𝜶M. (10)

e have used the superscript SP to denote that this approach compares
ith Standard Poroelasticity. The second rank tensors 𝑄SP

I , 𝑄SP
II are to

e computed by solving microscale cell problems that encode details
f the materials microstructure and the second rank tensor 𝜶M is the
iot’s tensor of coefficients that arises from the homogenization of the
orous matrix at the finer scale. We can define the effective elasticity
ensor C̃SP as

̃SP = ⟨CSP
I MSP

I + CSP
I + CPMMSP

II + CPM⟩𝑠. (11)

here we have that CPM is the effective elasticity tensor that arises
rom carrying out the asymptotic homogenization technique on the
orous matrix, CSP

I is the elasticity tensor for the inclusion in this model
etup, and is equal to CI from the LMRP model. The fourth rank tensors
SP
I , MSP

II are to be computed by solving the microscale cell problems
hat will be discussed in the next section. We should note that our
ffective elasticity tensor possesses tetragonal symmetry for the same
easons geometrical reasons as described for C̃LMRP previously.

The macroscale model also comprises the conservation of mass
quation given by
̇̂𝑝(0)


= −∇𝑥 ⋅ ⟨𝐰eff ⟩f − �̃� ∶ 𝜉𝑥 ̇̂𝐮(0), (12)

where ̇̂𝐮(0) is the leading order solid velocity,  and �̃� are the resulting
Biot’s modulus and tensor associated with the system respectively and
are given by

�̃� = ⟨𝜶M +MT
M ∶ 𝜶M⟩𝑠,  =

⟨PM⟩𝑠

1 + ⟨PM(𝜶M ∶ 𝑄SP
II )⟩𝑠

(13)

and the 𝐰eff is given as the final macroscale equation (Darcy’s law)

⟨𝐰eff ⟩f = −⟨𝑊 ⟩f∇𝑥�̂�
(0), (14)

where PM is the Biot’s modulus of the porous matrix, and the second
rank tensor 𝑊 is a modified hydraulic conductivity tensor that accounts
for the differences in hydraulic conductivities at different points in the
microstructure.

Remark 1 (Undrained Effective Elasticity Tensors). We have presented
a brief summary of the LMRP model (Miller and Penta, 2020) and the
comparative setup SP that combines standard poroelasticity with elastic
composites. We have presented the whole model for each of these
setups for the sake of completeness however, the simulations focus
on only computing the effective drained elasticity tensor. However,
it would be possible to also compute the equivalent tensors for the
undrained case. To do this first for the LMRP model we would assume
4

that we had a static fluid filling phase and the undrained elasticity
tensor could be obtained using a static (2) in (4). This gives the
undrained effective elasticity tensor

C̃LMRP
undrained = C̃LMRP + 𝜶𝜶𝑀. (15)

In exactly the same way we would assume a static (12) and use in (9)
to obtain the undrained elasticity tensor for the standard poroelastic
with elastic inclusion approach.

C̃SP
undrained = C̃SP + �̃��̃�. (16)

By carrying out further simulations (which are beyond the scope of
this particular work), we could also compute this undrained effective
elasticity tensor for each of these setups.

We also note that despite it not being a focus of this particular work
that all the poroelastic coefficients of both model setups are able to be
obtained. The additional problems which are not presented here and
that would need to be solved to compute the Biot’s modulus and tensor
of coefficients and hydraulic conductivity can be found in Miller and
Penta (2020).

3. Computational setup

Within this section we consider the numerical setups and describe
the 3D cell problems required to compute the effective elasticity tensor
for both the LMRP model and the Standard poroelasticity with an
elastic inclusion. We then also provide the 2D reduction for each of
the cell problems by simplifying the framework for a 2D reduction of a
poroelastic composite with orthotropic elastic phases that is provided
in detail in the Appendix A.1.

Here we summarize the specific equations for each of the 9 par-
ticular cell problems that we present in detail in the following 4
subsections. For the 3D LMRP model cell problem see (19)–(23) and
for the 2D equivalent of the LMRP model see (140)–(144) (in-plane)
and (50)–(54) (anti-plane). For the standard poroelastic with inclusion
setup we have two steps, first the standard cell problem for poroelas-
ticity in 3D is given by (73)–(74) and the 2D equivalent of this is given
by (141) and (144) (in-plane) and (95) and (96) (anti-plane). We then
have the second step where the 3D elastic composite problem is given
by (77)–(80) and the 2D equivalent of this is given by (140)–(143)
(in-plane) and (105)–(108) (anti-plane).

3.1. 3D cell problems for LMRP model

We are able to compute the fourth rank effective elasticity tensor
C̃LMRP for the LMRP model and by using its components calculate the
two Young’s moduli and two shear moduli corresponding to our model.
The effective elasticity tensor is given by

C̃LMRP = ⟨CIMI + CI + CIIMII + CII⟩𝑠. (17)

We can see that this comprises the fourth rank tensor M𝑖, where 𝑖 = I, II,
which can be defined as

MI = 𝜉𝑘𝑙𝑝𝑞(𝐴
I) = 1

2

( 𝜕𝐴I
𝑝𝑘𝑙

𝜕𝑦𝑞
+

𝜕𝐴I
𝑞𝑘𝑙

𝜕𝑦𝑝

)

;

MII = 𝜉𝑘𝑙𝑝𝑞(𝐴
II) = 1

2

( 𝜕𝐴II
𝑝𝑘𝑙

𝜕𝑦𝑞
+

𝜕𝐴II
𝑞𝑘𝑙

𝜕𝑦𝑝

)

.

(18)

We can then write the cell problems for third rank tensors 𝐴I and 𝐴II,
ound in Miller and Penta (2020), with corresponding components 𝐴I

𝑖𝑘𝑙
and 𝐴II

𝑖𝑘𝑙 as

𝜕
𝜕𝑦𝑗

(

𝐶 I
𝑖𝑗𝑝𝑞𝜉

𝑘𝑙
𝑝𝑞(𝐴

I)
)

+
𝜕𝐶 I

𝑖𝑗𝑘𝑙

𝜕𝑦𝑗
= 0 in 𝛺I (19)

𝜕
𝜕𝑦𝑗

(

𝐶 II
𝑖𝑗𝑝𝑞𝜉

𝑘𝑙
𝑝𝑞(𝐴

II)
)

+
𝜕𝐶 II

𝑖𝑗𝑘𝑙

𝜕𝑦𝑗
= 0 in 𝛺II (20)

𝐶 I 𝜉𝑘𝑙 (𝐴I)𝑛III − 𝐶 II 𝜉𝑘𝑙 (𝐴II)𝑛III = (𝐶 II − 𝐶 I) 𝑛III on 𝛤 (21)
𝑖𝑗𝑝𝑞 𝑝𝑞 𝑗 𝑖𝑗𝑝𝑞 𝑝𝑞 𝑗 𝑖𝑗𝑘𝑙 𝑗 III
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𝐴I
𝑖𝑘𝑙 = 𝐴II

𝑖𝑘𝑙 on 𝛤III (22)
II
𝑖𝑗𝑝𝑞𝜉

𝑘𝑙
𝑝𝑞(𝐴

II)𝑛II𝑗 + 𝐶 II
𝑖𝑗𝑘𝑙𝑛

II
𝑗 = 0 on 𝛤II (23)

he solutions to the problem (19)–(23), 𝜉𝑘𝑙𝑝𝑞(𝐴I) and 𝜉𝑘𝑙𝑝𝑞(𝐴
II), are found

by solving six elastic-type cell problems by fixing the couple of indices
(𝑘, 𝑙). By doing this the 𝜉𝑘𝑙𝑝𝑞(𝐴

I) and 𝜉𝑘𝑙𝑝𝑞(𝐴
II) that appear in (19)–(23)

epresent a strain. Then for every fixed couple (k, l) we have a linear
lastic problem which has the following forces driving each of the
ix cell problems (19)–(23) which depend on the jump in the elastic
onstants between the matrix and the subphase and on the geometry of
he subphase, that is encoded in the normal 𝐧III to the interface between

the matrix and inclusion 𝛤III

𝑘𝑙 = 11 𝐶 I
𝑖𝑗𝑝𝑞𝜉

11
𝑝𝑞 (𝐴

I)𝑛III𝑗 − 𝐶 II
𝑖𝑗𝑝𝑞𝜉

11
𝑝𝑞 (𝐴

II)𝑛III𝑗 = (𝐶 II − 𝐶 I)𝑖𝑗11𝑛III𝑗 ,

where 𝑓𝛤III
𝑖 = (𝐶 II − 𝐶 I)𝑖𝑗11𝑛III𝑗 (24)

𝑘𝑙 = 22 𝐶 I
𝑖𝑗𝑝𝑞𝜉

22
𝑝𝑞 (𝐴

I)𝑛III𝑗 − 𝐶 II
𝑖𝑗𝑝𝑞𝜉

22
𝑝𝑞 (𝐴

II)𝑛III𝑗 = (𝐶 II − 𝐶 I)𝑖𝑗22𝑛III𝑗 ,

where 𝑓𝛤III
𝑖 = (𝐶 II − 𝐶 I)𝑖𝑗22𝑛III𝑗 (25)

𝑘𝑙 = 33 𝐶 I
𝑖𝑗𝑝𝑞𝜉

33
𝑝𝑞 (𝐴

I)𝑛III𝑗 − 𝐶 II
𝑖𝑗𝑝𝑞𝜉

33
𝑝𝑞 (𝐴

II)𝑛III𝑗 = (𝐶 II − 𝐶 I)𝑖𝑗33𝑛III𝑗 ,

where 𝑓𝛤III
𝑖 = (𝐶 II − 𝐶 I)𝑖𝑗33𝑛III𝑗 (26)

𝑘𝑙 = 23 𝐶 I
𝑖𝑗𝑝𝑞𝜉

23
𝑝𝑞 (𝐴

I)𝑛III𝑗 − 𝐶 II
𝑖𝑗𝑝𝑞𝜉

23
𝑝𝑞 (𝐴

II)𝑛III𝑗 = (𝐶 II − 𝐶 I)𝑖𝑗23𝑛III𝑗 ,

where 𝑓𝛤III
𝑖 = (𝐶 II − 𝐶 I)𝑖𝑗23𝑛III𝑗 (27)

𝑘𝑙 = 13 𝐶 I
𝑖𝑗𝑝𝑞𝜉

13
𝑝𝑞 (𝐴

I)𝑛III𝑗 − 𝐶 II
𝑖𝑗𝑝𝑞𝜉

13
𝑝𝑞 (𝐴

II)𝑛III𝑗 = (𝐶 II − 𝐶 I)𝑖𝑗13𝑛III𝑗 ,

where 𝑓𝛤III
𝑖 = (𝐶 II − 𝐶 I)𝑖𝑗13𝑛III𝑗 (28)

𝑘𝑙 = 12 𝐶 I
𝑖𝑗𝑝𝑞𝜉

12
𝑝𝑞 (𝐴

I)𝑛III𝑗 − 𝐶 II
𝑖𝑗𝑝𝑞𝜉

12
𝑝𝑞 (𝐴

II)𝑛III𝑗 = (𝐶 II − 𝐶 I)𝑖𝑗12𝑛III𝑗 ,

where 𝑓𝛤III
𝑖 = (𝐶 II − 𝐶 I)𝑖𝑗12𝑛III𝑗 (29)

where 𝐧III is the unit outward normal corresponding to the interface
𝛤III. In order to solve (19)–(23) we also have interface conditions
between the matrix and the fluid, 𝛤II. We are still fixing every couple
(𝑘, 𝑙) to find the following forces that account for the difference between
the elastic matrix and the void where the fluid has been removed since
we are computing the drained coefficients. The normal 𝐧II encodes the
geometry of the voids as it is the normal to the interface 𝛤II. The forces
therefore are

𝑘𝑙 = 11 𝐶 II
𝑖𝑗𝑝𝑞𝜉

11
𝑝𝑞 (𝐴

II)𝑛II𝑗 = −𝐶 II
𝑖𝑗11𝑛

II
𝑗 , where 𝑓𝛤II

𝑖 = 𝐶 I
𝑖𝑗11𝑛

II
𝑗 (30)

𝑘𝑙 = 22 𝐶 II
𝑖𝑗𝑝𝑞𝜉

22
𝑝𝑞 (𝐴

II)𝑛II𝑗 = −𝐶 II
𝑖𝑗22𝑛

II
𝑗 , where 𝑓𝛤II

𝑖 = 𝐶 I
𝑖𝑗22𝑛

II
𝑗 (31)

𝑘𝑙 = 33 𝐶 II
𝑖𝑗𝑝𝑞𝜉

33
𝑝𝑞 (𝐴

II)𝑛II𝑗 = −𝐶 II
𝑖𝑗33𝑛

II
𝑗 , where 𝑓𝛤II

𝑖 = 𝐶 I
𝑖𝑗33𝑛

II
𝑗 (32)

𝑘𝑙 = 23 𝐶 II
𝑖𝑗𝑝𝑞𝜉

23
𝑝𝑞 (𝐴

II)𝑛II𝑗 = −𝐶 II
𝑖𝑗23𝑛

II
𝑗 , where 𝑓𝛤II

𝑖 = 𝐶 I
𝑖𝑗23𝑛

II
𝑗 (33)

𝑘𝑙 = 13 𝐶 II
𝑖𝑗𝑝𝑞𝜉

13
𝑝𝑞 (𝐴

II)𝑛II𝑗 = −𝐶 II
𝑖𝑗13𝑛

II
𝑗 , where 𝑓𝛤II

𝑖 = 𝐶 I
𝑖𝑗13𝑛

II
𝑗 (34)

𝑘𝑙 = 12 𝐶 II
𝑖𝑗𝑝𝑞𝜉

12
𝑝𝑞 (𝐴

II)𝑛II𝑗 = −𝐶 II
𝑖𝑗12𝑛

II
𝑗 , where 𝑓𝛤II

𝑖 = 𝐶 I
𝑖𝑗12𝑛

II
𝑗 (35)

where 𝐧II is the unit outward normal corresponding to the interface
𝛤II. We assume that the fourth rank elasticity tensors 𝐶 I

𝑖𝑗𝑝𝑞 and 𝐶 II
𝑖𝑗𝑝𝑞

are isotropic at the porescale. That is,

𝐶 I
𝑖𝑗𝑝𝑞 = 𝜆I𝛿𝑖𝑗𝛿𝑝𝑞 + 𝜇I(𝛿𝑖𝑝𝛿𝑗𝑞 + 𝛿𝑖𝑞𝛿𝑗𝑝) (36)

𝐶 II
𝑖𝑗𝑝𝑞 = 𝜆II𝛿𝑖𝑗𝛿𝑝𝑞 + 𝜇II(𝛿𝑖𝑝𝛿𝑗𝑞 + 𝛿𝑖𝑞𝛿𝑗𝑝) (37)

We can then use (36) and (37) in the interface loads to determine the
forces 𝑓𝛤III

𝑖 on 𝛤III and the forces 𝑓𝛤II
𝑖 on 𝛤II. We note that for the forces

𝑓𝑖 the superscript given refers to the interface on which the force is
applied, we will use this convention throughout this work. Firstly the
forces on the matrix inclusion interface 𝛤III

𝑘𝑙 = 11 𝐟𝛤III = (𝜆II − 𝜆I)𝐧III + 2(𝜇II − 𝜇I)𝑛III1 𝐞1 (38)

𝑘𝑙 = 22 𝐟𝛤III = (𝜆II − 𝜆I)𝐧III + 2(𝜇II − 𝜇I)𝑛III2 𝐞2 (39)

𝑘𝑙 = 33 𝐟𝛤III = (𝜆II − 𝜆I)𝐧III + 2(𝜇II − 𝜇I)𝑛III3 𝐞3 (40)
𝛤III II I III III
5

𝑘𝑙 = 23 𝐟 = (𝜇 − 𝜇 )(𝑛3 𝐞2 + 𝑛2 𝐞3) (41) s
𝑘𝑙 = 13 𝐟𝛤III = (𝜇II − 𝜇I)(𝑛III3 𝐞1 + 𝑛III1 𝐞3) (42)

𝑘𝑙 = 12 𝐟𝛤III = (𝜇II − 𝜇I)(𝑛III2 𝐞1 + 𝑛III1 𝐞2) (43)

where we have used 𝑛III1 , 𝑛III2 and 𝑛III3 to mean the components of the
unit vector normal to the interface 𝛤III and we have used the standard
unit vectors in the Cartesian coordinate system 𝐞1, 𝐞2 and 𝐞3. Similarly
for the fluid–matrix interface, 𝛤II we have the forces

𝑘𝑙 = 11 𝐟𝛤II = 𝜆II𝐧II + 2𝜇II𝑛II1 𝐞1 (44)

𝑘𝑙 = 22 𝐟𝛤II = 𝜆II𝐧II + 2𝜇II𝑛II2 𝐞2 (45)

𝑘𝑙 = 33 𝐟𝛤II = 𝜆II𝐧II + 2𝜇II𝑛II3 𝐞3 (46)

𝑘𝑙 = 23 𝐟𝛤II = 𝜇II(𝑛II3 𝐞2 + 𝑛II2 𝐞3) (47)

𝑘𝑙 = 13 𝐟𝛤II = 𝜇II(𝑛II3 𝐞1 + 𝑛II1 𝐞3) (48)

𝑘𝑙 = 12 𝐟𝛤II = 𝜇II(𝑛II2 𝐞1 + 𝑛II1 𝐞2) (49)

where we have used 𝑛II1 , 𝑛II2 and 𝑛II3 to mean the components of the unit
vector normal to the interface 𝛤II and we have used the standard unit
vectors in the Cartesian coordinate system 𝐞1, 𝐞2 and 𝐞3.

The cell problem (19)–(23) is a three dimensional problem. Our
interface conditions (38)–(43) and (44)–(49) are also 3D. For each pair
of boundary loads given in (38)–(43) and (44)–(49) we compute a
corresponding numerical solution of the elastic-type problem (19)–(23).
This can be done using the finite element software Comsol Multiphysics
employing its Structural Mechanics Module. We wish to perform 2D
simulations so we must reduce our cell problems.

3.2. 2D cell problems for LMRP model

We now wish to consider the 2D reduction of the cell problems.
The geometry of our periodic cell is such that we have a cube with a
cylindrical elastic inclusion extending in the 𝐞3 direction from the top
to the bottom of the cell as well as 4 cylindrical voids placed in each
of the corners of the cube also extending from the top to the bottom
of the cell in the 𝐞3 direction. This means that at every cross-section in
the 𝐞3 direction gives a square with a circular inclusion and 4 circular
voids. This geometry is shown in the 2D sketch Fig. 2.

We can consider the 2D reduction presented in the appendix and
assume that both the inclusion and the matrix are isotropic materials.
This means that we have that 𝐶 𝑖

1111 = 𝐶 𝑖
2222 = 𝐶 𝑖

3333 = 𝜆𝑖 + 2𝜇𝑖,
𝐶 𝑖
2323 = 𝐶 𝑖

1313 = 𝐶 𝑖
1212 = 𝜇𝑖 and 𝐶 𝑖

1122 = 𝐶 𝑖
2211 = 𝐶 𝑖

1133 = 𝐶 𝑖
3311 =

𝐶 𝑖
2233 = 𝐶 𝑖

3322 = 𝜆𝑖 where 𝑖 = I, II. Using this in the anti-plane problem
(135)–(139) we obtain

𝜇I
𝜕𝐴I

3𝑘𝑙

𝜕𝑦21
+ 𝜇I

𝜕𝐴I
3𝑘𝑙

𝜕𝑦22
= 0 in 𝐷I (50)

𝜇II
𝜕𝐴II

3𝑘𝑙

𝜕𝑦21
+ 𝜇II

𝜕𝐴II
3𝑘𝑙

𝜕𝑦22
= 0 in 𝐷II (51)

𝜇I
𝜕𝐴I

3𝑘𝑙
𝜕𝑦1

𝑛III1 + 𝜇I
𝜕𝐴I

3𝑘𝑙
𝜕𝑦2

𝑛III2 −
(

𝜇II
𝜕𝐴II

3𝑘𝑙
𝜕𝑦1

𝑛III1 + 𝜇II
𝜕𝐴II

3𝑘𝑙
𝜕𝑦2

𝑛III2
)

= (𝐶 II
31𝑘𝑙𝑛

III
1 + 𝐶 II

32𝑘𝑙𝑛
III
2 )

− (𝐶 I
31𝑘𝑙𝑛

III
1 + 𝐶 I

32𝑘𝑙𝑛
III
2 ) on 𝜕𝐷I ∩ 𝜕𝐷II (52)

I
3𝑘𝑙 = 𝐴II

3𝑘𝑙 on 𝜕𝐷I ∩ 𝜕𝐷II (53)

𝜇II
𝜕𝐴II

3𝑘𝑙
𝜕𝑦1

𝑛II1 + 𝜇II
𝜕𝐴II

3𝑘𝑙
𝜕𝑦2

𝑛II2 + 𝐶 II
31𝑘𝑙𝑛

II
1 + 𝐶 II

32𝑘𝑙𝑛
II
2 = 0 on 𝜕𝐷f (54)

where the notation 𝐷I, 𝐷II are the corresponding 2D slices of 𝛺I and
II. The interfaces in 2D are represented as 𝜕𝐷I ∩ 𝜕𝐷II for the matrix

nclusion interface and 𝜕𝐷f for the fluid–matrix interface. We also note
hat our normals to the interfaces 𝜕𝐷I ∩ 𝜕𝐷II and 𝜕𝐷f are the same
ormals (but with only two components) as in the 3D case as these were
ormals to cylindrical surfaces so are still the normals to the curved
urfaces of the circular voids and inclusion.



European Journal of Mechanics / A Solids 98 (2023) 104875L. Miller and R. Penta
Fig. 2. Schematic of the 2D domain for LMRP model microstructure.
The solutions to the problem (50)–(54) are found by solving the
two anti-plane problems by fixing the couple (k, l) = (1, 3) = (3, 1), (2,
3) = (3, 2). Then for every fixed couple we have the Poisson problem
with the following two pairs of forces on the two different interfaces
respectively. The first force we require to solve (50)–(54) is on the
matrix inclusion interface, 𝜕𝐷I ∩ 𝜕𝐷II, and it is, for each fixed couple,

𝑘𝑙 = 23 𝜇I
𝜕𝐴I

323
𝜕𝑦1

𝑛III1 + 𝜇I
𝜕𝐴I

323
𝜕𝑦2

𝑛III2 −
(

𝜇II
𝜕𝐴II

323
𝜕𝑦1

𝑛III1 + 𝜇II
𝜕𝐴II

323
𝜕𝑦2

𝑛III2
)

= (𝐶 II
3123𝑛

III
1 + 𝐶 II

3223𝑛
III
2 ) − (𝐶 I

3123𝑛
III
1 + 𝐶 I

3223𝑛
III
2 ),

where 𝑓 𝜕𝐷I∩𝜕𝐷II
anti = (𝐶 II

3123𝑛
III
1 + 𝐶 II

3223𝑛
III
2 ) − (𝐶 I

3123𝑛
III
1 + 𝐶 I

3223𝑛
III
2 ) (55)

𝑘𝑙 = 13 𝜇I
𝜕𝐴I

313
𝜕𝑦1

𝑛III1 + 𝜇I
𝜕𝐴I

313
𝜕𝑦2

𝑛III2 −
(

𝜇II
𝜕𝐴II

313
𝜕𝑦1

𝑛III1 + 𝜇II
𝜕𝐴II

313
𝜕𝑦2

𝑛III2
)

= (𝐶 II
3113𝑛

III
1 + 𝐶 II

3213𝑛
III
2 ) − (𝐶 I

3113𝑛
III
1 + 𝐶 I

3213𝑛
III
2 ),

where 𝑓 𝜕𝐷I∩𝜕𝐷II
anti = (𝐶 II

3113𝑛
III
1 + 𝐶 II

3213𝑛
III
2 ) − (𝐶 I

3113𝑛
III
1 + 𝐶 I

3213𝑛
III
2 ) (56)

where the forces can be written using the assumption of isotropy of
both phases as

𝑘𝑙 = 23 𝑓 𝜕𝐷I∩𝜕𝐷II
anti = 𝐶 II

3223𝑛
III
2 − 𝐶 I

3223𝑛
III
2 = 𝜇II𝑛III2 − 𝜇I𝑛III2 (57)

𝑘𝑙 = 13 𝑓 𝜕𝐷I∩𝜕𝐷II
anti = 𝐶 II

3113𝑛
III
1 − 𝐶 I

3113𝑛
III
1 = 𝜇II𝑛III1 − 𝜇I𝑛III1 (58)

The second force we require to solve (50)–(54) is on the matrix fluid
interface, 𝜕𝐷f , and we have

𝑘𝑙 = 23 𝜇II
𝜕𝐴II

323
𝜕𝑦1

𝑛II1 + 𝜇II
𝜕𝐴II

323
𝜕𝑦2

𝑛II2 = −(𝐶 II
3123𝑛

II
1 + 𝐶 II

3223𝑛
II
2 ),

where 𝑓 𝜕𝐷f
anti = 𝐶 II

3123𝑛
II
1 + 𝐶 II

3223𝑛
II
2 (59)

𝑘𝑙 = 13 𝜇II
𝜕𝐴II

313
𝜕𝑦1

𝑛II1 + 𝜇II
𝜕𝐴II

313
𝜕𝑦2

𝑛II2 = −(𝐶 II
3113𝑛

II
1 + 𝐶 II

3213𝑛
II
2 ),

where 𝑓 𝜕𝐷f
anti = 𝐶 II

3113𝑛
II
1 + 𝐶 II

3213𝑛
II
2 (60)

where the forces can be written using the assumption of isotropy of
both phases as

𝑘𝑙 = 23 𝑓 𝜕𝐷f
anti = 𝐶 II

3223𝑛
II
2 = 𝜇II𝑛II2 (61)

𝑘𝑙 = 13 𝑓 𝜕𝐷f
anti = 𝐶 II

3113𝑛
II
1 = 𝜇II𝑛II1 . (62)

We now need to consider the in-plane problems. Using (140)–(144)
from the appendix we can consider the forces required on both the
matrix inclusion interface 𝜕𝐷I ∩ 𝜕𝐷II and on the matrix fluid interface
and 𝜕𝐷f . In the LMRP model we assume that both elastic phases are
isotropic. Each interface load is a vector with two components, due
to 𝑖 = 1, 2. We fix the couple (k,l) and obtain on the matrix inclusion
interface 𝜕𝐷I ∩ 𝜕𝐷II

𝑘𝑙 = 11 𝐟𝜕𝐷I∩𝜕𝐷II
11 = (𝐶 II

𝑖111𝑛
III
1 + 𝐶 II

𝑖211𝑛
III
2 ) − (𝐶 I

𝑖111𝑛
III
1 + 𝐶 I

𝑖211𝑛
III
2 )

=
[

𝐶 II
11𝑛

III
1 − 𝐶 I

11𝑛
III
1

𝐶 II
12𝑛

III
2 − 𝐶 I

12𝑛
III
2

]

=
[

(𝜆II − 𝜆I + 2(𝜇II − 𝜇I))𝑛III1
(𝜆II − 𝜆I)𝑛III2

]

(63)

𝑘𝑙 = 22 𝐟𝜕𝐷I∩𝜕𝐷II
22 = (𝐶 II

𝑖122𝑛
III
1 + 𝐶 II

𝑖222𝑛
III
2 ) − (𝐶 I

𝑖122𝑛
III
1 + 𝐶 I

𝑖222𝑛
III
2 )

=
[

𝐶 II
12𝑛

III
1 − 𝐶 I

12𝑛
III
1

II III I III

]
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𝐶22𝑛2 − 𝐶22𝑛2
=
[

(𝜆II − 𝜆I)𝑛III1
(𝜆II − 𝜆I + 2(𝜇II − 𝜇I))𝑛III2

]

(64)

𝑘𝑙 = 33 𝐟𝜕𝐷I∩𝜕𝐷II
33 = (𝐶 II

𝑖133𝑛
III
1 + 𝐶 II

𝑖233𝑛
III
2 ) − (𝐶 I

𝑖133𝑛
III
1 + 𝐶 I

𝑖233𝑛
III
2 )

=
[

𝐶 II
13𝑛

III
1 − 𝐶 I

13𝑛
III
1

𝐶 II
23𝑛

III
2 − 𝐶 I

23𝑛
III
2

]

=
[

(𝜆II − 𝜆I)𝑛III1
(𝜆II − 𝜆I)𝑛III2

]

(65)

𝑘𝑙 = 12 𝐟𝜕𝐷I∩𝜕𝐷II
12 = (𝐶 II

𝑖112𝑛
III
1 + 𝐶 II

𝑖212𝑛
III
2 ) − (𝐶 I

𝑖112𝑛
III
1 + 𝐶 I

𝑖212𝑛
III
2 )

=
[

𝐶 II
66𝑛

III
2 − 𝐶 I

66𝑛
III
2

𝐶 II
66𝑛

III
1 − 𝐶 I

66𝑛
III
1

]

=
[

(𝜇II − 𝜇I)𝑛III2
(𝜇II − 𝜇I)𝑛III1

]

(66)

To solve the problem we also need the forces on the fluid matrix
interface 𝜕𝐷f . We have that

𝑘𝑙 = 11 𝐟𝜕𝐷f
11 = 𝐶 II

𝑖111𝑛
II
1 + 𝐶 II

𝑖211𝑛
II
2 =

[

(𝜆II + 2𝜇II)𝑛II1
𝜆II𝑛II2

]

(67)

𝑘𝑙 = 22 𝐟𝜕𝐷f
22 = 𝐶 II

𝑖122𝑛
II
1 + 𝐶 II

𝑖222𝑛
II
2 =

[

𝜆II𝑛II1
(𝜆II + 2𝜇II)𝑛II2

]

(68)

𝑘𝑙 = 33 𝐟𝜕𝐷f
33 = 𝐶 II

𝑖133𝑛
II
1 + 𝐶 II

𝑖233𝑛
II
2 =

[

𝜆II𝑛II1
𝜆II𝑛II2

]

(69)

𝑘𝑙 = 12 𝐟𝜕𝐷f
12 = 𝐶 II

𝑖112𝑛
II
1 + 𝐶 II

𝑖212𝑛
II
2 =

[

𝜇II𝑛II2
𝜇II𝑛II1

]

(70)

3.3. 3D cell problems for standard poroelasticity with elastic inclusion

Here we wish to compute the fourth rank effective elasticity tensor
C̃SP for the poroelastic material with elastic inclusion and by using its
components calculate the two Young’s moduli and two shear moduli
corresponding to this setup.

This model requires two steps. We begin by finding the effective
elasticity tensor for a poroelastic material and we use components of
that tensor as the parameters for the matrix 𝛺PM at the next scale. The
problem we consider is for a porous matrix 𝛺M with fluid flowing in
the pores, shown in the zoomed in area of Fig. 1, and we wish to find
the effective elasticity tensor C̃PM (porous matrix). That is

C̃PM = ⟨CMMM + CM⟩𝑠, (71)

where CM is the elasticity tensor for the elastic matrix and the fourth
rank tensor MM is defined as

MM = ∇𝑦𝐵 = 1
2

( 𝜕𝐵𝑝𝑘𝑙

𝜕𝑦𝑞
+

𝜕𝐵𝑞𝑘𝑙

𝜕𝑦𝑝

)

(72)

We have that the third rank tensor 𝐵 solves the following cell problem.
We have

∇𝑦 ⋅ (CM∇𝑦𝐵) + ∇𝑦 ⋅ CM = 0 in 𝛺𝑠 (73)

(CM∇𝑦𝐵)𝐧 + CM𝐧 = 0 on 𝛤M, (74)

where 𝐧 is the unit normal pointing into the fluid. This problem can
be solved as done in Dehghani et al. (2018). The solution of the
problem, which is the fourth rank tensor MM, can be obtained by
solving six elastic-type cell problems by fixing the couple of indices in
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𝑘

𝑘

𝑘

the component wise representation of problem (73)–(74). This allows
each component of MM to be interpreted as a strain and this means that
for each couple of indices that are fixed we have a linear elastic problem
with inhomogeneous Neumann interface conditions. The component
wise cell problem and the corresponding interface conditions can be
found in Dehghani et al. (2018).

The second problem within this setup that we consider is for a
composite comprising a matrix that is poroelastic at a finer scale, with
parameters supplied from the effective elasticity tensor C̃PM, and an
isotropic elastic inclusion. We begin by formulating the 3D problems.

Here we will be obtaining the effective elasticity tensor, C̃SP, for our
standard poroelastic material with inclusion. That is

C̃SP = ⟨CSP
I MSP

I + CSP
I + C̃PMMSP

II + C̃PM⟩𝑠. (75)

e can see that this comprises the fourth rank tensor MSP
𝑖 , where

= I, II, which can be defined as

MSP
I = 𝜉𝑘𝑙𝑝𝑞(𝐹

I) = 1
2

( 𝜕𝐹 I
𝑝𝑘𝑙

𝜕𝑦𝑞
+

𝜕𝐹 I
𝑞𝑘𝑙

𝜕𝑦𝑝

)

;

MSP
II = 𝜉𝑘𝑙𝑝𝑞(𝐹

II) = 1
2

( 𝜕𝐹 II
𝑝𝑘𝑙

𝜕𝑦𝑞
+

𝜕𝐹 II
𝑞𝑘𝑙

𝜕𝑦𝑝

)

.

(76)

e can then write the cell problems for third rank tensors 𝐹I and 𝐹II
ith corresponding components 𝐹 I

𝑖𝑘𝑙 and 𝐹 II
𝑖𝑘𝑙 as

𝜕
𝜕𝑦𝑗

(

𝐶 ISP
𝑖𝑗𝑝𝑞𝜉

𝑘𝑙
𝑝𝑞(𝐹

I)
)

+
𝜕𝐶 ISP

𝑖𝑗𝑘𝑙

𝜕𝑦𝑗
= 0 in 𝛺I (77)

𝜕
𝜕𝑦𝑗

(

𝐶PM
𝑖𝑗𝑝𝑞𝜉

𝑘𝑙
𝑝𝑞(𝐹

II)
)

+
𝜕𝐶PM

𝑖𝑗𝑘𝑙

𝜕𝑦𝑗
= 0 in 𝛺PM (78)

𝐶 ISP
𝑖𝑗𝑝𝑞𝜉

𝑘𝑙
𝑝𝑞(𝐹

I)𝑛PM𝑗 − 𝐶PM
𝑖𝑗𝑝𝑞𝜉

𝑘𝑙
𝑝𝑞(𝐹

II)𝑛PM𝑗
= (𝐶PM − 𝐶 ISP )𝑖𝑗𝑘𝑙𝑛PM𝑗 on 𝛤PM (79)

𝐹 I
𝑖𝑘𝑙 = 𝐹 II

𝑖𝑘𝑙 on 𝛤PM (80)

where 𝐧PM is the unit normal to the interface 𝛤PM. We also have
introduced the notation 𝐶 ISP

𝑖𝑗𝑘𝑙, this is the component representation of
CSP
I and the notation 𝐶PM

𝑖𝑗𝑘𝑙 which is the component wise representation
of C̃PM. The solutions to the problem (77)–(80), 𝜉𝑘𝑙𝑝𝑞(𝐹 I) and 𝜉𝑘𝑙𝑝𝑞(𝐹

II),
are found by solving six elastic-type cell problems by fixing the couple
of indices (𝑘, 𝑙). By doing this the 𝜉𝑘𝑙𝑝𝑞(𝐹

I) and 𝜉𝑘𝑙𝑝𝑞(𝐹
II) that appear in (19)

and (23) represent a strain, Then for every fixed couple (k, l) we have
a linear elastic problem which has the following interface conditions

𝑘𝑙 = 11 𝐶 ISP
𝑖𝑗𝑝𝑞𝜉

11
𝑝𝑞 (𝐹

I)𝑛PM𝑗 − 𝐶PM
𝑖𝑗𝑝𝑞𝜉

11
𝑝𝑞 (𝐹

II)𝑛PM𝑗 = (𝐶PM − 𝐶 ISP )𝑖𝑗11𝑛PM𝑗 ,

where 𝑓𝛤PM
𝑖 = (𝐶PM − 𝐶 ISP )𝑖𝑗11𝑛PM𝑗 (81)

𝑘𝑙 = 22 𝐶 ISP
𝑖𝑗𝑝𝑞𝜉

22
𝑝𝑞 (𝐹

I)𝑛PM𝑗 − 𝐶PM
𝑖𝑗𝑝𝑞𝜉

22
𝑝𝑞 (𝐹

II)𝑛PM𝑗 = (𝐶PM − 𝐶 ISP )𝑖𝑗22𝑛PM𝑗 ,

where 𝑓𝛤PM
𝑖 = (𝐶PM − 𝐶 ISP )𝑖𝑗22𝑛PM𝑗 (82)

𝑘𝑙 = 33 𝐶 ISP
𝑖𝑗𝑝𝑞𝜉

33
𝑝𝑞 (𝐹

I)𝑛PM𝑗 − 𝐶PM
𝑖𝑗𝑝𝑞𝜉

33
𝑝𝑞 (𝐹

II)𝑛PM𝑗 = (𝐶PM − 𝐶 ISP )𝑖𝑗33𝑛PM𝑗 ,

where 𝑓𝛤PM
𝑖 = (𝐶PM − 𝐶 ISP )𝑖𝑗33𝑛PM𝑗 (83)

𝑘𝑙 = 23 𝐶 ISP
𝑖𝑗𝑝𝑞𝜉

23
𝑝𝑞 (𝐹

I)𝑛PM𝑗 − 𝐶PM
𝑖𝑗𝑝𝑞𝜉

23
𝑝𝑞 (𝐹

II)𝑛PM𝑗 = (𝐶PM − 𝐶 ISP )𝑖𝑗23𝑛PM𝑗 ,

where 𝑓𝛤PM
𝑖 = (𝐶PM − 𝐶 ISP )𝑖𝑗23𝑛PM𝑗 (84)

𝑘𝑙 = 13 𝐶 ISP
𝑖𝑗𝑝𝑞𝜉

13
𝑝𝑞 (𝐹

I)𝑛PM𝑗 − 𝐶PM
𝑖𝑗𝑝𝑞𝜉

13
𝑝𝑞 (𝐹

II)𝑛PM𝑗 = (𝐶PM − 𝐶 ISP )𝑖𝑗13𝑛PM𝑗 ,

where 𝑓𝛤PM
𝑖 = (𝐶PM − 𝐶 ISP )𝑖𝑗13𝑛PM𝑗 (85)

𝑘𝑙 = 12 𝐶 ISP
𝑖𝑗𝑝𝑞𝜉

12
𝑝𝑞 (𝐹

I)𝑛PM𝑗 − 𝐶PM
𝑖𝑗𝑝𝑞𝜉

12
𝑝𝑞 (𝐹

II)𝑛PM𝑗 = (𝐶PM − 𝐶 ISP )𝑖𝑗12𝑛PM𝑗 ,

where 𝑓𝛤PM
𝑖 = (𝐶PM − 𝐶 ISP )𝑖𝑗12𝑛PM𝑗 (86)

In this case we assume that the fourth rank elasticity tensor 𝐶 ISP
𝑖𝑗𝑝𝑞 is

isotropic at the microscale and 𝐶PM
𝑖𝑗𝑝𝑞 has components calculated by

solving the poroelastic problem (73)–(74) above. That is
ISP ISP ISP
7

𝐶𝑖𝑗𝑝𝑞 = 𝜆 𝛿𝑖𝑗𝛿𝑝𝑞 + 𝜇 (𝛿𝑖𝑝𝛿𝑗𝑞 + 𝛿𝑖𝑞𝛿𝑗𝑝) (87)
and

C̃PM =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝐶PM
11 𝐶PM

12 𝐶PM
13 0 0 0

𝐶PM
12 𝐶PM

11 𝐶PM
13 0 0 0

𝐶PM
13 𝐶PM

13 𝐶PM
33 0 0 0

0 0 0 𝐶PM
44 0 0

0 0 0 0 𝐶PM
44 0

0 0 0 0 0 𝐶PM
66

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(88)

where we have used Voigt notation to represent the components of
the tensor CPM. We should note that this effective elasticity tensor
possesses tetragonal symmetry, that is, possessing six distinct elastic
entries. The reason for the six entries is due to our choice of geometry
(see Fig. 1 cube with cylindrical voids) which means that our 𝑦1 and 𝑦2
directions are equivalent hence the reduction from the nine entries in
the orthotropic case to the six entries we have here.

We can then use (87) and (88) in the interface loads to determine
the f𝛤PM𝑖 . That is

𝑘𝑙 = 11 𝐟𝛤PM = diag
⎡

⎢

⎢

⎣

𝐶PM
11

𝐶PM
12

𝐶PM
13

⎤

⎥

⎥

⎦

𝐧PM − 𝜆I
SP𝐧PM − 2𝜇ISP𝑛PM1 𝐞1 (89)

𝑘𝑙 = 22 𝐟𝛤PM = diag
⎡

⎢

⎢

⎣

𝐶PM
12

𝐶PM
11

𝐶PM
13

⎤

⎥

⎥

⎦

𝐧PM − 𝜆I
SP𝐧PM − 2𝜇ISP𝑛PM2 𝐞2 (90)

𝑙 = 33 𝐟𝛤PM = diag
⎡

⎢

⎢

⎣

𝐶PM
13

𝐶PM
13

𝐶PM
33

⎤

⎥

⎥

⎦

𝐧PM − 𝜆I
SP𝐧PM − 2𝜇ISP𝑛PM3 𝐞3 (91)

𝑙 = 23 𝐟𝛤PM = diag

⎡

⎢

⎢

⎢

⎣

0
𝐶PM
44 − 𝜇ISP

𝐶PM
44 − 𝜇ISP

⎤

⎥

⎥

⎥

⎦

(𝑛PM3 𝐞2 + 𝑛PM2 𝐞3) (92)

𝑙 = 13 𝐟𝛤PM = diag

⎡

⎢

⎢

⎢

⎣

𝐶PM
44 − 𝜇ISP

0
𝐶PM
44 − 𝜇ISP

⎤

⎥

⎥

⎥

⎦

(𝑛PM3 𝐞1 + 𝑛PM1 𝐞3) (93)

𝑘𝑙 = 12 𝐟𝛤PM = diag

⎡

⎢

⎢

⎢

⎣

𝐶PM
66 − 𝜇ISP

𝐶PM
66 − 𝜇ISP

0

⎤

⎥

⎥

⎥

⎦

(𝑛PM2 𝐞1 + 𝑛PM1 𝐞2) (94)

where we have used 𝑛PM1 , 𝑛PM2 and 𝑛PM3 to mean the components of the
unit vector normal to the interface 𝛤PM and we have used the standard
unit vectors in the Cartesian coordinate system 𝐞1, 𝐞2 and 𝐞3.

This current setup is for solving the 3D problem. We are again able
to perform a reduction so that we instead study the 2D problem.

3.4. 2D cell problems for standard poroelasticity with elastic inclusion

We now wish to consider the 2D reduction of the cell problems that
have been presented in the previous subsection. Within this model set
up we have two different cell problems to solve. The first is the cell
problem for a porous matrix. The geometry of our periodic cell in this
case is such that we have a cube with 4 cylindrical voids placed in each
of the corners of the cube extending from the top to the bottom of the
cell in the 𝐞3 direction. This means that at every cross-section in the 𝐞3
direction gives a square with 4 circular voids (see Fig. 3).

We can consider the 2D reduction presented in the appendix where
we assume that there is only the matrix 𝐷M and the voids and assuming
the matrix is isotropic. This means that we have that 𝐶1111 = 𝐶2222 =
𝐶3333 = 𝜆M + 2𝜇M, 𝐶2323 = 𝐶1313 = 𝐶1212 = 𝜇M and 𝐶1122 = 𝐶2211 =
𝐶1133 = 𝐶3311 = 𝐶2233 = 𝐶3322 = 𝜆M. Using these assumptions in
the anti-plane problem (135)–(139), where we only require (136) and
(139)

𝜇M 𝜕𝐵3𝑘𝑙
2

+ 𝜇M 𝜕𝐵3𝑘𝑙
2

= 0 in 𝐷M (95)

𝜕𝑦1 𝜕𝑦2
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Fig. 3. 2D domain for Porous matrix microstructure.
𝜇M 𝜕𝐵3𝑘𝑙
𝜕𝑦1

𝑛1 + 𝜇M 𝜕𝐵3𝑘𝑙
𝜕𝑦2

𝑛2 + 𝐶M
31𝑘𝑙𝑛1 + 𝐶M

32𝑘𝑙𝑛2 = 0 on 𝜕𝐷f ∩ 𝜕𝐷M

(96)

where the notation 𝐷M is the corresponding 2D slice of 𝛺M and the
interface 𝜕𝐷f ∩ 𝜕𝐷M is the 2D projection of 𝛤M. We also note that the
normal to the interface 𝐧 is the same normal in 3D as in 2D since it is
the outward normal to a cylinder in 3D and is the same to the circle in
the 2D slices but with only components 𝑛1 and 𝑛2.

The solutions to the problem (95) and (96) are found by solving the
two anti-plane problems by fixing the couple (k, l) = (1, 3) = (3, 1), (2,
3) = (3, 2). Then for every fixed couple we have the Poisson problem
with the following interface conditions.

𝑘𝑙 = 23 𝜇M 𝜕𝐵323
𝜕𝑦1

𝑛1 + 𝜇M 𝜕𝐵323
𝜕𝑦2

𝑛2 = −(𝐶M
3123𝑛1 + 𝐶M

3223𝑛2),

where 𝑓 𝜕𝐷f∩𝜕𝐷M
anti = 𝐶M

3123𝑛1 + 𝐶M
3223𝑛2 (97)

𝑘𝑙 = 13 𝜇M 𝜕𝐵313
𝜕𝑦1

𝑛1 + 𝜇M 𝜕𝐵313
𝜕𝑦2

𝑛2 = −(𝐶M
3113𝑛1 + 𝐶M

3213𝑛2),

where 𝑓 𝜕𝐷f∩𝜕𝐷M
anti = 𝐶M

3113𝑛1 + 𝐶M
3213𝑛2 (98)

where the forces can be written using the assumption of isotropy of
both phases as

𝑘𝑙 = 23 𝑓 𝜕𝐷f∩𝜕𝐷M
anti = 𝐶M

3223𝑛2 = 𝜇M𝑛2 (99)

𝑘𝑙 = 13 𝑓 𝜕𝐷f∩𝜕𝐷M
anti = 𝐶M

3113𝑛1 = 𝜇M𝑛1. (100)

We now need to consider the in-plane problems. We have the
problem (140)–(144) from the appendix, however for the case of a
porous matrix we only require (140) and (144). We can consider the
interface loads on the matrix fluid interface (146). We assume that the
matrix material is isotropic. Each interface load is a vector with two
components, due to 𝑖 = 1, 2. We fix the couple (k,l) and obtain

𝑘𝑙 = 11 𝐟𝜕𝐷f∩𝜕𝐷M
11 = 𝐶M

𝑖111𝑛1 + 𝐶M
𝑖211𝑛2 =

[

(𝜆M + 2𝜇M)𝑛1
𝜆M𝑛2

]

(101)

𝑘𝑙 = 22 𝐟𝜕𝐷f∩𝜕𝐷M
22 = 𝐶M

𝑖122𝑛1 + 𝐶M
𝑖222𝑛2 =

[

𝜆M𝑛1
(𝜆M + 2𝜇M)𝑛2

]

(102)

𝑘𝑙 = 33 𝐟𝜕𝐷f∩𝜕𝐷M
33 = 𝐶M

𝑖133𝑛1 + 𝐶M
𝑖233𝑛2 =

[

𝜆M𝑛1
𝜆M𝑛2

]

(103)

𝑘𝑙 = 12 𝐟𝜕𝐷f∩𝜕𝐷M
12 = 𝐶M

𝑖112𝑛1 + 𝐶M
𝑖212𝑛2 =

[

𝜇M𝑛2
𝜇M𝑛1

]

(104)

The second cell problem is for an elastic composite that comprises
the porous matrix and the elastic inclusion. The geometry of our
periodic cell in this case is a cube with an embedded cylinder placed
in the centre extending from the top to the bottom of the cell in the
𝐞3 direction. This means that at every cross-section in the 𝐞3 direction
gives a square with an embedded circle in the centre (see Fig. 4).

We can consider the 2D reduction presented in the appendix in the
case where there is no void. We assume that the inclusion is isotropic
𝐶SP
1111 = 𝐶SP

2222 = 𝐶SP
3223 = 𝜆SPI + 2𝜇SP

I , 𝐶SP
2323 = 𝐶SP

1313 = 𝐶SP
1212 = 𝜇SP

I and
𝐶SP
1122 = 𝐶SP

2211 = 𝐶SP
1133 = 𝐶SP

3311 = 𝐶SP
2233 = 𝐶SP

3322 = 𝜆SPI , and the matrix
8

has its input from CPM. Using this in the anti-plane problem, where we
require only (135)–(138) we obtain

𝜇ISP
𝜕𝐹 I

3𝑘𝑙

𝜕𝑦21
+ 𝜇ISP

𝜕𝐹 I
3𝑘𝑙

𝜕𝑦22
= 0 in 𝐷I (105)

𝐶PM
3131

𝜕𝐹 II
3𝑘𝑙

𝜕𝑦21
+ 𝐶PM

3232

𝜕𝐹 II
3𝑘𝑙

𝜕𝑦22
= 0 in 𝐷PM (106)

𝜇ISP
𝜕𝐹 I

3𝑘𝑙
𝜕𝑦1

𝑛PM1 + 𝜇ISP
𝜕𝐹 I

3𝑘𝑙
𝜕𝑦2

𝑛PM2 −
(

𝐶PM
3131

𝜕𝐹 PM
3𝑘𝑙

𝜕𝑦1
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𝐹 I
3𝑘𝑙 = 𝐹 II

3𝑘𝑙 on 𝜕𝐷I ∩ 𝜕𝐷PM (108)

where 𝐷I, 𝐷PM are the 2D slices of 𝛺I and 𝛺PM and the interface
𝜕𝐷I ∩ 𝜕𝐷PM is the 2D projection of 𝛤PM and 𝑛PM1 and 𝑛PM2 are the two
components of the normal 𝐧PM that are used in the 2D cell problem.

The solutions to the problem (105)–(108) are found by solving
the two anti-plane problems by fixing the couple (k, l) = (1, 3) =
(3, 1), (2, 3) = (3, 2). Then for every fixed couple we have the
Poisson problem with the following interface conditions. On the matrix
inclusion interface we have
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where the forces 𝑓 𝜕𝐷I∩𝜕𝐷PM on the interface 𝜕𝐷I ∩ 𝜕𝐷PM can be written
using the assumption of isotropy of the inclusion and using the entries
of CPM for the matrix
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(111)
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We now need to consider the in-plane problems. Using (140)–(143)
from the appendix where we assume that the inclusion is isotropic and
we use the values of CPM. Each interface load is a vector with two
components, due to 𝑖 = 1, 2. We fix the couple (k,l) and obtain on the
matrix inclusion interface

𝜕𝐷I∩𝜕𝐷PM PM PM PM PM I PM I PM
𝑘𝑙 = 11 𝐟11 = (𝐶𝑖111𝑛1 + 𝐶𝑖211𝑛2 ) − (𝐶𝑖111𝑛1 + 𝐶𝑖211𝑛2 )
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Fig. 4. 2D domain for Standard Poroelastic setup microstructure.
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4. Applications & results

Within this section we present the results of solving the 2D cell
problems that were presented for each of the two different setups
described in Section 2 using COMSOL Multiphysics 4.3. The solution is
computed by following the procedures detailed in Section 3. We present
the difference in the elastic parameters, Young’s and Shear moduli, for
the two different model setups. We interpret under which scenarios
each model should be used.

4.1. 2D simulation results

Within this section we focus on long fibres and therefore can make
use of the 2D cell problems setup illustrated in the previous Sections 3.2
and 3.4. We set up our problems on a unit square cell with the circular
elastic subphase accounting for 20% volume fraction and the porosity
varying from 2%–30% divided among the four cylinders.

We solve the cell problems using the following parameters. For the
LMRP model we have the matrix 𝐷II with Poisson ratio 0.4 and Young’s
modulus 80 kPa, we have the elastic inclusion 𝐷I with volume fraction
20% with Poisson ratio 0.49 and Young’s modulus 35 kPa.

For the standard poroelastic material with elastic inclusion we have
two steps the first is the porous matrix problem where we have the
matrix 𝐷M with Poisson ratio 0.4 and Young’s modulus 80 kPa, and for
the second step we have the problem between the inclusion and the
porous matrix, where we have the matrix informed by the results from
the porous matrix simulations and the elastic inclusion 𝐷I with volume
fraction 20% with Poisson ratio 0.49 and Young’s modulus 35 kPa. This
keeps the parameters consistent between the two model setups.

We begin by considering the comparison of the two Young’s moduli
𝐸 and 𝐸 for the LMRP model and the standard poroelasticity with
9

1 3
inclusion setup. Using the components of the effective elasticity tensors
that we compute for each of the models at varying porosities we have
the formulas for the Young’s moduli given by
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where the superscript 𝜃 = LMRP,SP determines which model we are
using. We have plotted the results of these Young’s moduli with a range
of porosities from 2%–30% in the Figs. 5(a) and 5(b).

By considering Fig. 5(a) we can see that the Young’s modulus 𝐸1
(transverse) decreases with increasing porosity. We can also see that
the transverse Young’s modulus is lower for the LMRP model. For this
reason we have plotted the difference between the LMRP model and the
standard poroelastic with inclusion setup in Fig. 5(b). From this plot we
can see that at approx 5% porosity there is already a difference of 5%
between the two different model setups. This difference between the
models increases to approx 22% at 30% porosity. This means that the
influence that the porosity has on the overall material stiffness, when
directly being considered with the other phases, is considerably more
prominent than when considering the porosity at the finer scale.

We can now consider Fig. 6(a) and we can see that the Young’s
modulus 𝐸3 (axial) also decreases with increasing porosity. Similarly
to the transverse Young’s modulus, we can see that the axial Young’s
modulus is also lower for the LMRP model. We have again plotted
the absolute difference between the LMRP model and the standard
poroelastic setup in Fig. 6(b). From this plot we can see that at approx
10% porosity there is already a difference of 2.5% between the two
different model setups, rising to almost 10% at 30% porosity. This
again means that the influence that the porosity has on the overall
material stiffness when directly being considered with the other phases
is considerably more prominent than when considering the porosity at
the finer scale. However, the effect is slightly less prominent on the
axial Young’s modulus than the transverse one.

The other two elastic parameters that we compare for the two dif-
ferent model setups are the shear moduli 𝐶44 and 𝐶66. These parameters
are taken directly from the computed effective elasticity tensor for each
of the models. We have plotted the comparison of the shear moduli
over a range of porosities from 2%–30%. This is shown in Figs. 7(a),
7(b), 8(a) and 8(b).

In Fig. 7(a) we see that the shear 𝐶44 decreases with increasing
porosity and that the LMRP model decreases more than the standard
poroelastic type setup. For 𝐶44 the force is being applied in the axial
direction which is the direction in which the inclusion and the voids
elongate. This means that when the force is applied the material de-
forms and the voids flatten out, the voids just make it softer allowing for
the decrease in shear with increasing porosity. The standard poroelastic
type model has less of a decrease in shear due to the fact that is does
not have the voids present at this scale but accounts for the increasing
porosity of the matrix at a finer scale (where the voids are present). We
also see that the difference between the two models is increasing with
increasing porosity. For these reasons we wish to consider the absolute
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Fig. 5. Results of Young’s Modulus 𝐸1 simulations.

Fig. 6. Results of Young’s Modulus 𝐸3 simulations.

Fig. 7. Results of Shear Modulus 𝐶44 simulations.
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Fig. 8. Results of Shear Modulus 𝐶66 simulations.
difference between the two model setups, and this has been done in
Fig. 7(b). We can see that for 5% porosity we have approximately a
2% difference between the two model setups. This increases to a 16%
discrepancy for a 30% porosity. This means that when the porosity
exceeds 5% it is more useful and accurate to use the LMRP model to
describe the behaviour of the material parameter 𝐶44. For porosities
below 5% then the standard poroelastic setup can be realistically used.

In Fig. 8(a) we can see that there is very little difference between the
shear for both models when the porosity is less than 20%, however after
this point the difference becomes more pronounced. This is confirmed
by the absolute difference plot, see Fig. 8(b), where we can see that up
to 20% porosity the discrepancy between the models does not exceed
2%, however after this point it reaches 13% when porosity is 30%. For
𝐶66 the force is being applied in the 𝑥-direction (transverse). Therefore
for the LMRP model the force is being applied taking a cross section of
structure which contains the voids and inclusions. At higher porosities
this makes the material weaker as the larger voids deform and hence
the larger decrease in shear compared with 𝐶44. Up until approx 20%
porosity the difference in the two models is negligible (<2%), this is
explained by a critical level of porosity where the scale at which the
porosity is being considered becomes important with this direction of
shear. When the porosity is low, the pores in the LMRP structure are
small and do not influence the shear. When the porosity is higher
the pores are much larger so the distance between the voids and the
inclusion becomes less and then the difference this make to the shear
value become apparent. This critical level of porosity where we begin to
see the difference between the models is also influenced by the length
of the embedded fibre. The shorter the fibre the more pronounced the
difference between the models is at a lower porosity. We can see this is
the case in the following section Section 5 where we consider a variety
of fibre lengths.

We can now summarize the findings and explain how they should
be interpreted. When a material possesses a microstructure comprising
a matrix, embedded elastic subphases and fluid filled pores, then using
the models that are currently available in the literature (excluding
the LMRP model) offers two approaches. These are either make the
assumption that the matrix is homogeneous (ignore the subphases)
which is in general not true, or carry out a two-step process, such
as the comparative standard poroelasticity approach (SP) illustrated in
this manuscript. This second approach means that even though we are
considering the three phases, we are not considering them all at the
same scale, which is what the intended application actually possesses
as a microstructure. This means that the estimations of the parameters
11
Table 1
Threshold porosities for when model discrepancy exceeds 2% (long fibres).

Model 𝐸1 𝐸3 𝐶44 𝐶66

LMRP >2% >8% >5% >20%
SP <2% <8% <5% <20%

cannot be fully reliable. We therefore developed the LMRP model to
remove this issue. With this novel model it is possible to account
for multiple elastic phases all with different properties as well as the
fluid all at the same scale. It is for this reason that the LMRP model
results are more accurate for these types of applications as we are truly
capturing the correct microstructure by using our model. These are the
results that we have shown in the previous plots, where we assume
2% discrepancy as a threshold for determining when the LMRP model
should be used.

The simulations presented here are solely related to the drained
elastic coefficients. While we are not including the explicit contribution
of the fluid, it is completely possible to calculate the undrained model
coefficients, see Remark 1, as well as the hydraulic conductivity tensor
(this latter being the sole cell problem to be computed in the fluid cell
portion), as done for instance in Dehghani et al. (2018).

After considering all four of our elastic parameters we can now
summarize our findings in Table 1, where we have set the critical model
discrepancy percentage to be 2%. We find that at porosities exceeding
20% then the LMRP model is the more effective at determining the
true elastic parameters for our given geometry. However, even at lower
porosities (<20%) the LMRP model is more effective at determining 𝐸1,
𝐸3 and 𝐶44 and is equally effective at determining 𝐶66 as the standard
poroelastic type model. We should note that there may be different
choices of geometry where the results of these simulations become
more or less pronounced and of course the specific application and
elastic properties of the phases will also play a role. We can however
say that the LMRP model can efficiently incorporate multiple phases
all at the same scale and should be considered a valid choice when
modelling poroelastic materials with inhomogeneous microstructures.

5. 3D Application — short fibres

Within this section we discuss the comparison of elastic parameters
for short fibre models. This can be an interesting application since
the difference in the elastic parameters varies depending on whether
or not the subphases are connected between the cells. It can also be
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Fig. 9. Short fibres 𝐸1 and 𝐸3 versus porosity.

useful for biological applications where specific cells are inclusions
and not subphases. Here we must use a 3D framework since our
embedded inclusion does not run from the top of our periodic cell to
the bottom but is in fact fully embedded (i.e. a short fibre), therefore
the fibres do not connect between cells. In this case we cannot use
the 2D simulations since some of the slices in the 𝑒3 direction would
not include the fibre. We therefore perform 3D simulations to solve
the 3D cell problems (19)–(23) for LMRP, and for the comparative
standard poroelastic model (73)–(74) and (77)–(80), presented in the
previous Sections 3.1 and 3.3. We can justify that our 3D simulations
are accurate by considering the absolute error plots between the 2D
and 3D long fibres simulations presented in Appendix A.3, where we
see that there is less than 1% error for all parameters considered.

We begin by considering the difference in the Young’s Moduli
between the two model setups for the short fibres. In this case we
choose that the fibres are length 0.8 out of a length one cube and are
placed in the centre. For further details about how the model is setup
in COMSOL Multiphysics see Appendix A.2. In Fig. 9 we have carried
out the 3D simulations to give a comparison between our two different
computational setups for both the Young’s moduli 𝐸1 and 𝐸3 for short
fibres. We see that both 𝐸1 and 𝐸3 are lower for the LMRP model.
This can be explained by the fact that using the LMRP model explicitly
considers the fluid contribution at the porescale along with the matrix
and the inclusion. In particular, the LMRP model fully considers the
influence of the porosity (which appears as a void in the microscale
geometry) thus leading to a lower value of the stiffness moduli.

To confirm our deductions we have plotted the absolute difference
between the model setups for both of the Young’s moduli. In Fig. 10 we
can see that the discrepancy between the two models for 𝐸1 increases
from 1.5% to 19% with increasing porosity. This means that for very
low porosities then both LMRP and Standard poroelastic type model
both produce similar results, but for materials with higher porosities
the LMRP model will provide the most accurate representation of the
parameters. Similarly for 𝐸3 the absolute difference increases from
0.5% to 9% with increasing porosity. This means that for low porosities
(less than 10%) then both LMRP and Standard poroelastic type model
both produce similar results. When the materials however, have higher
porosities then again the LMRP model will provide the most accurate
representation of the parameters.

We also wish to consider the difference in the shear moduli. In
Figs. 11(a) and 12(a) we have carried out the 3D simulations to give
a comparison between our two different computational setups for both
the Shear moduli 𝐶44 and 𝐶66 for short fibres. Here we are again using
the 3D framework since our embedded inclusion does not run from the
12
Fig. 10. Absolute difference between the two models for 𝐸1 and 𝐸3.

top of our periodic cell to the bottom but is in fact fully embedded
(i.e. a short fibre).

In Fig. 11(a) we see that for shear 𝐶44 that the LMRP model
decreases more than the standard poroelastic type model and that
the difference between the two models is increasing with increasing
porosity. The LMRP model considers the voids and the two elastic
phases at the same scale and this contributes to the greater decrease
in shear. The standard poroelastic material with inclusion has less of
a decrease in shear due to the fact that is does not have the voids
present at this scale but accounts for the increasing porosity of the
matrix at a finer scale. We also plot the absolute difference between
the two models. In Fig. 11(b) we see that for very low porosities that
the difference between the two models is less than 2%, however, for
increasing porosities the discrepancy reaches 18%. This means that if
we have a material with a porosity greater than 5% then the standard
poroelastic approach will not capture the true elastic parameter and
it would be much more appropriate to use the LMRP model. Yet still
for materials with very low porosities both models will produce similar
results.

For short fibre 𝐶66 the physical description of the deformation is
the same as the long fibre case. In Fig. 12(a) we can see that up until
approx 15% porosity the difference in the two models is negligible,
this could be explained by a critical level of porosity where the scale
at which the porosity is being considered becomes important with this
direction of shear. This is because at low porosities the size of the voids
is very small in the LMRP model and so therefore do not influence the
shear more than the pores at a finer scale. However, once the porosity
exceeds 15% then the pores are large enough to influence the shear.
This is confirmed by Fig. 12(b) where we can see that for porosities
up to 15% that the difference between the models is less than 2%.
This means that up to this level of porosity the standard poroelastic
approach or the LMRP model are capturing the behaviour similarly.
However for porosities greater than 15% then the discrepancy between
the models approaches 16% this highlights than in this case it would
be more realistic to use the LMRP model. This critical level of porosity
where we begin to see the difference between the models is influenced
by the length of the embedded fibre. The shorter the fibre the difference
between the models becomes more pronounced at a lower porosity.
This is due to us keeping the volume of the fibre consistent even
though the length is decreasing, so the fibre becomes shorter but thicker
meaning the distance between the voids and the fibres is smaller in
the shorter fibre models and this means that the voids can have an
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Fig. 11. Results of short fibre Shear Modulus 𝐶44 simulations.
Fig. 12. Results of short fibre Shear Modulus 𝐶66 simulations.
.

influence on the shear at a lower porosity. Note that this idea can be
further enforced by the plot of 𝐶66 Fig. 8(a) where we see that up until
approx 20% porosity the difference in the two models is negligible. We
further confirm this idea by performing the simulations for a range of
fibres lengths from 0.6–1, results shown in Table 3 and Fig. 13.

From considering all four elastic parameters we can now summarize
or findings for the short fibre simulations in Table 2. We find that at
porosities exceeding 15% then the LMRP model can be more effective at
determining the true elastic parameters when multiple phases interact
at the same scale. However, even at low porosities (<15%) the LMRP
model is more effective at determining 𝐸1, 𝐸3 and 𝐶44 and is equally
effective at determining 𝐶66 as the standard poroelastic type model.
We also note that the range of the discrepancy between the models
with increasing porosity is higher for the short fibre than the long fibre
setting. This means we can conclude that the LMRP model is an effi-
cient choice for modelling poroelastic materials with inhomogeneous
microstructures.

6. Conclusions and future perspectives

Within this work we have created a robust computational platform
that has allowed for a valid comparison between the LMRP model for
13
Table 2
Threshold porosities for when model discrepancy exceeds 2% (short fibres 0.8 length)

Model 𝐸1 𝐸3 𝐶44 𝐶66

LMRP >5% >10% >5% >15%
SP <5% <10% <5% <15%

Table 3
Threshold porosities for when model discrepancy exceeds 2% for 𝐶66 for a variety of
fibre lengths.

Fibre length 1 0.9 0.8 0.7 0.6

Porosity 19.6% 18.9% 16.5% 13% 9.3%

poroelastic composites and an approach that uses standard poroelastic-
ity with elastic inclusions. We describe our platform as robust due to the
wide range of situations where it can be used for computations. That
is, the platform can be altered for a variety of geometries including
short fibres, various directions of fluid flow, a variety of differently
shaped inclusions and a wide range of constitutive properties of the
constituents. We investigated a variety of elastic parameters obtained
by solving the 2D cell problems, which were derived in this work, to
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Fig. 13. Absolute difference between the two models for a variety of fibre lengths with
line at error threshold 2%.

determine under which circumstances the approach by the LMRP model
is most appropriate to be used.

We begin our analysis by providing a summary of the macroscale
LMRP model for poroelastic composites that has been derived via
asymptotic homogenization in Miller and Penta (2020). We then present
the 3D cell problem (19)–(23) that is to be solved to obtain the model
coefficients such as the effective elasticity tensor. From this problem
we write down explicitly the boundary loads that are required to solve
the problem numerically. In order to be computationally less expensive
we carry out, and present, the reduction of the cell problems to 2D,
where we again present the appropriate boundary loads. Since the
aim of this work is to have a valid comparison that uses a standard
poroelastic approach we then derive the comparison model setup using
asymptotic homogenization. The comparison standard poroelastic with
inclusion model has two steps, firstly the porous matrix and then a
composite between the porous matrix and an elastic inclusion. This
means that we have two 3D cell problems (73)–(74) and (77)–(80)
that are to be solved to provide the model coefficients. We again write
down explicitly the boundary loads that are required to solve these two
problems numerically. Again in keeping with the comparison, we carry
out and present the reduction of both of these cell problems to 2D,
again presenting the appropriate boundary loads. We are then able to
solve numerically the cell problems for a simplified geometry where we
have unidirectional flow and only one fibre direction. We then plot and
compare relevant elastic parameters, i.e. Young’s and shear moduli.

We then present an example of our computational platform solving
the 3D cell problems, justified by the error plots between the 3D and
2D simulations showing less than 1% error.

The results of our numerical simulations show that when investigat-
ing a poroelastic composite material with porosity exceeding 5%, then
the discrepancy between the LMRP model (that truly considers multiple
phases at the same scale) versus a standard poroelastic approach when
computing the Young’s moduli 𝐸1 and 𝐸3 and the shear 𝐶44 exceeds 2%
and increases dramatically with increasing porosity. We also find that
when the porosity exceeds 20% the discrepancy between the two model
setups goes beyond the 2% threshold for the shear 𝐶66. We find that for
materials with less than 5% porosity a standard poroelastic approach
or the LMRP model produce approximately the same results. These
results mean that the LMRP model should be considered as a valid
alternative instead of the models in the literature (i.e. standard poroe-
lastic approach) when modelling a material with an inhomogeneous
microstructure.
14
Our current modelling approach is open for improvement. Within
this work we have only focused on the parameters of the elastic matrix.
It is also of interest to investigate the fluid flow and solve the cell
problem in order to obtain the hydraulic conductivity tensor for the
material.

The simulations in this work have also only been carried out for
a simplified geometry (unidirectional flow and fibre direction) so as
to show the difference in the two models in the simplest possible
case. It would however be possible, due to the robustness of the 3D
computational platform highlighted by the 3D example, to consider a
much more complex geometry consisting of additional fibres and also
fibre angles and fluid flow in many directions.

We should also note that in this work we are focusing solely on solv-
ing the microscale cell problems that determine the model coefficients.
It would however, be possible to solve the complete macroscale model
that is presented in Section 2.

The derivation and numerical simulations have focused on a general
set of parameters since we are aiming just to capture the effects of
the LMRP model and the settings where it is most applicable. The
next step would be to apply the LMRP model to a realistic set of
parameters and geometry and this will allow for model validation
by comparing with experimental data, as done for example by Chen
et al. (2020). Another important aspect which is to be considered is
the model validation in terms of how well it converges to the actual
behaviour of the physical system whenever scales become more and
more separated. This is indeed a problematic issue primarily due to
the required computational cost, although one next natural step is
indeed the development of direct numerical simulations (for example
performed on reference heterogeneous geometries in two-dimensions).
This approach (which is carried out for example in Cruz-González
et al. (2022) in the context of three-scale asymptotic homogenization
for a one-dimensional example) would increase the reliability of these
results, and in general, of any model derived via homogenization tech-
niques, and will become more and more realistic following advances
in computational resources available. This specific validation will also
better elucidate the role of the heterogeneities as a discriminant in
determining which homogenized model better represents the actual
physical system at hand.

Finally, the simulations could be extended to investigate changing
the volume fraction and/or geometry of the inclusion. This could have
many relevant biological applications, e.g. to myocardial infarction,
where the cardiac myocytes die and become replaced by fibrous colla-
gen matrix. In this case we could perform a parametric analysis where
the inclusion volume fraction and geometry are changed to simulate
the loss of myocytes and the replacement with fibrous collagen matrix
scar tissue. We note that of course our model here uses linear elasticity
and the heart is of course nonlinear. However, we can obtain results by
using a piecewise linear approach as done in Hu et al. (2003a), Hu et al.
(2003b). By doing this we can approximate the nonlinear behaviour
using simple, computationally cheap simulations.
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Appendix

This appendix contains firstly the 2D reduction of the cell problems
for poroelastic composites shown in Section 3.1 with orthotropic elastic
constituents. This reduction is the most general and can have different
assumptions applied so it can be reduced to the 2D problems for the
model in Section 3.3. The second function of this appendix is to provide
justification of our computational setup for 3D simulations.

A.1. 2D reduction

Our 2D reduction of the problem will be carried out for the most
general case, which in this work is the poroelastic composite where
both elastic phases are orthotropic. From this problem which comprises
five equations we can make some simplifying assumptions which allow
the reduction to also be applicable to the porous matrix problem and to
the composite comprising the porous matrix and the elastic inclusion. In
order to carry out our 2D reduction we consider and build upon (Parnell
and Abrahams, 2008, 2006; Penta and Gerisch, 2015)

Since we are beginning with the case of poroelastic composites we
will use the notation of the LMRP model in Section 3.1. We begin our
reduction by making the assumption that the elasticity tensors CI and
II are constant with respect to both the porescale and macroscale. This
ill also be the case for CM, CSP

I and CPM for the other problems. This
eans that we can re-write the 3D cell problem (19)–(23) for third rank

ensors 𝐴I
𝑖𝑘𝑙 and 𝐴II

𝑖𝑘𝑙 as follows

I
𝑖𝑗𝑝𝑞

𝜕𝐴I
𝑝𝑘𝑙

𝜕𝑦𝑗𝜕𝑦𝑞
= 0 in 𝛺I (119)

𝐶 II
𝑖𝑗𝑝𝑞

𝜕𝐴II
𝑝𝑘𝑙

𝜕𝑦𝑗𝜕𝑦𝑞
= 0 in 𝛺II (120)

𝐶 I
𝑖𝑗𝑝𝑞

𝜕𝐴I
𝑝𝑘𝑙

𝜕𝑦𝑞
𝑛III𝑗 − 𝐶 II

𝑖𝑗𝑝𝑞

𝜕𝐴II
𝑝𝑘𝑙

𝜕𝑦𝑞
𝑛III𝑗 = (𝐶 II − 𝐶 I)𝑖𝑗𝑘𝑙𝑛III𝑗 on 𝛤III (121)

𝐴I
𝑖𝑘𝑙 = 𝐴II

𝑖𝑘𝑙 on 𝛤III (122)

𝐶 II
𝑖𝑗𝑝𝑞

𝜕𝐴II
𝑝𝑘𝑙

𝜕𝑦𝑞
𝑛II𝑗 + 𝐶 II

𝑖𝑗𝑘𝑙𝑛
II
𝑗 = 0 on 𝛤II (123)

n the above cell problem the summation over repeated indices 𝑗, 𝑝, 𝑞 =
, 2, 3 is understood. We note that our unknown third rank tensors 𝐴I

nd 𝐴II do not depend on 𝑦3 due to symmetry, neither do the third rank
ensors 𝐵, 𝐹 I or 𝐹 II that we use in the other cell problems presented
n Section 3.3. We also have that our normals to the interfaces are also
nly functions of 𝑦1 and 𝑦2. This, along with the elasticity tensors being
-constant, means that 𝐴I and 𝐴II only depend on 𝑦1 and 𝑦2. The cell
roblem (124)–(128) can now be solved in two dimensions, so we can
ewrite as

I
𝑖𝛼𝑠𝛽

𝜕𝐴I
𝑠𝑘𝑙

𝜕𝑦𝛼𝜕𝑦𝛽
= 0 in 𝐷I (124)

II
𝑖𝛼𝑠𝛽

𝜕𝐴II
𝑠𝑘𝑙

𝜕𝑦𝛼𝜕𝑦𝛽
= 0 in 𝐷II (125)

I
𝑖𝛼𝑠𝛽

𝜕𝐴I
𝑠𝑘𝑙

𝜕𝑦𝛽
𝑛III𝛼 − 𝐶 II

𝑖𝛼𝑠𝛽

𝜕𝐴II
𝑠𝑘𝑙

𝜕𝑦𝛽
𝑛III𝛼 = (𝐶 II − 𝐶 I)𝑖𝛼𝑘𝑙𝑛III𝛼 on 𝜕𝐷I ∩ 𝜕𝐷II

(126)

𝐴I
𝑖𝑘𝑙 = 𝐴II

𝑖𝑘𝑙 on 𝜕𝐷I ∩ 𝜕𝐷II (127)

𝐶 II
𝑖𝛼𝑠𝛽

𝜕𝐴II
𝑠𝑘𝑙

𝜕𝑦𝛽
𝑛II𝛼 + 𝐶 II

𝑖𝛼𝑘𝑙𝑛
II
𝛼 = 0 on 𝜕𝐷f (128)

In the problem (124)–(128) the summation over repeated indices 𝑠 =
1, 2, 3 and 𝛼, 𝛽 = 1, 2 is understood. We also have the domains 𝐷I and
𝐷II which represent the two-dimensional cross section of the periodic
cell where the subscripts I and II represent the inclusion and matrix
respectively. We also have the interfaces 𝜕𝐷I ∩ 𝜕𝐷II which corresponds
15

to a 2D cross section of 𝛤III and 𝜕𝐷f is the 2D cross section of 𝛤II.
We assume that our 𝐶 I
𝑖𝛼𝑠𝛽 and 𝐶 II

𝑖𝛼𝑠𝛽 are orthotropic, that is, the
following representations for CI and CII holds

CI =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝐶 I
11 𝐶 I

12 𝐶 I
13 0 0 0

𝐶 I
12 𝐶 I

22 𝐶 I
23 0 0 0

𝐶 I
13 𝐶 I

23 𝐶 I
33 0 0 0

0 0 0 𝐶 I
44 0 0

0 0 0 0 𝐶 I
55 0

0 0 0 0 0 𝐶 I
66

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

II =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝐶 II
11 𝐶 II

12 𝐶 II
13 0 0 0

𝐶 II
12 𝐶 II

22 𝐶 II
23 0 0 0

𝐶 II
13 𝐶 II

23 𝐶 II
33 0 0 0

0 0 0 𝐶 II
44 0 0

0 0 0 0 𝐶 II
55 0

0 0 0 0 0 𝐶 II
66

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(129)

here we have used voigt notation for the entries as in Penta and
erisch (2015).

We expand problem (124)–(128) using 𝑠 = 1, 2, 3 and 𝛼, 𝛽 = 1, 2.
hat is

I
𝑖111

𝜕𝐴I
1𝑘𝑙

𝜕𝑦21
+ 𝐶 I

𝑖121

𝜕𝐴I
2𝑘𝑙

𝜕𝑦21
+ 𝐶 I

𝑖131

𝜕𝐴I
3𝑘𝑙

𝜕𝑦21
+ 𝐶 I

𝑖112

𝜕𝐴I
1𝑘𝑙

𝜕𝑦1𝜕𝑦2

+ 𝐶 I
𝑖122

𝜕𝐴I
2𝑘𝑙

𝜕𝑦1𝜕𝑦2
+ 𝐶 I

𝑖132

𝜕𝐴I
3𝑘𝑙

𝜕𝑦1𝜕𝑦2
+ 𝐶 I

𝑖211

𝜕𝐴I
1𝑘𝑙

𝜕𝑦2𝜕𝑦1

+ 𝐶 I
𝑖221

𝜕𝐴I
2𝑘𝑙

𝜕𝑦2𝜕𝑦1
+ 𝐶 I

𝑖231

𝜕𝐴I
3𝑘𝑙

𝜕𝑦2𝜕𝑦1
+ 𝐶 I

𝑖212

𝜕𝐴I
1𝑘𝑙

𝜕𝑦22

+ 𝐶 I
𝑖222

𝜕𝐴I
2𝑘𝑙

𝜕𝑦22
+ 𝐶 I

𝑖232

𝜕𝐴I
3𝑘𝑙

𝜕𝑦22
= 0 in 𝐷I (130)

𝐶 II
𝑖111

𝜕𝐴II
1𝑘𝑙

𝜕𝑦21
+ 𝐶 II

𝑖121

𝜕𝐴II
2𝑘𝑙

𝜕𝑦21
+ 𝐶 II

𝑖131

𝜕𝐴II
3𝑘𝑙

𝜕𝑦21
+ 𝐶 II

𝑖112

𝜕𝐴II
1𝑘𝑙

𝜕𝑦1𝜕𝑦2

+ 𝐶 II
𝑖122

𝜕𝐴II
2𝑘𝑙

𝜕𝑦1𝜕𝑦2
+ 𝐶 II

𝑖132

𝜕𝐴II
3𝑘𝑙

𝜕𝑦1𝜕𝑦2
+ 𝐶 II

𝑖211

𝜕𝐴II
1𝑘𝑙

𝜕𝑦2𝜕𝑦1

+ 𝐶 II
𝑖221

𝜕𝐴II
2𝑘𝑙

𝜕𝑦2𝜕𝑦1
+ 𝐶 II

𝑖231

𝜕𝐴II
3𝑘𝑙

𝜕𝑦2𝜕𝑦1
+ 𝐶 II

𝑖212

𝜕𝐴II
1𝑘𝑙

𝜕𝑦22

+ 𝐶 II
𝑖222

𝜕𝐴II
2𝑘𝑙

𝜕𝑦22
+ 𝐶 II

𝑖232

𝜕𝐴II
3𝑘𝑙

𝜕𝑦22
= 0 in 𝐷II (131)

𝐶 I
𝑖111

𝜕𝐴I
1𝑘𝑙

𝜕𝑦1
𝑛III1 + 𝐶 I

𝑖121

𝜕𝐴I
2𝑘𝑙

𝜕𝑦1
𝑛III1 + 𝐶 I

𝑖131

𝜕𝐴I
3𝑘𝑙

𝜕𝑦1
𝑛III1 + 𝐶 I

𝑖112

𝜕𝐴I
1𝑘𝑙

𝜕𝑦2
𝑛III1

+ 𝐶 I
𝑖122

𝜕𝐴I
2𝑘𝑙

𝜕𝑦2
𝑛III1 + 𝐶 I

𝑖132

𝜕𝐴I
3𝑘𝑙

𝜕𝑦2
𝑛III1

+ 𝐶 I
𝑖211

𝜕𝐴I
1𝑘𝑙

𝜕𝑦1
𝑛III2 + 𝐶 I

𝑖221

𝜕𝐴I
2𝑘𝑙

𝜕𝑦1
𝑛III2 + 𝐶 I

𝑖231

𝜕𝐴I
3𝑘𝑙

𝜕𝑦1
𝑛III2

+ 𝐶 I
𝑖212

𝜕𝐴I
1𝑘𝑙

𝜕𝑦2
𝑛III2 + 𝐶 I

𝑖222

𝜕𝐴I
2𝑘𝑙

𝜕𝑦2
𝑛III2 + 𝐶 I

𝑖232

𝜕𝐴I
3𝑘𝑙

𝜕𝑦2
𝑛III2

−
(

𝐶 II
𝑖111

𝜕𝐴II
1𝑘𝑙

𝜕𝑦1
𝑛III1 + 𝐶 II

𝑖121

𝜕𝐴II
2𝑘𝑙

𝜕𝑦1
𝑛III1 + 𝐶 II

𝑖131

𝜕𝐴II
3𝑘𝑙

𝜕𝑦1
𝑛III1 + 𝐶 II

𝑖112

𝜕𝐴II
1𝑘𝑙

𝜕𝑦2
𝑛III1

+ 𝐶 II
𝑖122

𝜕𝐴II
2𝑘𝑙

𝜕𝑦2
𝑛III1 + 𝐶 II

𝑖132

𝜕𝐴II
3𝑘𝑙

𝜕𝑦2
𝑛III1

+ 𝐶 II
𝑖211

𝜕𝐴II
1𝑘𝑙

𝜕𝑦1
𝑛III2 + 𝐶 II

𝑖221

𝜕𝐴II
2𝑘𝑙

𝜕𝑦1
𝑛III2 + 𝐶 II

𝑖231

𝜕𝐴II
3𝑘𝑙

𝜕𝑦1
𝑛III2 + 𝐶 II

𝑖212

𝜕𝐴II
1𝑘𝑙

𝜕𝑦2
𝑛III2

+ 𝐶 II
𝑖222

𝜕𝐴II
2𝑘𝑙

𝜕𝑦2
𝑛III2 + 𝐶 II

𝑖232

𝜕𝐴II
3𝑘𝑙

𝜕𝑦2
𝑛III2

)

= (𝐶 II
𝑖1𝑘𝑙𝑛

III
1 + 𝐶 II

𝑖2𝑘𝑙𝑛
III
2 ) − (𝐶 I

𝑖1𝑘𝑙𝑛
III
1 + 𝐶 I

𝑖2𝑘𝑙𝑛
III
2 ) on 𝜕𝐷I ∩ 𝜕𝐷II (132)

𝐴I
𝑖𝑘𝑙 = 𝐴II

𝑖𝑘𝑙 on 𝜕𝐷I ∩ 𝜕𝐷II (133)

II
𝜕𝐴II

1𝑘𝑙 𝑛II + 𝐶 II
𝜕𝐴II

2𝑘𝑙 𝑛II + 𝐶 II
𝜕𝐴II

3𝑘𝑙 𝑛II + 𝐶 II
𝜕𝐴II

1𝑘𝑙 𝑛II
𝑖111 𝜕𝑦1 1 𝑖121 𝜕𝑦1 1 𝑖131 𝜕𝑦1 1 𝑖112 𝜕𝑦2 1
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+ 𝐶 II
𝑖122

𝜕𝐴II
2𝑘𝑙

𝜕𝑦2
𝑛II1 + 𝐶 II

𝑖132

𝜕𝐴II
3𝑘𝑙

𝜕𝑦2
𝑛II1

+ 𝐶 II
𝑖211

𝜕𝐴II
1𝑘𝑙

𝜕𝑦1
𝑛II2 + 𝐶 II

𝑖221

𝜕𝐴II
2𝑘𝑙

𝜕𝑦1
𝑛II2 + 𝐶 II

𝑖231

𝜕𝐴II
3𝑘𝑙

𝜕𝑦1
𝑛II2

+ 𝐶 II
𝑖212

𝜕𝐴II
1𝑘𝑙

𝜕𝑦2
𝑛II2 + 𝐶 II

𝑖222

𝜕𝐴II
2𝑘𝑙

𝜕𝑦2
𝑛II2 + 𝐶 II

𝑖232

𝜕𝐴II
3𝑘𝑙

𝜕𝑦2
𝑛II2

+ 𝐶 II
𝑖1𝑘𝑙𝑛

II
1 + 𝐶 II

𝑖2𝑘𝑙𝑛
II
2 = 0 on 𝜕𝐷f (134)

ow we have our problem we can set 𝑖 = 1, 2 to get the in-plane
roblems and 𝑖 = 3 for the anti-plane problems and use the entries
rom the matrices (129) to simplify. We have four in-plane problems
nd two anti-plane problems in total.

We first consider the anti-plane problem, so we put 𝑖 = 3 in (130)–
134) and use the entries from the matrices (129), not in Voigt notation,
o simplify. That is,

I
3131

𝜕𝐴I
3𝑘𝑙

𝜕𝑦21
+ 𝐶 I

3232

𝜕𝐴I
3𝑘𝑙

𝜕𝑦22
= 0 in 𝐷I (135)

II
3131

𝜕𝐴II
3𝑘𝑙

𝜕𝑦21
+ 𝐶 II

3232

𝜕𝐴II
3𝑘𝑙

𝜕𝑦22
= 0 in 𝐷II (136)

I
3131

𝜕𝐴I
3𝑘𝑙

𝜕𝑦1
𝑛III1 + 𝐶 I

3232

𝜕𝐴I
3𝑘𝑙

𝜕𝑦2
𝑛III2 −

(

𝐶 II
3131

𝜕𝐴II
3𝑘𝑙

𝜕𝑦1
𝑛III1 + 𝐶 II

3232

𝜕𝐴II
3𝑘𝑙

𝜕𝑦2
𝑛III2

)

= (𝐶 II
31𝑘𝑙𝑛

III
1 + 𝐶 II

32𝑘𝑙𝑛
III
2 ) − (𝐶 I

31𝑘𝑙𝑛
III
1 + 𝐶 I

32𝑘𝑙𝑛
III
2 ) on 𝜕𝐷I ∩ 𝜕𝐷II

(137)
I
3𝑘𝑙 = 𝐴II

3𝑘𝑙 on 𝜕𝐷I ∩ 𝜕𝐷II

(138)

II
3131

𝜕𝐴II
3𝑘𝑙

𝜕𝑦1
𝑛II1 + 𝐶 II

3232

𝜕𝐴II
3𝑘𝑙

𝜕𝑦2
𝑛II2 + 𝐶 II

31𝑘𝑙𝑛
II
1 + 𝐶 II

32𝑘𝑙𝑛
II
2 = 0 on 𝜕𝐷f (139)

Now similarly for the in-plane problem, so we put 𝑖 = 1, 2 simulta-
eously in (130)–(134) and use the entries from the matrices (129) to
implify to obtain a vector problem of the form

∇ ⋅
(

CI∇𝐀I
𝑘𝑙
)

= 0 in 𝐷I (140)

∇ ⋅
(

CII∇𝐀II
𝑘𝑙
)

= 0 in 𝐷II (141)

CI∇𝐀I
𝑘𝑙 − CII∇𝐀II

𝑘𝑙
)

𝐧III = 𝐟𝑘𝑙 on 𝜕𝐷I ∩ 𝜕𝐷II (142)

𝐀I
𝑘𝑙 = 𝐀II

𝑘𝑙 on 𝜕𝐷I ∩ 𝜕𝐷II (143)

CII∇𝐀II
𝑘𝑙𝐧

II + CII𝐧II = 0 on 𝜕𝐷f (144)

here 𝐀I
𝑘𝑙 and 𝐀II

𝑘𝑙 are vectors with two components 𝑖 = 1, 2 for each
ixed couple (k, l) = (1, 1), (2, 2), (3, 3), (1, 2). The force on the
nterface 𝜕𝐷I ∩ 𝜕𝐷II between the two elastic phases 𝐟𝜕𝐷I∩𝜕𝐷II

𝑘𝑙 can be
ritten as
𝜕𝐷I∩𝜕𝐷II
𝑘𝑙 = (𝐶 II

𝑖1𝑘𝑙𝑛
III
1 + 𝐶 II

𝑖2𝑘𝑙𝑛
III
2 ) − (𝐶 I

𝑖1𝑘𝑙𝑛
III
1 + 𝐶 I

𝑖2𝑘𝑙𝑛
III
2 ) (145)

We also have a second interface between the fluid and the matrix 𝜕𝐷f
nd this has the interface load
𝜕𝐷f
𝑘𝑙 = 𝐶 II

𝑖1𝑘𝑙𝑛
II
1 + 𝐶 II

𝑖2𝑘𝑙𝑛
II
2 (146)

gain for each fixed couple (k, l) = (1, 1), (2, 2), (3, 3), (1, 2).
We therefore have that the 2D problems to be solved are the two

nti-plane (135)–(139) for (k, l) = (1, 3), (2, 3) and the four in-plane
140)–(144) for (k, l) = (1, 1), (2, 2), (3, 3), (1,2). For the LMRP model
e see these specified for isotropic elasticity tensors in Section 3.2. We

an simplify these problems for the porous matrix problem by using
nly (136) and (139) for (k, l) = (1, 3), (2, 3) and (141) and (144) for (k,
) = (1, 1), (2, 2), (3, 3), (1, 2). We also assume that the matrix has an
sotropic elasticity tensor which we illustrate in Section 3.4. Also for the
roblem between the inclusion and the porous matrix we require only
135)–(138) for (k, l) = (1, 3), (2, 3) and the four in-plane (140)–(143)
or (k, l) = (1, 1), (2, 2), (3, 3), (1, 2). We also make the assumption

that the inclusion is isotropic and use the results from the 2D porous
matrix simulations to inform the elasticity tensor for the matrix. This
16

can be seen in Section 3.4.
A.2. Numerical simulations and meshing

Within this section we aim to give an overview of the steps carried
out in COMSOL Multiphysics to compute the results presented in this
work. To do this in the most clear and useful way we will begin with the
set up for the 3D simulations platform, and then explain the simplified
2D simulations which have results presented in Figs. 5(a)–8(a).

We can now discuss the 3D simulations that are applicable to long
fibres embedded in the matrix with the fluid cylinders. We can then
mention the small modification for the case of short fibres, with results
shown in Figs. 9–12(a). For the LMRP model the cell problem (19)–(23)
is a three dimensional problem. Our interface conditions (38)–(43) and
(44)–(49) are also 3D. For each pair of boundary loads given in (38)–
(43) and (44)–(49) we compute a corresponding numerical solution
of the elastic-type problem (19)–(23). This can be done using the
finite element software COMSOL Multiphysics employing its Structural
Mechanics Module.

We use this software to compute the 36 entries of the tensors MI
nd MII. Then once we have these results they can be used in (5) to
btain the entries of C̃LMRP. Once we have the complete tensor C̃LMRP

then we can use the components in the formulas for our elastic moduli
𝐸1 and 𝐸3 and take the shears directly from the tensor.

We will now give some details of how this process in COMSOL is
carried out. The finite element software creates a mesh for the periodic
cell 𝛺. It does so in such a way that it creates a surface mesh for the
interfaces between the phases and around the voids. It then extends
the surface mesh into a three-dimensional one for the entire periodic
cell 𝛺. By using this method it allows for both interface conditions
described by boundary pairs and interfaces on the drained fluid voids.
This is beneficial since it allows for a particularly refined mesh on
the interfaces (where the important physics takes place) and there
surrounding area which gets gradually coarser the further away from
the subphase and void interfaces that we are.

We know from the cell problem (19)–(23) that the stress-jump
condition on the matrix–subphase interface as well as the condition
on the interface between the matrix and fluid are the driving forces
for the solution of the cell problems. This means that we require
a sufficiently fine mesh on these interfaces to ensure we obtain an
accurate numerical solution. Therefore, to capture these areas where
the important physics is taking place, our mesh in 𝛺 is set to be much
more refined around the boundary pairs and voids representing the
interfaces than in the remainder of the domain further away from these
interfaces. It is important we mention that we can use a sequence
of increasingly refined meshes of 𝛺. These meshes are predefined by
COMSOL Multiphysics and range in refinement from extremely coarse
to extremely fine.

In cell problem (19)–(23) the stress balance equations (19)–(20)
are simple since we have zero volume forces and a constant, isotropic
elasticity tensor for both the matrix 𝛺II and the subphase 𝛺I. The
stress jump and the continuity of the auxiliary tensors 𝐴I and 𝐴II
((21)–(22)) across the interface between the two elastic phases are
encoded by conditions on each boundary pair. The condition between
the matrix and the void (23) is encoded on the interface. We then
impose periodic boundary conditions on the outer boundary 𝜕𝛺. By
using this framework the solution of the elastic-type problem will be
unique up to a constant. The constant here is unimportant since it will
disappear when the partial derivatives of the solution are taken to allow
us to determine MI and MII. That being said, computationally we do
require a unique solution of the elastic-type problems in our periodic
cell. To obtain this we can add an additional constraint in COMSOL
that fixes the auxiliary displacement to zero in one corner point of 𝛺.
This fixes the constant that is obtained. COMSOL Multiphysics uses
the principle of virtual work to implement the elastic-type problem
described above in weak form.

As we do not have continuity of stresses the problem for the

auxiliary variables 𝐴I and 𝐴II is solved in the geometrical setting in
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Fig. 14. Error between 2D and 3D simulations.
Fig. 15. Error between 2D and 3D simulations.
the Comsol feature assembly. If we were to use the union setting then
the subdomains 𝛺II and 𝛺I would be merged to form a simple union
with continuity which is not the case in our materials. By using the
assembly feature we are able to retain the boundaries for each phase of
the domain, which allows for the necessary flexibility in the application
of the interface conditions.

The entries of the third rank tensors 𝐴I and 𝐴II are numerically
approximated once the six elastic-type problems (19)–(23) correspond-
ing to the six pairs of interface loads (38)–(43) and (44)–(49) have
been solved. The derivatives of the entries of 𝐴I and 𝐴II are linear
functions that can be evaluated without additional error and therefore
so can all entries of the auxiliary fourth rank tensors MI and MII. The
entries of the effective elasticity tensor C̃LMRP are then computed using
(5) by calculating the averages without additional errors. All the steps
carried out such as the finite element approximations for 𝐴I and 𝐴II to
the computation of the effective elasticity tensor C̃LMRP is obtained in
COMSOL Multiphysics by using its integral post-processing tools.

For the short fibre simulations the same setup is used however, in
this case the boundary pairs are on the full cylindrical surface (curved
walls and circular ends) of the embedded subphase rather than just on
the curved surface of the cylinder since it is fully embedded in the
matrix. The rest of the setup and post-processing remains the same
procedure.

A very similar setup can be employed for the standard poroelastic
setting. Here we have created a platform comprising 3 phases (and
17
many more could be added) but by assuming limit cases of the details
just provided we can split this platform into the two steps required by
the standard poroelastic approach. We first have this setup assuming
the subphase does not exist which would mean it would be a porous
matrix set up with only the interface between matrix and void. Sec-
ondly the setup can be modified assuming the voids do not exist, for
further details on this second step see the (Penta and Gerisch, 2015)
where the numerical simulations for a composite have been carried out.

In terms of the 2D problems, the setup is almost identical although
this time we are using a 2D domain and the interfaces are lines not
surfaces. We again do not have continuity of stresses so the problem
for the auxiliary variables 𝐴I and 𝐴II is still solved in the geometrical
setting using the COMSOL feature assembly where the interface is
just a circle. We have our voids on which the forces are placed on
the interfaces. We cave the corresponding periodic conditions which
are applied on the external edges (lines) making the boundary. For
uniqueness of solution a constraint in COMSOL is placed that fixes the
auxiliary displacement to zero in one corner of the square domain.
In the same way all the steps carried out such as the finite element
approximations for 𝐴I and 𝐴II to the computation of the effective
elasticity tensor C̃LMRP are obtained in COMSOL Multiphysics by using
its integral post-processing tools. This time using surface integration
rather than volume integration.
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A.3. Error plots

Within this section of the appendix we show the plots of the error we
obtained between carrying out the 3D and 2D simulations for both the
LMRP model and the standard poroelasticity type model. All the plots
have at most a 1% error between the 3D and 2D simulations which
justifies the accuracy of the 3D simulations that we have carried out
and justifies the results obtained for the short fibres in Section 5 (see
Figs. 14 and 15).
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