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Abstract
This poster showcases an assessment designed to develop and eval-
uate software engineering students’ code analysis skills. We demon-
strate how students approached code analysis tasks when given
multiple code samples created by a human and various AI tools.

CCS Concepts
• Applied computing → Education; • Social and professional
topics→ Software engineering education; •Computingmethod-
ologies → Artificial intelligence.
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1 Introduction
In recent years the education community has been actively trying
to understand the implications of Generative AI on the education
practice. When teaching software engineering, it is impossible to
look at AI in isolation from the industry. We need to prepare our
students for the future of GenAI-enabled software design and de-
velopment [2]. The question is: how can we help students acquire
and maintain relevant programming skills in a world of ChatGPTs
and Copilots, that can generate working code in seconds?

If we want students to produce good software, they need to be
skilled in distinguishing between quality code that fully meets spec-
ifications and is easy to maintain (i.e., uses good coding conventions
and documentation) and a poor program. To address this, we de-
signed an experimental assignment in which students were asked
to review, analyse and evaluate four different implementations of a
dice rolling applications in the style of a ‘critique session’ (Level C
- Guided interaction with AI) as classified in [1].

Implementation A was written by a human, meeting the spec-
ification, whilst using some unconventional practices. The other
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three were generated by AI. Implementations B (meeting the spec-
ification) and C (containing a bias) were generated by ChatGPT;
implementation D (containing a bias) was generated by Claude.
The bias in B caused inequality in chances of different sides to be
rolled, while in D it was not possible to have one of the sides rolled
altogether.

This assignment was given to a class of 21 first-year undergrad-
uate Software Engineering students. The aim of this was to help
students explore their analytical and critical skills regarding GenAI,
similar to previous, recent studies, e.g., [3].

2 Insights
Students evaluated all four implementations, identified biases and
attempted to justify why some implementations were better than
others, as well as to guess which one(s) were written by a human
rather than AI.

Our findings reveal that students consistently struggled to differ-
entiate between AI-generated and human-written code, often using
similar justifications for both. This suggests that students have var-
ied expectations and understanding of what AI can generate. For
instance, ‘following coding conventions’ and ‘lack of complexity’
were used to justify both human-written and AI-generated code.
The majority of students felt that the human-written implementa-
tion A was unnecessarily complex, contained a series of errors and
deviated from coding conventions, with over half (57%) of the co-
hort labelling it as AI-generated. The majority of students showed
a clear preference for implementation B. It is noteworthy that this
preference does not seem to be impacted by their perceptions about
the code’s origin.

We propose that a stronger focus needs to be put on the enhance-
ment of students’ analytical skills in the context of AI-generated
content. By understanding how students analyse generated code,
we aim to better equip educators with strategies to prepare learners
with the skills necessary for effective, efficient, and ethical use of
LLMs in software engineering.
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