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ABSTRACT
The present study describes the process employed to identify a suit-
able intelligent virtual agent (IVA) for the AMPER App supporting
reminiscence therapy for those living with dementia through the
use of a facilitating agent. This included three distinct phases: 1)
co-creation with project stakeholders and identification of a set of
desirable IVA traits; 2) a blind internal team rating process to select
a subset from available IVAs; 3) a character survey with healthy
older adults to select a final 4 IVAs (2 male, 2 female). We analyse
the results, assess inter-subject agreement, and suggest guidelines
for IVA selection.

CCS CONCEPTS
• Human-centered computing → Interactive systems and
tools; • Applied computing → Health informatics.
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1 INTRODUCTION
Intelligent virtual agents (IVAs), applied in a variety of fields, e.g.:
entertainment [25], education [11], museums [17], coaching [33]
and healthcare [3, 31] are usually designed to interact with humans.
These are social environments, so that such IVAs require a natu-
ral interaction interface to maintain long-term engagement with
interaction partners. Including IVAs can increase user satisfaction
[33], make a technology more accessible[3], and offer increased
functionality[12]. However, as Aylett et al. point out [2], "When we
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build systems that harness the power of human conversation we are
dealing with something that is central to a human sense of self". Thus,
in designing an IVA,we enter the social world and issues such as
gender, ethnicity and diversity become relevant [7].

The AMPER (Agent-basedMemory Prothesis to Encourage Remi-
niscing) project aims to develop an app with a story facilitator agent,
based on autobiographical memory [28], that supports reminiscing
between a user living with dementia and their carer. Autobiograph-
ical life stories are important not only for human social interaction
but for engagement with artificial agents [5, 10]. Such agents re-
quire human-like memory processes to meet user expectations of
life-likeness, intelligence and responsiveness. [8, 19, 21, 32].

The use of an embodied agent with this vulnerable user group
aims to be supportive and to increase engagement (a significant
challenge in apps designed to support people living with dementia
[1, 23]). The choice of agent appearance and voice is thus critical.

In this paper we first share the process we used to select the IVA
for AMPER adopting the co-creation design approach. Project stake-
holders and healthy older adults were actively involved early in this
selection process consistent with principles of user-centred design
and co-creation [20, 24]. We assess its strengths and weaknesses
and what we learned from applying it. Secondly, we briefly discuss
how our results relate to the issue of avoiding ageist stereotypes.

2 PREVIOUS WORK
IVAs are well-suited to healthcare domains. They are not intended
to replace human healthcare providers but to enable them to focus
on exceptional cases by automating routine parts of their work.
Such characters may be accessed at any time of day allowing pa-
tients to interact at their own convenience and pace [3]. Thus, in a
study of an IVA-based discharge nurse, patients preferred receiv-
ing their discharge instructions from the IVA than their doctor or
nurses because they did not feel rushed [37]. In a study of patients
with chronic conditions, those interacting with a character on a
smartphone reported a significantly higher quality of life at the end
of the intervention period compared to those undergoing standard
care [6]. IVAs can not only deliver practical medical information to
patients but also social, emotional and relational messages. They
can establish trusting relationships with users to promote behaviour
change interventions [4]

One challenge in IVA selection is that engineersmay feel they can
make choices without input from potential users or stakeholders.
However, unconscious bias is a powerful driving force in forming
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the criteria for what is appropriate. For example in Richards et al.’s
[31] study involving co-design of an IVA for stroke victims, the IVA
gender was chosen up front because "females are associated with
empathetic caring dialogue". However, the hairstyle, face shape and
whether the IVA had glasses were then chosen based on team input
and that of stroke survivors. This highlights the difficulty in IVA
creation: some assumptions must be made, but which should be
part of the design process, and which should not?

In the effect known as similarity-attraction, some studies [27,
34, 36] show humans lean towards characters that have similar
traits, gender, and age to themselves, finding them not only more
attractive, but also more reliable, trustworthy, and knowledge-
able. However, other studies contradict this, showing more of a
complementary-attraction effect: a preference for characters that
complement their personality [18]. Other work [14, 22] found that
whether humans trust and respond favourably to robots whose
personalities are similar or complementary to their own depends
on the interaction context and the robot role. Therefore, it is im-
portant to take context into consideration - the intended role of the
character and the target audience - when designing an appropriate
appearance for a graphical character [7]. Moreover, the most usable
interfaces are those that can be modified by the user, with user
satisfaction increasing when the interface is personalised [35]. This
study describes the co-creation process employed for the purposes
of identifying a suitable IVA specific to the AMPER project.

3 A CO-DESIGN SELECTION PROCESS
3.1 Stakeholder workshop
Our first step was an informal workshop with the AMPER project
stakeholder group consisting of N=9 individuals including ReD-Lat
(Multi-Partner Consortium to Expand Dementia Research in Latin
America) members, Neuroprogressive and Dementia Research Net-
work (NDRN) members, Alzheimer’s Scotland National Dementia
Carers Action Network (NDCAN) members and industry experts
in memory/memorabilia preservation such as After Cloud.

Stakeholders were asked to provide feedback on a small set of
character exemplars. These covered a variety of potential character
designs: Cartoon/Naturalistic, 2D/3D, Younger/Older, Human/Non-
human. Each character was assessed by N=3-4 stakeholders based
on the following questions:

(1) Give up to 5 descriptive words about this character.
(2) What is good about it?
(3) What is bad about it?
(4) Do you think this is a good choice as a storyteller for our

specific target group WHY? Or WHY NOT?
(5) What would you keep?
(6) What would you change?
Amoderated discussion then took place on types of possible char-

acters and what traits might be important for the AMPER storyteller
character. Outcomes were: 1) the stakeholders preferred a cartoon
3D, Older, Human-like, character; 2) the stakeholders identified
the traits of friendliness, kindness, knowledgeability, amicability,
trustworthiness, and non-stereotypical appearance as important
for the digital character.

3.2 Internal character assessment
The main aim of internal character assessment was to reduce the
number of characters for final external ratings. First, an AMPER

teammember identified seventeen potential commercially-available
characters (N = 7 females) based on price, format and appearance cri-
teria gathered from the stakeholder workshop. All team members
(n=5) then individually rated each against the traits of friendli-
ness, kindness, knowledge, amicability, trustworthiness, and non-
stereotypical appearance established by the stakeholders. A char-
acter scored 1 if thought to exhibit a specific trait and 0 if thought
to lack it. A total and an average trait score were calculated for
each character. Raters were blind to each other’s scores. Six charac-
ters were immediately rejected due to receiving the lowest rating.
The remaining eleven were further assessed with another three
excluded due to high price or animation complexity. Four female
and four male characters were deemed suitable for the next stage.

Figure 1: Trait scores for the 4 short listed female IVAs.

Figure 2: Trait scores for the 4 short listed male IVAs.

3.3 External Character Selection
These eight characters were rated by healthy older adults. 26 par-
ticipants (age range 59-87) completed the female survey and 28
participants (age range 59-87) completed the male survey, answer-
ing eight questions. Most participants completed both surveys: the
order was counterbalanced. Question 1 asked participants to write
the first three things that came to mind when viewing the charac-
ter. Questions 2-7 asked participants to rate characters against the
traits identified by the stakeholders in the first step, i.e., friendli-
ness, kindness, knowledge, amicability, trustworthiness, and non-
stereotypical appearance using a 5-point Likert agreement scale
(from 1-Strongly disagree to 5-Strongly agree). Question 8 asked
participants to freely write any other comments and/or feedback
they had. For each character, the total score per trait was calculated
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by summing up the individual score across participants and the 
grand total score was calculated by summing up the total score 
across traits across participants. This gave a final selection of two 
male and two female characters: see Fig. 1 and Fig. 2 for scores.

4 RESULTS
Statistical analysis was performed only for the external character 
selection.

4.1 Correlation between Features
Statistical analyses as well as descriptive measures for the charac-
ters were produced using R statistical software (v4.2.3, R Core Team 
2023). Spearman Rank correlation analyses were performed to exam-
ine associations between the different character traits. False Discov-
ery Rates (FDR) were applied to correct for multiple comparisons 
[29]. Analysis shows a strong correlation between Friendly/Kind/
Amicable (Spearman’s rho 0.6 − 0.79). These traits have weak corre-
lation with Knowledgeable (Spearman’s rho < 0.25), while Trustwor-
thy shows a moderate correlation (Spearman’s rho 0.3 − 0.4) with 
other traits. These are all positive. The exception is Non-stereotypical 
which does not correlate with any other traits. We can regard the 
traits as forming three groups: Friendly/Amicable/Kind; Knowl-
edgable/Trustworthy; and Non-stereotypical.
Table 1: Correlation between traits: Spearman rho (2 dp) (p-
value). frd - Friendly, knd - Kind, knw - Knowledgeable, amc
- Amicable, trs - Trustworthy, nst - Non-stereotypical.

frd knd knw amc trs
frd - - - - -
knd 0.66 (0.00) - - - -
knw 0.17 (0.01) 0.20 (0.00) - - -
ami 0.70 (0.00) 0.67 (0.00) 0.16 (0.02) - -
trs 0.37 (0.00) 0.47 (0.00) 0.37 (0.00) 0.44 (0.00) -
nst 0.04 (ns) -0.04 (ns) 0.01 (ns) -0.00 (ns) 0.06 (ns)

4.2 Agreement
Agreement was calculated for ratings given in the external selection.
Intraclass Correlation Coefficient (ICC) estimates and their 95%
confidence intervals were calculated using R statistical software
(v4.2.3, [30]) based on a mean-rating (k = 27), absolute-agreement,
one-way random-effects model.

A one-way random-effects model was chosen since not all partic-
ipants completed both surveys and there were cases of missing data.
The analysis was computed using the function iccNA from pack-
age irrNA [9] which works on (unbalanced) incomplete datasets
without any imputation of missing values. An ICC analysis was
computed on the summed score across the six character traits for
N=8 characters (N=4 females) for each rater. The estimated ICC =
0.88 (p<.001) with 95% confidence interval = 0.73-0.97, suggesting
good agreement [16] between raters.

5 DISCUSSION
Trait correlation findings suggest that the character traits are not or-
thogonal. Standard trait markup systems (such as Big 5 [26]) apply
complex processes to discover underlying orthogonal factors, di-
rectly relate these to trait names and finally validate a questionnaire.
Furthermore, the stakeholders identified three traits which heavily
correlated with each other, i.e., Friendly, Kind and Amicable, which
could be interpreted as an informal weighting. In effect, appearing

Friendly proved three times more important than being perceived
as knowledgeable, trustworthy or non-stereotypical. Stakeholders
may expect such features in agents/characters that will interact
with patients with dementia [13]) but this needs further research.

The Trustworthy and Knowledgeable traits show a relationship
with the friendly traits, with some divergence. This reflects pre-
vious findings in the literature revealing a tension between being
authoritative (also contributing to a sense of trust and competence)
and being friendly [15, 34]. In contrast, the Non-stereotypical trait
showed no relationship with any of the other traits and was identi-
fied as an outlier compared to the others.

Furthermore, rating agreement was high amongst healthy older
adults, suggesting similarities in the way raters perceived the dif-
ferent character traits and IVAs. This could also be influenced by
the fact that three of the five traits heavily correlated, i.e., Friendly,
Kind, Amicable.

5.1 IVA Selection Guidelines
Given the results of our process, we can suggest a set of guidelines
for future evaluation of graphical characters in a co-design context:

• An informal set of traits collected from stakeholders plus
a two stage process of selecting characters (rating within
the team; rating with healthy control users of similar age,
background to the target user) is an appropriate basis for
selection and leads to good agreement among raters.

• Rather than use a trait for how stereotypical a character
may look, we advise indirect non-bias questions to gather
their subjective opinions such as “What do you like/dislike
about this character, What would you retain/eliminate from
the character? And why?”

• If pose and dress cannot be controlled, consider rating the
character on head appearance only or explicitly ask for feed-
back on pose and dress.

• Allow users to choose more than one character. In this work,
for both male and female, one selected character is more tra-
ditional and the other less so. This supports both similarity-
attraction and the complementary-attraction effect offering
users not just a choice of gender but also some variation in
character style.

5.2 Limitations
The present study has certain limitations. First, the characters in-
cluded in the external character selection were commercially avail-
able and identified by the AMPER team rather than generated from
scratch using automated tools. Second, the fact that some partic-
ipants completed two surveys while others only completed one
survey, might have introduced potential bias to the data. Finally,
the present study is only a small scale evaluation and therefore, the
findings should be interpreted with caution as they are relevant
only for the purposes of the AMPER study.

5.3 Conclusions
To conclude, our co-creation can be used as a guide for IVA selection
through involving stakeholders early in the process rather than
researchers simply selecting the agent themselves. Nevertheless, a
co-design process is resource-limited, both by available research
effort, and also by how much time stakeholders can commit. There-
fore, a co-creation process should be flexible and adaptable.
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