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Abstract
A digital-first society requires its citizens to carry out essential
activities online e.g., applying for a passport, managing pension
funds or scheduling medical appointments. Sensitive and personal
information is requested and provided in the hope that the confiden-
tiality, integrity and availability thereof will be preserved. In reality,
data breaches occur with distressing regularity. When this occurs,
‘second’ victims are created: the customers whose data has been
leaked. In many cases, service providers demonstrate very little care
or concern for these victims, responsibilizing instead of support-
ing them. We surveyed 175 respondents, including second victims,
non-victims and managers. It becomes clear that a ‘feudal security’
paradigm informs organisations’ responses to data breaches. In-
deed, the buck seems to stop with second victims, instead of with
the breached service provider. We propose an ‘Ethical Responsibi-
lization’ paradigm which would see second victims treated more
equitably and fairly.
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1 Introduction
Data breaches proliferate1. A study involving organisations across
65 countries reported that only 14% did not suffer a data breach in a
three year period ending in 2022 [77]. In the two-year period (2018-
2019) there were 10,000 major data breaches with an estimated
breach of up to 22 billion records [67]. An ENISA report revealed
that 97 zettabytes of data were produced and consumed in 2022. A
year-on-year growth predicts 181 zettabytes of lost data by 2025.
This includes tweets, emails, messages, and google searches [39].
This data belongs to customers, who depend on service providers
to prevent unauthorised exposure and consequent malicious use of

1The European Council defines data breaches as: “A data breach occurs when the data
for which your company/ organisation is responsible suffers a security incident resulting
in a breach of confidentiality, availability or integrity” [40]
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their personal data [99]. However, the security vs. usability trade-
off [4] and the increasing use of AI tools by hackers [83] can make
it challenging for service providers to prevent data breaches.

Leaked data cannot be unleaked [28]. The aftermaths of breach
events can constitute a conundrum for second victims (whose data
was leaked during the organisation’s breach event). Corporate en-
tities often put these victims in an untenable position by leaving
them to navigate obstacles and cope with consequent harms [59].
We refer to those whose data is held by organisations as ‘customers’,
to customers whose data has been breached as ‘victims’ (with ‘non-
victims’ not having suffered a data breach), and those who are left
with the responsibility to manage the aftermath as ‘second victims’.
In using the term ‘victim’, we follow the code of practice in various
jurisdictions: “a victim is defined as a person who has suffered
physical or emotional harm, property damage, or economic loss as
a result of a crime”2.

A data breach by an act of omission or commission can cause
physical, emotional harm and can lead to economic loss and/or prop-
erty damage. We refer to individuals who suffered data breaches as
‘victims’ or ‘second victims’ interchangeably.

Motivating Example: Consider the UK’s Universities Superan-
nuation Scheme (USS) [37], whose customers’ title, initial(s), name;
date of birth; national insurance number; USS member number was
leaked, essentially very sensitive data. USS had contracted Capita to
store their customers’ data (without informing customers). When
Capita had a breach, USS informed their customers that Capita had
leaked their personal details. Instead of getting support from USS,
individual victims had to personally implement countermeasures:
e.g., creating Experian accounts and monitoring their accounts for
suspicious activity, all without guidance on what they should do if
something happens. There was no attempt by USS to take responsi-
bility (noting that it was Capita’s issue). Responsibility was pushed
onto second victims. No responsibility was taken by Capita either,
except that they committed to monitor the dark web.

This left second victims to manage a risk they did not cause
and the consequences of which they might be ill-equipped to man-
age. They were expected to absorb any losses that occurred as a
consequence of the breach. In essence, second victims were respon-
sibilized, a popular cybersecurity regime: people are given advice
and then left to manage by themselves, despite often needing more
support [82].

If 21𝑠𝑡 century citizens had a choice, they could simply not pro-
vide their information but, in reality, they have no choice in our
digital-first society. When organisations fail in their curatorship
responsibilities and data breaches occur, the second victims face
potential harm through no fault of their own. Research specific to
2https://www.justice.gc.ca/eng/cj-jp/victims-victimes/rights-droits/who-qui.html
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data breaches primarily cover aspects of breach management [55]
and measures to regain trust [52]. Legal scholarship has identified
the limitations of extant legal frameworks to counter mass harvest-
ing of data [30, 91]. However, examining data breach management
from the victim’s perspective is an understudied area.

We surveyed 175 respondents, including 131 declared ‘second
victims’ of data breaches. We found that second victims of data
breaches were generally left to recover without much assistance
i.e., the buck stopped with them. We conclude that the status quo
in responding to victims is akin to feudal security, a term coined
by Bruce Schneier [86].
“Today’s internet feudalism, however, is ad hoc and one-sided. We
give companies our data and trust them with our security, but
we receive very few assurances of protection in return, and those
companies have very few restrictions on what they can do. This
needs to change......it’s time we step in our role as governments (both
national and international) to create the regulatory environments
that protect us vassals (and the lords as well). Otherwise, we really
are just serfs.” [86].
As such, there is a gap in exploring socio-technical insights and

evolving a comprehensive responsibilization paradigm to counter
extant feudalism in the space of data breaches. Here, we propose an
alternative paradigm: Ethical Responsibilization, to be situated
at the policy layer. We use the term ethical to be cognizant of shared
understanding of expected behavior which are not always codified
in law. The paradigm evolves from the responses of our study and
synergizes with the alternate formulation of justice articulated
in Amartya Sen’s Idea of Justice [87]. We detail the three core
ingredients of this new paradigm as: 1) obligations of effective power,
(2) capability and (3) comprehensive outcome. These ingredients
point to the pertinent ground realities that can continually inform
regulatory frameworks. They are not necessarily mutually exclusive
and, indeed, influence each other. The structure of the paper is
shown in Figure 1.

§7: Ethical Responsibilization Framework

§4: Study

§5: Findings: 
Where Does the Buck
CURRENTLY Stop?

§3: Related Research

§2: From Feudal Security to Ethical 
Responsibilization

New
Paradigm

Investigation §6: Findings: 
Where SHOULD the

Buck Stop?

Fleshing
out New

Paradigm

Figure 1: Paper Structure (with Section Numbers)

2 From Feudal Security to Ethical
Responsibilization

An Ethical Responsibilization paradigm draws upon the alternate
formulations of justice articulated by Sen [87]. We briefly sum-
marise the prevailing and alternate paradigms of jurisprudence to
ground our new paradigm proposal.

The prevailing model of jurisprudence in the West goes back
to Hobbes [98] and is known as the contractarian model after

Rousseau’s social contract [29]. The contractarian model aims to
build perfect institutions to govern society and mandates citizens
to follow specific rules laid down by the institutions. The contrac-
tarian model discounts how societies evolve and incentives these
rules place on people to abide by them.

Feudal security is akin to the contractarian model of justice; we
define security policies, identify perfect institutions and protocols
that would implement those policies. In the process, there is an
expectation that all entities governed by the said institutions and
will abide by the said policies and protocols. Security is as much
technical as it is about perverse incentives, moral hazards, and
liability dumping [3]. Like the contractarian model, feudal security
does not take into account actual societies, their diverse dispositions
and situations. Consequently, systems are not only hard to use, they
fail to meet the legitimate needs of their users.

The alternative to the contractarian model is the realisation
based paradigm found in the works of notable philosophers
including Adam Smith [58], Jeremy Bentham [15] and and Amartya
Sen [87]. The realisation based paradigm lays explicit emphasis
on how societies evolve, consequences, agencies involved and
processes used. This means departing from a presumption of ideal
behaviour and taking into account how societies evolve and using
that to redress manifest injustices. Prior security research has built
upon the realisation paradigm to include social realities in secure
systems engineering [33]. We depart from the contractarian model
and propose to adopt a realisation based approach to jurisprudence
to design a ethical responsibilization framework.

Why Ethical?
Sen, while articulating on human rights, establishes the importance
of significant human rights which are yet to be or could not be
coded into a coercive legal rule [87]. Yet, their moral imperative is
widely recognized3. In our usage of the term ‘ethical’ we ground
the moral and participatory emphasis of the proposed paradigm.
This means that due recognition to conventions that are yet to
have a legal force or difficult to accommodate in the legislative
route.

For example, many participants in our study emphasize
the importance of empathy and comprehension of the human
consequence (like shame) of breaches. The participatory element
will foreground contextual realities in identifying who could
have prevented a breach but failed to do so. This is a departure
from the existing paradigm where powerful entities often wriggle
out through gaps in the legislation. For example, a participatory
deliberation to assign responsibility will ask is GDPR enough to
address misuse of data at a aggregate scale like the Cambridge
Analytica scandal?. In effect, the participatory element will identify
the winners and losers of existing legal frameworks [92]. A related
example is where Facebook’s legal threat against NYU’s ad
observatory was argued to be ethically wrong [30]. The moral, as
well hard legal realisations, can feed back into a responsibilization
paradigm as practices or coded laws.

Operationalizing the Paradigm
The ingredients of our ethical responsibilization paradigm focus

3Recognizing the rights of women in family matters in sexist societies (pp 365) [87]
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on identifying effective power (responsible entity), capabilities of
each stakeholder and human consequences of data breaches. Such
information can significantly help in post breach investigations
and inform regulatory content and regime. Regulatory mandates
have positively contributed to industry wide safety mechanisms [5]
and equitable provisioning of public goods in general [38].
Moore, Clayton and Anderson highlight cyber security, too, is a
classic collective action problem [65]. This means a coordination
between private entities, law enforcement, regulators, and relevant
stakeholders to combat Internet crimes. Our proposed paradigm
can complement existing efforts by Cybersecurity & Infrastructure
Security Agency (CISA) to evolve directives through a reasoned
understanding of power asymmetry, capability, followed by an
evaluation of their effectiveness. Research enterprises can engage
with our paradigm to explore human centered realistic & effective
breach management protocols.

3 Related Research
Cybersecurity measures taken by organisations are essentially risk
management efforts. Approaches include [17]:
(1) Accepting: deciding that the risk is acceptable and that no

measures need to be taken to reduce it. Acceptance would likely
lead tomassive fines (at least in the UK) if/when the organisation
experiences a breach event.

(2) Avoiding: eliminating the source of risk or avoiding activities
that involve risk. The risk of a data breach cannot be avoided by
organisations in the 21st century, when businesses often have
no choice but to go online, so this is not an option.

(3) Mitigating: allocating resources to mitigate the risk. This in-
cludes putting measures in place to reduce data breaches [54].

(4) Transferring: shifting the risk to another party, such as an
insurance company that offers cyber insurance.

Mitigating and transferring are the only two viable options for
modern-day organisations.

We commenced with a scoping review with the aim of
understanding the state of play with respect to responses and
responsibilization in data breach aftermaths.

Step 1 – Search
We searched Scopus, Google Scholar, IEEE Explorer, Consensus
and ACM DL for all the papers with the keywords: Mitigating
Risk:responsibility and ‘data breach’ and Transferring Risk: ‘cyber
insurance’ and ‘data breach’

Step 2 – Selection
We used the following inclusion and exclusion criteria to determine
whether a paper was included or not.
Inclusion : Peer reviewed; discusses data breaches, responses,
responsibility or has responsibilization as a topic.
Exclusion: Published before 2014; No access (not in the public
domain).

Step 3 – Charting
To trace and understand the responses and responsibilization, we
will review and record the following data items concerning each
paper:

(1) Publication details (authors, year, title of the study, jour-
nal/venue name, DOI, and number of citations)
(2) The reported breach, causes and blast radius.
(a) Advocated responses to address data breaches, including how

to assist those whose data was lost (staff/ customers/ clients).
(b) Plans to re-establish trust in staff/customers/clients.

Table 1: Specific Breach Examples (AWS=Amazon Web Ser-
vices; ICO=Information Commissioner;FBI=Federal Bureau
of Investigation)

Equifax
(2017)

Capital One
(2019) [41]

UBER (2016)

Notification Delayed [81] Delayed [68] Delayed [81]
3rd party
used

No AWS AWS

Who
blamed

Employees not
patching
[49]

Insecurities
in the AWS
metadata
service

Third party
UWS

Responsi-
bilities
pushed
onto cus-
tomers

Sign up for free
credit monitoring
[97]

Monitor own
credit record;
request a
free copy of
credit report
annually4
[21]

Free credit
monitoring
and identity
theft protec-
tion [93]

Apology CEO Richard
Smith [18]

Bank’s chief
executive [41]

UBER boss
[90]

Fine Fined by ICO in
UK [51]

USA banking
regulator
[103]

Fined by ICO
in UK [13]

Customer
Response

Raged online [69] Class action
suit [70]

Outrage
[102]

Notable Tried to remove
consumers’ abil-
ity to sue them as
they registered
for credit mon-
itoring service
[97]

Had another
breach in 2023
[25]

Hacker paid
against FBI
advice [74]

Take Away Literature has documented the acts of omission
or commission by entities involved in major breaches. Some
organisations negatively exploited their positional advantage
and their customers were not appropriately treated. Prior work
also brings to the fore complex supply chains and abrupt re-
engineering of internal business processes by organisations.

3.1 Mitigating Risk
3.1.1 Power Asymmetry.
Our scoping review highlighted the power and information asym-
metry between service providers and their staff/customers. In many
cases, the asymmetry influenced organisations’ responses to data
breach incidents. Kim et al. [55] analysed responses in data breach
aftermaths and categorised them as (examples added by us):
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(1) Attacking the accuser e.g., threatening to sue anyone who
claims that a breach occurred5;

(2) Denial e.g. Target6;
(3) Scapegoating blaming employees instead of considering tech-

nical issues [47];
(4) Excuse i.e. minimising responsibility by claiming it was merely

part of the operation of a typical organisation;
(5) Justification i.e. falsely claiming that damage was minor e.g.,

LastPass7;
(6) Ingratiation [26] i.e. reminding second victims of past perfor-

mance;
(7) Compensation i.e. Arnold Clark offered free identify protec-

tion and credit monitoring services to second victims8. The
UK’s National Health Service has paid compensation to second
victims [1];

(8) Regret i.e. expressing remorse, e.g., NeimanMarcus: “We deeply
regret the data breach”9;

(9) Apology [16] e.g., Telstra10.
Whatever actions the breached organisation takes, being willing
to acknowledge customers’ concerns, and being honest, is crucial
[23]. Mohammed [64] enumerates four areas of recovery: (1) cus-
tomer recovery, (2) employee recovery, (3) process recovery and (4)
regulatory recovery, which suggests that the list given above needs
to be extended.

Victim Self Blaming
Prior research investigating individual responses to data breaches
highlights a culture of self blame by second victims [57]. They tend
to blame themselves for not exercising caution during their online
interactions.

Internal Governance
An investigation into 271 data breaches between 2004-2012
highlights the role of improved internal governance to prevent
data breaches. This study finds that companies with better
governance and social responsibility are less likely to suffer
data breaches. Companies who improve on these counts after
suffering a breach do better at mitigating future breaches. Better
governance means a small board, less independent directors,
realistic compensations with right spending. Social responsibility
means care for environment and other causes [56]. The role
of social responsibility and better governance in limiting the
consequences of data breaches has been discussed by [10].

Prior work makes a strong case for improved data governance
and a transparent regime for breach notifications. Dane [32] argues

5https://www.washingtonpost.com/news/worldviews/wp/2018/01/08/an-indian-
journalist-exposed-a-huge-breach-in-a-government-database-now-shes-facing-a-
police-complaint/
6https://www.dailymail.co.uk/news/article-2529035/Target-warns-customers-
aware-phishing-scams-hackers-steal-details-45-million-credit-cards.html
7https://www.cybersecuritydive.com/news/lastpass-cyberattack-timeline/643958/
8https://www.arnoldclark.com/newsroom/3718-arnold-clark-and-tracker-offers-
customers-added-protection-against-keyless-car-theft
9https://www.washingtonpost.com/business/technology/neiman-marcus-we-
deeply-regret-data-breach/2014/01/16/7bd54b30-7ee8-11e3-93c1-0e888170b723_
story.html
10https://www.abc.net.au/news/2022-12-11/telstra-apologises-for-online-data-
leak/101759006

that even if companies allow third-party firms to store their cus-
tomer data, they themselves are still liable if the data is breached.
This could be termed as outsourcing the work while ‘in-sourcing’
the liability.While third party firms are responsible for notifying
the companies they serve of a data breach, the data owner is liable
for dealing with their customers. Frei [42] points out that online
businesses bear full responsibility for the consequences of data
breaches. For example, Masuch et al. [61] says that, in addition to
providing information about the incident, information to customers
should include recovery actions designed to reassure. Moreover,
offering compensation can positively impact customer attitudes.

Take AwayA power asymmetry exists between organisations
and customers, which contributes to self blame. Prior studies
have shown the positive contribution of improved internal
governance to prevent future data breaches.

3.1.2 Regaining Trust.
Companies that suffer data breaches invariably suffer financial
losses in terms of pay out to victims or fines or legal fees or signifi-
cant erosion in share prices [71]. A school in the USA paid damages
and legal costs after sensitive information pertaining to a student
was leaked [12]. Karyda [52] confirmed that breach notifications
negatively impacted customer loyalty by reducing trust. Chen and
Jai [23] interviewed loyalty program customers and found that their
trust in organisation reduced after a data breach crisis.

Prior work identifies the importance of a cogent response strat-
egy in containing the blast radius and costs post a data breach. The
key ingredients of a response include identification of a incident
management team, financial forecasting based on nature of the
attack, communications, investigation of the technical nature of
the attack [20]. A willingness to offer apologies is a potent tool to
regain trust. A study with a hotel loyalty customers shows that
the response strategies reflect hotels’ willingness to acknowledge
stakeholders’ concerns. Apologies to customers and appropriate
communications were considered effective response strategies [23].
Carre et al. [22] highlights that an apology is the best way to rebuild
trust after a breach. In the context of healthcare, a study found that
a combination of apology and compensation contributes positively
towards addressing customer concerns [61].

A study explores the role of corporate social responsibility on
rebuilding trust post a breach. They find that the initial level of trust
in a website is not positively correlated to their endorsement of
social causes. Consequently, websites endorsing social causes suffer
equally in terms of loss of trust after a breach. However, the level
of repaired trust subsequent to a breach and apology is higher for
sites that endorse social causes [11]. Increasing awareness of data
breaches among customers and employees can become an effective
corporate social responsibility activity [96].

Take Away Prior research suggests that breaches harm or-
ganisations. However, studies highlight the positive role of
empathy and transparency in breach responses and extant
social responsibility in re-establishing trust.
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3.1.3 Service Providers’ Duty of Care.
While asymmetry is inescapable, prior deliberations have focused
on the obligations of service providers in alleviating manifest inse-
curities. There are arguments for a regime where individuals can
hold organisations accountable for breaches [12]. The term fidu-
ciary responsibility has been discussed in the context for protecting
pensions data and financial information in the USA and Australia,
respectively. Principles of responsible investments convened by the
United Nations Secretary general, describes fiduciary responsibility
as:

“Fiduciary duty exists to ensure that those who manage other peo-
ple’s money act in the interests of beneficiaries, rather than serving
their own interests” [76].

The notion of prudence is consciousness of the processes and
practices employed by organisations and not merely the outcome.
While prudence might not always lead to the best outcome, it can
provide a documentary evidence that processes were indeed fol-
lowed. The introduction of a reasonable or prudent person helps
to make an objective assessment of the actions of individuals and
organisations. We argue that the demonstration of prudence might
not be straightforward unless there is an accepted standard of pru-
dence. The broad domain of jurisprudence has explored the role
of reasonable persons; the normative and deontological elements
of reasonable behaviour are diverse [87]. The question to ask is
whether such diversities would be the case for security mechanisms
where two prudent individuals might have diverse views of what
are appropriate and commensurate security measures.

Prior research has also conceptually explored mechanisms to
attribute actions to individuals through access control mechanisms.
A responsibility model has been proposed by Kayes et al. [53] which
codifies who is responsible for what data, and for how long. The
context information is used to design an access control model to
assign responsibilities in the event of a breach.

Take Away A regime of fiduciary responsibility has found
acceptance but needs further unravelling of its elements such
as clear steps satisfying duty of care. There are suggestions of
a detached reasonable person to establish the notion of prudent
behavior which is independent of the outcome.

3.2 Transferring Risk
Here, we consider businesses adding cyber insurance to their other
insurance provisions. It is instructive to consider what they consider
the organisation’s responsibility to be in the aftermath of a data
breach. We referred to the websites of prominent cyber insurance
providers as indicated in Table 5 in the Appendix to provide a
snapshot of coverage by cyber insurance companies in Table 2.

The relationship between insured and insurers assumes that
of a binding relationship. Insurance companies share appropriate
expertise to implement processes, absorb many risks and actively
participate in post-breach legal and other recovery processes [95].
Prior research investigated the risk-assessment processes of insur-
ance companies through in-depth analysis of their policies, declared
inclusions and exclusions. They highlight the role of various data

Table 2: Aspects Covered by Cyber Insurance Basic Policy for
Incident Response (Info from their own Websites). Numbers
refer to insurance offerings in Table 5.

1 2 3 4 5 6 7 8 9 10
Immediate Recovery from Data Breach
Investigating the cy-
bercrime

• • • • •

Recovering data lost
in a security breach

• • • • • •

Helping to restore
computer systems

• • • •

Legal experts to ad-
vise on GDPR, data
breaches and next
steps

• • • •

Funding to cover
business interrup-
tion and recovery
costs

• • • • • • •

Complying with
regulatory proceed-
ings, fines, and
penalties

• •

Fallout
Extortion payments
demanded by hack-
ers

• • • • •

Third-party claims
for financial loss

• • • •

Public Relations
Reputation manage-
ment

• • • • • • • • •

For benefit of third party whose data was breached
Notification costs,
in the case you
are required to
notify third parties
affected

• • • • • •

Funding of Identity
Theft and/or Credit
Monitoring Services

• • • • •

points, such as organisational governance, technical measures em-
ployed by organisations, hiring policies and compliance mecha-
nisms in assessing risk [84].

Some risks have led to hardening of the insurance industry.
Mott et al. [66] interviewed 96 professionals spanning cyber in-
surance, cyber security, ransomware negotiations, law enforcement
and report that ransomware incidents led to a hardening at all levels
of the cyber insurance market. This hardening of the insurance in-
dustry raises the acceptable standards of cyber security for firms to
be able to purchase cyber insurance but, at the same time, prevents
many from availing cyber insurance [66]. Consequently, poorer
firms are left without the access to expertise that they probably
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need [95]. This exclusion raises an important debate as to the ef-
fectiveness of insurance companies being de-facto arbitrators of
security practices. Martinez et al. [60] highlighted barriers faced
by firms wanting insurance and found that they include a lack of
a common language across the industry and appropriate policy
coverage for specific companies. The lack of standardization was
also highlighted as a key challenge by [8, 73].

Insurance companies face an asymmetry of information which
negatively affects actuarial services. A notable systematization ef-
fort reconstructed 10 well-known data breaches and showed that
information pertaining to many breaches was incomplete [85]. A
related systematization effort highlighted key research challenges
surrounding riskmeasurement, automated data collection and catas-
trophe modelling [31]. Avanzi et al. [7] investigated the USA state
attorneys general’s publications of data breaches show a persistent
delay in reporting data breaches and inconsistent reporting. Lack
of data negatively affects risk assessment efforts, cyber insurance
pricing, underwriting and actuarial services. The difficulty to re-
construct attacks and breaches was also reported in [72, 73]. The
diversity of cyber attacks makes it difficult to calculate financial
impact. Poyraz et al. [75] propose a distinction between personally-
identifiable information and non personally-identifiable informa-
tion to enable more informed estimation of financial impact. Wheat-
ley et al. [101] proposed considering data breaches within the catas-
trophe framework for improved insights for cyber insurance and
overall risk assessment. Related work also argued for a bureau for
cyber statistics and for governments to underwrite cyber risks [45].

Take Away A general hardening of the industry coupled with
information asymmetry further exacerbates the gap between
companies with access to insurance and expertise and those
without. We further explore the uptake of cyber insurance and
consider the potential impact on data breaches in our study.

3.3 Research Questions

Figure 2: Aspects of Data Breach to be Studied

The key considerations that came out of the scoping survey are
depicted in Figure 2. Based on this analysis of the current state of re-
sponsibilization practices in the industry, we suggest the following
research questions:
RQ1: What is the extant state of organisational data breach re-
sponses (see Figure 2)? In particular:

(a) what realities are experienced by actual victims of data
breaches?

(b) what are the expectations of non-victims should they become
a second victim?

(c) what are the perceptions of managers: (1) with respect to or-
ganisations that experienced data breaches, what they did, and
(2) for all managers, what they think should happen if a breach
occurs.

RQ2:What does an ideal responsibilization regime look like?
(i) Who should be responsible?
(ii) How should stakeholders respond?
(iii) Who is liable to take actionable steps and what are the steps?

4 Study
4.1 Methodology
Design:
To explore the situation, we decided to survey citizens of the USA
and the UK. An alternative would be to conduct interviews but
given the sensitivity of the topic (personal data being leaked), it
seemedwiser to elicit responses using amechanism that guaranteed
anonymity. The questions are a combination of those that can
be quantitatively analysed and open text responses that can be
qualitatively analysed. Examples of the former are: “Have you fallen
victim to a data breach due to some organisation suffering a breach
where your personal information was leaked?”. Examples of the
latter are: “How did you learn of the breach?”. Finally, we posed
some questions using a Likert Scale. For example, to non-victims,
asking for agreement: “I would want them to tell me who they think
was responsible for the breach.”.

Table 3 maps the two research questions to the survey questions
provided in the Appendix.

Table 3: Survey Questions mapped to Research Questions

RQ Survey Questions
RQ1(a) V1, V2, V3
RQ1(b) NV1, NV2, NV3
RQ1(c) M1, M2, M3, M4, M5
RQ2 NV1-3, V(n), M4(j,k) and M5(a-m)

Survey Design:
To explore the research questions, we posed survey questions
to explore: (1) Did they fall victim to a breach of their personal
data held by another entity? (1a) If so, ask questions about what
happened in the aftermath. (1b) If not, what would they expect to
happen if their data were breached? For those respondents who
were managers (self reported via question D3), we explored their
experiences when they had to deal with a data breach in their
organisation or, if they hadn’t experienced a breach, we asked
about what they thought should be done if their organisation
experienced a data breach.

Survey Piloting:
We asked two individuals to pilot the survey and then checked
Qualtrics for the amount of time it took. We asked them to give
us feedback about the clarity of the questions; one provided
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suggestions for improvement.

Analysis:
We used a collaborative platform Miro [63] to support analysis of
the data. We used Braun and Clarke’s [19] staged thematic analysis:
(1) data familiarisation; (2) initial code development; (3) thematic
search; (4) review; and (5) defining and naming themes. Longer
sentences such as: They should, most of all, apologize for what
happened and, depending on the type of breach, offer compensation
or something were coded into first order themes as empathy and
compensation and aggregate dimensions as comprehensive outcome
and obligations of effective power respectively.

Codes were discussed and agreed upon in an iterative process
between the authors. Following reading and re-reading, we grouped
first-order codes into first order themes [19], which were again
grouped into aggregate dimensions to support answering of the
research questions. The final codes are available via this link11.

We also carried out a descriptive analysis of responses where
Yes/No responses were selected. The results can be seen in Figures
4, 5, 6 and 7. Figure 8 depicts the contrast between expectation and
reality (from second victims).

Ethics:
We applied for and gained institutional and research center ethics
approval. We did not ask for, or record, any information that is
sensitive or could identify the participants. Survey responses are
stored on our institution’s secure data servers.

4.2 Recruiting
We first sent out invites through the national slack channel of the
research center, social media accounts and personal connections.
We then used the Prolific platform to gain more respondents from
the USA and the UK. Prolific workers were paid £12 per hour for a 10
minute survey, which exceeds the UK’s living wage. Demographics
are shown in Table 4. We indicate the age and gender to convey
the diversity of our participants. These were not used to support
analyse in this study.

Table 4: Participant Demographics

Gender Age Range (1 Withheld)
Male Female Withheld/

Other
18-29 30-39 40-49 50-59 ≥60

88 79 6 33 57 37 27 18

4.3 Threats to Validity
Internal: Participants were recruited from the Prolific platform.
This means, on the one hand, that they are accustomed to work-
ing with technology, and probably better informed than others.
Moreover, they, too, could become second victims.

The survey study included questions that allowed individuals to
respond in free text. This was to encourage them to provide compre-
hensive responses. Face-to-face conversations would undeniably

11https://osf.io/kbwj2/?view_only=8713f8eb86514f\1d9e6fba9fe78756a6

elicit more in-depth information and allow the posing of follow-up
questions.

External:We had 175 participants in total. However, we did not
force responses: some questions were specific to victims, some to
non-victims and some to managers. In some cases, participants re-
sponded ‘as mentioned earlier’, instead of repeating prior comments.
From now on, we explicitly mention relevant questions and ex-
plain how many responses were received in support of a particular
theme.

Please see Appendix A for adherence to SIGSOFT guidelines.

5 Findings: RQ1 - Where Does the Buck Stop?
Of the 175 participants, 131 had fallen victim to a data breach where
their information had been held by a third party. The first order
and aggregate themes are shown in Figure 3. We discuss the themes
below. The questions we refer to can all be found in the Appendix.
We discuss responses in the light of communication, organisation
behaviour and actions taken by victims, which were the aggregate
dimensions that emerged m the data.

5.1 Communication
[Questions V1, V2, V3(a), V4(a-c), V3(b).]

Figure 4 shows how organisations communicated with partic-
ipants, and how they first came to hear about breach. We asked
participants if they were informed by their service provider, and,
if so, whether this occurred immediately or after a delay. Figure
4a shows that 50 participants said there was a delay and 45 were
promptly informed. Thirty two participants were not informed by
the service provider and none did not want to be informed.

While these choice based answers in Figure 4a captured whether
they received intimation from the breached organisation, we quali-
tatively analysed their textual responses against questions V1 and
V3(b) to find out how they initially found out about the breach. The
results are captured in Figure 4b.

67/131 respondents found out independently whereas 59/131
were informed by the service provider with 21 of them experiencing
a delay. The delay stretched even for months before the organisation
informed victims in some cases —

I found out through online news before the company
told us. For months before it came out via the news I
would enquire, I was only ever told from many higher
up staff that ‘an attempt was made but nothing was
taken’ (P2).

We gleaned the methods and sources that informed participants of
the breaches.

Ten participants reported pro-actively using services such as
https://haveibeenpwned.com — “The breach was only made known
to me because I have subscribed to ‘haveibeenpwned.com’ and it was
months after the breach had occured!” (P145). Clearly, this participant
was not informed by the service provider he/she trusted with their
data. Two participants said that they would have preferred to find
out sooner than they did.

Participants mentioned the role of platforms in making them
aware of data breaches. 10 participants learnt of the breaches from
Google password manager, or through Apple notifications.
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Figure 4: Breach Communication

Social media was also mentioned by 7 participants — “On face-
book when the person the information was leaked to went public
due to non appropriate responses from the GP surgery” (P32). Four
participants in this group said that they read about it after a delay.

Seventeen participants mentioned that they first found out
through news reports and 7 felt that was quite late. “It was found
through general news articles on the BBC” (P110).

Twenty three participants found about the breaches through
means other than those mentioned above. For example, strangers
informed victims without any communication from the responsible
entity — “A letter with my personal information and details had been
sent to the wrong address instead of mine, and the recipient found me
on social media to contact me to say that they had received it” (P37).
In this category participants reported getting suspicious due to
unusual text messages, fraudulent activity on their online shopping
accounts and only then finding about the breach. Participants also
reported proactively monitoring their credit reports.

Take AwayMany participants found out about breaches to
their personal data by themselves. Participants reported sig-
nificant delays or even absence of any communication from
service providers who had experienced the data breach.

5.2 Organisational Behaviours
[Questions V3(c) - V3(k)]
We asked participants if they were contacted by the organisations
that collected and stored their data. If so, did the communication
include:
• intimation of any third party involvement.
• compensation being offered.
• an apology being extended.
• reasons for the breach being explained.
• information on steps being taken by the organisation to resolve
the damage and prevent future occurrences.

• steps victims themselves should take.
The choice-based responses are captured in Figure 5. The key take-
aways are that apologies and compensation were rarely offered,
and reasons behind the breach were seldom communicated. So far
as third party involvement, the majority of organisations did not
mention any third party involvement. (They might not use a third
party service to store their customer/staff data as USS did). The
majority did outline the steps they were taking and expected their
customers to take.

We further sought textual responses on their expectations from
these organisations with respect to the breaches they experienced
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Figure 5: Post-Event Information and Interactions

and their experience of organisational behaviour. The responses
were qualitatively analyzed.

Twenty nine participants were happy with the responses from
their service providers. “These things happen and they did their best
to contain any issues arising” (P87). Four said that they were happy
with the overall response from their service provider but flagged
delay and communications as being below their expectations. “It
was adequate although communications could have been better” (P85).

Thirteen participants thought that organisations should be ac-
countable and extend an apology in every instance of a breach. “It
just felt like ‘brushing it under the rug’, I wanted more accountability
or explanation.” (P53) “been more genuine in apology” (102).

Fifteen participants said that the organisations were indifferent
to the human consequences of data breaches. “I felt it was careless
and they lacked concern. Nothing about it was prompt or transparent
so I felt uncared for” (P133).

Twenty one participants expected correct and adequate infor-
mation from the service providers they had shared their data with.
“There was almost no communication whatsoever. I would have liked
to have been supplied with information about the breach and been
kept updated as time went on” (P45).

Sixteen participants thought the their service providers were
evasive: there were attempts to cover up the breach.

I thought it made them look more guilty because of
how cagy and secretive they were with information. My
trust was not restored since I had no information about
what, if anything, they were doing about the breach
and future cybersecurity (P82).

Sixty two participants mentioned that they expected to hear
about commensurate steps that are being taken by organisations.
Responses also included steps that can be taken by individuals to
protect themselves from future breaches. “To prevent it? Or after
the breach? I don’t remember. They confidently implied that they had
everything under control” (P119).

While delay was an overwhelming experience in the context of
communication after the breach, 34 participants mentioned it in the

context of their expectations from organisations they share their
data with. “They could have contacted me sooner. They said it was
as soon as they had found out, but it later transpired that this was
actually over a week after knowing about the breach” (P152).

Compensation against loss of data was raised by 35 participants
in response to a choice-based question (V3e). Thirteen participants
mentioned compensation in their textual responses:

Pay for a year’s worth of identity protection, or some-
thing along those lines as other organisations have done
in past data breaches, particularly since in this particu-
lar case, I did not have access or any real control over
the data retained by the organisation (P46).

Nine participants expressed a sense of resignation as insecurities
are inevitable on the Internet. Eight participants said the service
providers had left them to navigate out of the crises by themselves.
“I felt like they didn’t care because they didn’t inform me of it, I had to
find out another way by trying to sign up to another website” (P34).

Twenty one participants said they lost trust on the organisations
they trusted with their data due to their subsequent responses.
“I lost trust in them and couldn’t expect them to treat my personal
information with the correct level of care” (P98).

Take Away Participants stated their expectations of account-
ability, apology and actionable steps for assurance. Majority
of the participants we studied were given incorrect informa-
tion, not adequately supported or compensated and found the
responses to be indifferent to the human cost of the breach.

5.3 What Actions Victims Took
[Questions V3(l-m)]
In response to the choice based question Did you yourself take any
steps once you learnt about the breach?, 96 said they did, 24 did not,
and 5 couldn’t remember. This was further backed with textual
responses on the steps victims took post-breach incidents. We qual-
itatively analyzed the responses and they show a range of shared
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understanding among users with respect to managing their security.
The categories of security tasks below are not mutually exclusive
with some participants mentioning multiple security tasks.

Sixty nine participants stated they changed their passwords and
this has been the overwhelming step taken. “I changed my passwords
on important sites, I changed all passwords where I used the same
one that had been leaked” (P36). Two mentioned using password
manager, one for checking breaches and another for changing their
passwords. “Changed all my passwords to unique ones using a pass-
word manager” (P146). Two participants reported that they tried
to secure their passwords and yet they fear they will not prevent
future breaches. “I tried to change my passwords of my bank accounts
and social media accounts. nothing else could be done about this I
think” (P76).

Eleven participants enrolled for credit monitoring services and
one froze their credit report [P99]. P2 enrolled for Experian credit
checker and transferred their salary account to another branch.
“Experian credit checker. Created another bank account to move my
salary pay into that account so my jeopardised bank account can
only have so much money stolen” (P2). One participant indicated
that the service was paid by their employer. Multiple participants
subscribed to credit monitoring services.

Fourteen participants changed their service provider or unsub-
scribed from the services where the data breach happened.

First thing first, I changed my password for the account
and deleted all my linked card details. I also cancelled
the cards which were linked to my bank to avoid any
bank account scams. I deleted all the addresses linked
and never used that account to be on the safe side (P121).

Identity theft insurance was used by 3 participants; One partici-
pant mentioned that their organisation provided the service along
with cybersecurity training while 2 said they themselves had paid
for the service. “I updated my passwords, registered for the identity
theft insurance provided by my organisation, completed the newest
cybersecurity training offered by my organisation” (P15).

Five participants said that they opted for multifactor authentica-
tion/biometrics. “The bank had to issue a new credit card and the old
one was cancelled. Also password reset. I also started adding two step
verification to anything I could” (P91).

Four participants resorted to formal complaints and sought ex-
planations, with one threatening to follow up with the information
commissioner’s office (ICO). “I put in a complaint with the organ-
isation, stating that I would take it to the ICO if I didn’t receive a
satisfactory explanation of exactly what happened and how they will
prevent this happening again” (P152).

One participant put in a GDPR request with the business to
delete all the data it held on him. “I also made a GDPR request with
the business to delete all data it holds on me” (P162).

One participant reported a sense of resignation arising from an
unresponsive service provider — “I contacted them directly. Which
was almost wasted effort. I even got into contact with other people
about it who did take it seriously to begin with, but again, nothing
happened in the end” (P54).

Our qualitative analysis of the responses showed a change in secu-
rity behaviour from 22 participants. The participants expressed ex-
ercised vigilance to online communications and a generally height-
ened level of alertness. “Kept a closer eye on banking transactions
also for unusual activity, including putting additional notifications
in place to get real time activity reports” (P31). A significant finding
from our study is that end users are not passive and that they are
indeed stepping up to protect themselves where possible.

Take Away Changed password are the most likely response
by second victims. It is interesting to note the self-blame here.
The breach did not occur because of the customer’s behaviour
but they automatically blamed their own passwords. Very few
respondents mentioned using credit reference agencies and
cyber security training was mentioned by only one participant.

5.4 Manager Perceptions and Practices
[Questions M1, M2, M3, M4(a-i), M5(a-m)]
Seventy five participants were in a managerial role in their respec-
tive organisations. The responses from managers are captured in
Figure 6 as:

(1) fourteen organisations suffered a breach, with their responses
shown in the lefthand box.

(2) the responses on ideal breach management are shown in Figure
6 in the righthand box.

We discuss the responses frommanagers in a breach situation while
in their respective organisations. Responses regarding ideal breach
management are discussed while outlining the new paradigm in
Section 7.

In choice-based questions, we asked mangers if they or third
parties offered compensation for the breaches. Nine participants
said their organisations did not offer any compensation, while 2
did.

Nine of fourteen managers said that their organisations apolo-
gized to the second victims, while 2 participants were unaware and
3 said their organisations did not apologise. One manager said they
received effective support from the insurance company when they
had a breach. 10 did not share the results of investigations with
their customers while 3 did. 1 did not answer this question.

11 managers said that their organisations outlined the steps
they were taking while 2 did not. Six participants said that their
organisations laid out the steps their customers should take to
protect themselves from data breaches. Four managers expected
their customers to follow at least some of these steps.

We further qualitatively analysed their textual answers to ques-
tions M4(c,d and j) and the responses are as below.

Response. Ten of the 14 managers were unaware of how their
organisations interacted with the victims. Two participants high-
lighted instances where they were asked to downplay the incident
or provide a ‘vague’ response to victims. “There was a very vague
email written in the form of an apology, month after the breach hap-
pened” (P45). “I was made to down play the extent of the breach by
my superiors while little was done by way or preventing the issue
in future besides the ingenuity i used to deescalate the threat” (P60).
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Figure 6: Manager Experiences and Expectations

Two participants said they either referred to their IT manager or
they have a organisational process.

Transparency. We asked participants if their organisations ex-
plicitly declare the use of third parties to their customers. Seven
participants answered this question and the responses show a mix
of transparency and opacity. Four participants said their organi-
sations informed their customers — “Yes, we would reveal this to
all customers and staff after the breach” (P55). Two participants in
this group said that they referred their customers to third parties
post-breach incident. Three participants did not inform of the in-
volvement of third parties — “No, we try to avoid that even though
we expected staff/customers to have read policy statements which in
reality we knew that they didn’t” (P60). One in this latter group said
for a particular breach it was not revealed but he was not aware of
the general policy in his organisation.

Responsibility. Twelve participants clearly stated that organi-
sations (including first party and third parties) should be liable for
data breaches and one participant thought that data owners should
be responsible. Six of the 12 participants who thought organisations
were liable, however, considers that customers also had a role in
preventing data breaches. These participants further detailed the
steps they thought customers should take. The steps ranged from
secure devices, general alertness to availing credit reference agencies.
A pair of representative quotes from the group that said organisa-
tions should shoulder responsibilities, but also thought customers
have a role to play, is — “The executive board members of the organi-
sation” (P85). With respect to end users’ responsibilities, the same
participant said: “To be vigilant and aware of phishing emails and
suspicious links, to regularly change their passwords and be aware of
keeping data secure” (P85). In the textual responses, 2 participants
saw the role of everyone in managing data breaches.

Take Away Managers reveal that compensation is not the
norm, while apology was more prevalent. Organisations were
not transparent about the use of third parties and cover ups
were revealed. The majority of the participants said organi-
sations did not share the outcomes of investigations. Many
thought organisations should be responsible but that cus-
tomers, too, should share responsibility.

5.5 Cyber Insurance
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Figure 7: Cyber Insurance Uptake

[Questions M1 and M4(b)]
Figure 7 captures the responses of managers related to their organ-
isations’ cyber insurance. 26 organisations were insured against
adverse cyber events. Only 2 of the 24 insured suffered breaches.
One participant commented on the helpfulness of cyber insurance
in managing the aftermath of a breach. “They were quite helpful,
they were available when we needed them and offered support for the
future” (P53).

32 managers said that their organisations did not have insurance
against adverse cyber events. Only one of these admitted to their
organisation having been breached. We did not receive responses
from the other 21 participants in this group.

Take Away Cyber insurance uptake is not yet universally ob-
tained, which is strange given the prevalence of data breaches.
There is not much difference in breaches between the insured
and the uninsured. However, this is not a large sample so it is
hard to draw definitive conclusions.

5.6 In Summary
We can now return to RQ1:

RQ1a: Breach communication was generally unsatisfactory
and deficient. Almost as many participants found about breaches
through their own efforts as directly from the breached organisa-
tions. A significant number of participants experienced delays in
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Figure 8: What Non-Victims Want vs. What Actual Victims Received (Numbers in the middle are Percentages)

receiving breach communications. Compensation and apologies
were seldom proffered.

RQ1b: Respondents highlighted their need for empathy, trans-
parency and truth in organisational communications to victims.
There was overwhelming consensus on the fact that the respon-
sibility should lie with the service provider rather than with cus-
tomer/staff member ‘second s’.

RQ1c:Managers’ responses confirm that compensation is not
the norm, nor are apologies, although more apologies were offered
than was compensation. Moreover, some organisations were not
transparent with respect to using third parties for data storage.
Cyber Insurance uptake is not widespread. Managers largely agreed
that responsibility lie with the organisations but users too should
participate to control data breaches.

6 Findings: RQ2 - Where Should the Buck Stop?
While some data breaches leak both customer and staff data, we
will refer to all as ‘customers’ in this section. We draw on responses
to questions NV1-3 and V1-3 in Appendix B to construct Figure 8.
It depicts the stark disconnect between what second victims expect
and what organisations actually deliver when it comes to managing
the aftermath of a data breach. This confirms the responsibilization
of these customers members by organisations, where it’s deploy-
ment is usually a governmental strategy. Moreover, its use in the
data breach context is a clear dereliction of duty and a renuncia-
tion of organisational responsibility for something that becomes
their legal remit once they receive the person’s data. This situation
cannot be sustained or excused with the increase in data breaches
creating vast numbers of second victims across the globe.

To answer RQ2, we elicited responses from participants about
their idea of an ideal responsibilization regime. This includes re-
sponses to NV1-3, V(n), M4(j,k) and M5(a-m) in Appendix B to draw
out the themes in this section and Section 7. The key propositions
that emerged are:

• Responsibility. Service providers are in a better position to
address data breaches as compared to end users and the respon-
sibility lies with them. Even if there are third party contractual
arrangements with service providers, yet the responsibility lies
with the first party service provider facing the end user. It is
pertinent to mention that insurance and other contractual ar-
rangements to manage risks and aftermaths are examples of
transferring responsibility by organisations. We discuss the cyber
insurance state of play in Section 3.2 & responses from managers
in Section 5.5.

• User participation. There was a tie in the responses specific
to the questions on whether users should take steps to protect
themselves from breaches; while an overwhelming majority said
that organisations should ask users to take security steps to pro-
tect themselves. We know from the responses of second victims
the steps they took.

• Communication and Assurance. Participants said that data
breaches have human consequences and post breach responses
should demonstrate empathy. Furthermore, participants under-
scored the importance of a transparent process whereby they
are assured by the effectiveness of technical measures to protect
their data.
In answer to RQ2, we conclude that second victims want organ-

isations to accept responsibility if they caused data breaches and
cease responsibilizing victims. They are clear about the responses
they want to see organisations engaging in (Figure 8 and don’t
want all the onus to be on them to mitigate the consequences of
organisational data breaches.

The next section lays out our proposal for an Ethical Respon-
sibilization Paradigm which will change the current state of play
for the better.

7 Ethical Responsibilization
[Questions V3(n), V4, NV(1,2, and 3), M4(j,k) and M5(a-m)]
The insights from this study advocate evolving a responsibilization

117



“When Data Breaches Happen, Where Does the Buck Stop? . . . and where should it stop?” NSPW ’24, September 16–19, 2024, Bedford, PA, USA

C A P A B I L I T YO B L I G A T I O N S  O F  E F F E C T I V E  P O W E R

C O M P R E H E N S I V E  O U T C O M E

Effectiveness of 
Communication

Effectiveness of Advised 
Steps

Effectiveness of Legal 
Instruments

Duty of Care to 
Customers

Ensure Customer and Organisational Capability to Embrace Responsibilities 

Figure 9: Ethical Responsibilization Framework

paradigm that focuses on ground realities such as power asymme-
try, market realities, human consequences and ability of users to
participate to control data breaches. Social and political arrange-
ments that build upon realities on the ground have their roots in
the realisation based paradigm of jurisprudence. Motivated by this
resonance we coded participant responses into top level themes as
obligations of effective power, capability and comprehensive outcome
by drawing upon Amartya Sen’s Idea of Justice [87]. The overarch-
ing themes and their containing sub themes are shown in Figure
9. We ground the overarching themes drawing upon their descrip-
tion in [87], pertinent study responses and specify how they can
contribute to existing regulatory frameworks.

7.1 Obligations of Effective Power
Sen discusses the obligations of effective power to remedy instances
of manifest injustices. Effective power essentially means the entity
which is more powerful in particular situations is responsible to
address instances of manifest injustices. However, identification
of effective power in a realisation based paradigm of jurisprudence
should be contextual and continuous.

We asked participants to elicit their understanding of the en-
tity responsible for data breaches. Majority of our participants
highlighted gaps in the current responsibilization regime; there
exists a power/informational asymmetry between end users and
service providers and the latter has a positional advantage to ad-
dress breaches in a complete way. Figure 9 show that terms like
honesty, transparency, apology, timeliness, compensation found more
mentions along with others.

We received 56 responses from 75 managers. The bottom half
of the diagram in Figure 6 reveals choice-based answers. We quali-
tatively analysed the textual responses. 54 participants answered

that organisations should be responsible for managing the after-
math of breaches. Participants think that organisations are in a
better position to manage their supply chains and risks arising of
a complex supply chain. “Behind closed doors, the third party, but
to the customer, it has to be the organisation they entered into the
relationship with, not their third parties. It’s not on the customer to
understand a companies supply chain” (P3).

56 managers responded ‘yes’ when asked if organisations should
explicitly inform customers if their data was breached by a third
party. The reasons varied as transparency, consent and to enable cus-
tomers to take remedial actions. “100% yes....we should be made aware
and a concurrence sought” (P12). However, 35 of 56 respondents said
‘no’ when asked if customers should be referred to third parties in
the event of a breach.

76 victims were not managers and and we received 71 responses
from them with respect to their expectations and reality having
suffered a breach. This group highlighted accountability as “It just
felt like ’brushing it under the rug’, I wanted more accountability
or explanation” (P53).

The responses from 37/43 non-victims to choice-based questions
(Appendix B) is plotted in Figure 8. There is emphasis on compensa-
tion, transparency and identification of effective power. The distance
between expectation and reality have been discussed in the litera-
ture and also figured in the responses of our study. The elements of
perverse incentives, profit maximisation and opacity figured both
in the literature and in the responses from our participants.

The pertinent question here is whether or not existing regulatory
frameworks engage with continuous evaluation of realities as they
evolve. A realisation-based paradigm means continuous and careful
understanding of markets, complex supply chain and using that to
identify effective powers and lay down their obligations. The UK
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competition markets authority (CMA) effectively classified Google
and Apple as duopolies with a vice like grip on the market. The role
of Google has been discussed in the context of anti-trust laws [50],
influencing copyright laws [46] and recently trials have commenced
in U.S. courts for abusing its dominance over digital advertising [44].

Identification of effective responsible power (in the event of
breaches) will require in-depth if not complete understanding of
the data collection practices of organisations. For example, recent
research identified myriads of non rivalrous data collection points
through various essential software development services provided
by platforms [79] spawning the ability for comprehensive datafi-
cation [78]. These happen unbeknownst to users [94] and even
developers [36]. Facebook data harvesting by Cambridge Analytica
is an example of the opacity behind which firms operate making it
difficult to apportion liability.

There are many examples in security where realisations through
expert investigations have contributed to the identification of the
responsible effective power. During the early 90s, banks in England
deflected liability onto customers, arguing that their systems used
strong cryptography and hardware security modules and thus could
not be breached, with banks wrongly blaming innocent individuals
for lost funds. However, investigations revealed the perfidy of such
blanket assertions. Banks refused to provide evidence of their so-
called ironclad security to independent experts [6]. Consequently,
many victims who were wrongly accused of fraud eventually got
justice. The UK’s Post Office scandal, too, demonstrates that wide-
spread public action can lead to appropriate apportioning of liability
on the software provider instead of the ‘buck’ being passed to its
users [62]. The CISA directive that organisations take responsibility
of their customer data, captures obligations of effective power [24].

Implication. An ethical responsibilization based identification
of effective power means understanding markets, incentives,
systems engineering and the effectiveness of regulations. An
advantage of continued engagement with the realities as they
evolve is the ability to incrementally strengthen the regulatory
environment rather than trying to get it right at its inception.

7.2 Capability
Sen formulated capability approach as a framework of thought to
assess the opportunities individuals have to live a life they can
and they value [88]. For example, one cannot provision cycle as
transport to someone with impairment in their legs.

The capability theme emerged from responses pertaining to the
steps that were taken by breach victims and what participants
thought as to the steps that can be taken by end users in an ‘ideal’
responsibility regime.

We asked participants if organisations should explicitly ask their
customers to take specific steps to contain the fallout from the
breach and to mitigate consequences. We received 51 responses
from 56 managers. 47 respondents said they would expect end users
to carry out all or some of the advised steps. In responding to the
question on whether participants themselves should take steps, 28
said ‘yes’ and 28 said ‘no’.

The 28 participants arguing for victims to shoulder some respon-
sibility mentioned specific steps. 2 participants mentioned using
multiple identities for distinct services, 18 participants suggested
adoption of improved security hygiene like multi factor authentica-
tion, strong password, 6 participants suggested GDPR awareness and
improved data sharing practices, 1 participant suggested changing
service providers and 2 participants suggested periodic credit checks.
“I feel customers need to take some action in order to protect their
own interests, such as properly securing their accounts, keeping an
eye on their credit report and keeping an eye on their accounts for
any unusual activity” (P151). We find an overwhelming presence of
passwords in Figure 9.

Twenty eight manager participants said they did not expect
customers to take any steps to protect themselves.

Customers no, staff yes.... The IT dept and security team
are responsible for implementing the necessary controls,
staying ahead of the threat landscape and educating
colleagues on modern security best practice. Staff need
to understand cyber hygiene in the organisation, and
work as secure and resilient colleagues in that business
(P3).

There is clearly a delineation of the entity that is technically ideally
placed to implement the protection mechanisms.

Ninety Five of the victims took steps to protect themselves. The
steps ranged from changing their passwords, subscribing to alerts
and credit reference agencies. Most of the victims opted for changing
their passwords with a sense of resignation among some of them.
Multi factor authentication was adopted by few of the victims and
the other actions taken by participants fall in the non technical do-
main like subscribing to fraud alerts and credit reference agencies.
An assessment of capability can build upon this activity oriented na-
ture of end-users to design prevention or post breach management
mechanisms. However, such mechanisms should be in compatible
with their agency and dignity.

Consider that, of 36 non-victims, 22 believed customers should
shoulder responsibilities while 14 did not believe that they had a
role.

Many participants both end users and managers expect cus-
tomers to take steps up-to varying degrees to protect their data.
How far is this expectation in sync with reality for both organisa-
tions as well as individuals? Are they based on an understanding
of organisational or individual opportunities?

A notable study with 239 employees of small and medium en-
terprises (SMEs) in Europe reveal organisational challenges in im-
plementing data protections. The respondents flag lack of usable
resources like Privacy Enhancing Technologies (PETs) catalogue,
access to skills or ability to identify data based on their sensitivity
contribute among others [9]. SMEs find it difficult to comprehend
applicable provisions of [43] and then implement them [89]. Some
SMEs find PETs too expensive [48] and/or difficult to use [27].

With respect to end-users, individuals differ in their education,
ability, age, and personal circumstances and these diversities in-
fluence their ability to engage with digital systems [35]. To that
end, Das Chowdhury et al. [34] proposed the adoption of capability
approach as a methodological foundation for adequate assessment
of individual dispositions. Subsequently, a study was carried to
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evaluate the barriers individuals over 65 years face in carrying
out 5 widely recommended cyber security tasks. These cyber secu-
rity tasks are as setting up strong passwords, back ups, secure WiFi,
using multi factor authentication and applying software upgrade.
The study reported a range of accessibility barriers such as vision,
dexterity, skills, emotional issues [35]. A realisation based responsi-
bilization paradigm means adequate evaluation of organisational
and individual needs while incorporating expectations about steps
they can tale to prevent data breaches. Revisiting the example of
CISA directive, their opportunities to meet their obligations need
assessment through the lens of capability.

Implication. Ethical responsibilization would depart from
designing mechanisms that others cannot reasonably reject
to mechanisms that others can reasonably accept. This has
implications in conceiving fiduciary responsibilities in data
protection. Capability assessments should also be carried out
while pushing credit monitoring and other remedial measures
that, in essence, require considerable victim participation to
control the risks or consequences of a data breach.

7.3 Comprehensive Outcome
Sen uses comprehensive outcome to suggests an expansion of the
informational basis for a jurisprudence framework to take into
account realisations on the ground. This means understanding
how legal provisions affect human lives and using that feedback to
advance the cause of justice.

We propose to evolve a responsibilization paradigm through a
realisation based understanding; this means taking into account
the consequences (of data breach), agencies involved and processes
used. Figure 9 shows the emphasis on empathy, human-mediated
responses and assurances on the organisational responses.

The responses from our participants mention the importance of
an understanding (from service providers) of human consequences
and provisioning human support (rather than impersonal commu-
nication methods). With respect to processes used, we find that
our participants underlined the need for being with the victim till
effective remedy.

We asked our participants about the manner of appropriate re-
sponse from service providers to victims of data breach. Twenty two
participants mentioned the importance of empathy and response
through a human. “They should be humble and understand that this
will cause a lot of anxiety to people as they could lose their homes
or more because of that” (P141). “Phone call with trained customer
service staff who are knowledgeable about the breach and can put
customers minds at ease” (P3).

Responses from many victims of data breaches can be repre-
sented by the quote “absolute disregard to personal data protection”
(P26). 30 victims of data breaches in our study explicitly referred
to the organisational response as: indifferent, victims being left to
themselves and victims accepting breaches as fate accompli.

With respect to the process of assisting victims, we cite the
responses of a victim — “I think the all hands meeting was great, but
we have received no further detail now that we are 9 months on as to

what stage things are at now with security. An update would be very
helpful” (P73).

A non-victim responded about expected behaviour as “Apolo-
getically, ensure it wont happen again and how to prevent it on both
sides” (P150). These responses highlight the need for an evaluation
of the processes to prevent data breaches. Processes often lack in-
formation on how they fail in practice [2]. A feedback on technical
mechanisms can help prepare commensurate technical response.
These technical mechanisms can be internal to organisations, their
supply chain as well as the security tasks they expect their cus-
tomers to adopt. The latter is tied to the evaluation of individual
opportunities using capability approach.

A realisation-based evolution of responsibilization will also exam-
ine the actual effectiveness of existing legal paradigm to appropri-
ately align responsibilities. Legal research suggests that GDPR as
it stands could not have prevented mass harvesting by Cambridge
Analytica [100]. Legal scholarship also argues that the privacy par-
adigm is not enough to contain or prevent mass harvesting of data.
Data breaches or mass harvesting of data result in aggregate harm
while the privacy paradigm largely captures individual harm and
thus inadequate [14]. Consent is an important ingredient of the
privacy paradigm; recent legal scholarship suggests that it is used
as a veil for unwarranted legitimacy to data collection [91]. A reali-
sation based paradigm will scrutinise if existing legal instruments
can potentially throttle public interest; for example, Facebook’s
legal challenge against NYU’s Ad Observatory taking recourse to
The Computer Fraud and Abuse Act [30]. Continuous evaluation
of the effectiveness of existing regulatory framework will feedback
to plug manifest gaps or design effective regulations.

Data breaches have human consequences. For example, the 2022
hack on International Red Cross data, exposed 515,000 individuals
in disadvantaged positions due to conflict, migration and disaster,
to immediate and potential long term harm. Consideration of con-
sequences brings in the necessary feedback of human cost into any
responsibilization framework. We add here that we do not advocate
a consequentialist view completely ruling out the moral needs of a
effective responsibilization framework. Comprehensive outcome spec-
ifies continual assessment of the effectiveness of initiatives such as
CISA directives on the ground to feed back into their obligations
and augment their capabilities where needed.

Implication. Taking into consideration human consequences
can help evolve a ethical responsibilization framework which
is not indifferent to individual lives and liberty. An assessment
of the effectiveness of process can inform how they fail in prac-
tice. This eventually can feedback into designing improved
processes.

8 Conclusion
We sought to investigate the aftermaths of data breaches where the
data organisations hold of customers/staff is leaked. We wanted to
know how organisations act in these cases, and how those who fell
victim felt about how the breach aftermath was managed. We also
surveyed those who hadn’t fallen victim would want the aftermath
to be managed.
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We found that data breach victims experienced a sense of aban-
donment and sought accountability, empathy and reassurance from
the breached organisation. The existing regulatory paradigm clearly
has exploitable gaps using which allows responsible entities to de-
lay informing victims, unfairly responsibilize them, not compensate
them and wiggle out of the situation leaving second victims high
and dry. We argue that the shortcomings in the extant regulatory
frameworks stem from discounting social, economic and environ-
mental realities as they evolve. Ignoring the socio-economic realities
can create a false sense of security and accountability. Continuous
engagement with evolving realities can help identify redressable
manifest exploitable gaps.

We have proposed an alternative called ethical responsibiliza-
tion framework. The intent was to ground the moral obligations of
a responsibilization regime through continuous engagement with
socio-economic realities as they evolve. These obligations of ef-
fective power will help the regulatory process to navigate opaque
supply chains, delineate obligations and hold the responsible par-
ties accountable for lapses. The new paradigm will appropriately
responsibilize customer and staff ‘second victims’ through a capa-
bility-based evaluation of their opportunities.

Comprehensive outcome aims to incrementally expand the reach
of ethical responsibilization through a continuous assessment of
obligations and expectations of customer participation delineated
through the paradigm. This assessment takes into account conse-
quences and involved agencies. Thus, feedback is inherent in the
paradigm.

The element of feedback makes the three ingredients as related
rather than distinct components. On the other hand, from a policy
perspective, feedback, in turn, would help deliver the development
of policies and practices that are aligned to the reality of the situa-
tion rather than an ideal of how it ought to be.

The Ethical Responsibilization Framework we present does not
aim to achieve a epistemological status of perfect ethical responsi-
bilization for data breaches. Rather, we highlight the issues under
each of the dimensions of the paradigm. These can only be en-
riched and refined through continuous feedback. This, we believe,
presents an opportunity for future policy research to build upon.
Undoubtedly, something has to change, and this paradigm provides
a reasoned way forward.
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A Adherence to SIGSOFT guidelines
The adherence of various aspects of the study to [80] can be sum-
marised as:

(1) We recruited participants adhering to the relevant essential
attributes of [80].

(2) The answers were a combination of choice based answers
and free flowing text. The textual responses were analysed one
participant at a time as outlined in application of [80].

(3) In Section 4.1, we outline how we achieved saturation. This
is in line with the essential attributes [80].

(4) We present the findings of our study as per all the relevant
essential attributes and some of the desirable attributes of [80].

(5) The survey text did not prompt the respondents to avoid
any bias. This is in line with the relevant guideline under essential
attributes of [80].

Table 5: Cyber Insurance Companies

1 HISCOX https://www.hiscox.co.uk/
2 PolicyBee https://www.policybee.co.uk/
3 MPR Underwriting https://www.mprunderwriting.com/products/

cyber-incident-response-insurance/
4 AIG https://www.aig.com/home/risk-solutions/business/cyber
5 Chubb https://www.chubb.com/us-en/business-insurance/cyber-

products.html
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7 HSB https://www.munichre.com/hsbeil/en/products/cyber-
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8 AmTrust Financial https://amtrustfinancial.com/insurance-

products/cyber-insurance
9 Travelers https://www.travelers.co.uk/products/cyber-insurance
10 AVIVA https://gcs.aviva.com/en-gb/classes-of-insurance/cyber/

B Survey Questions
When referring to an organisation, this means the organisation
who was holding your data, which was breached.

Demographics
D1. Gender
D2. Age Range
D3. If a manager, how long
D4. Have you fallen victim to a data breach due to some organi-

sation suffering a breach where your personal information
was leaked? (Yes/No)

D5. When you commenced your relationship with the organisa-
tion, did they inform you of the contact details of a responsi-
ble person to get in touch with in the event of a data breach?
(Yes/No/Don’t Remember)

Questions for Victims:
V1. How did you learn of the breach? (Free Text)
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V2. Did the organisation contact you about the breach? (Yes, as
soon as they realised/Yes after delay/No)

V3. If Yes:
a. if you wanted to, were you able to get in touch with the

responsible person? (Yes/No/I didn’t want to/Couldn’t re-
member)

b. Were you already aware of the breach before they con-
tacted you? (Yes/No/Don’t Remember)

c. When the organisation contacted you, did they mention
any third party who they think was responsible for the
breach? (Yes/No/Don’t Remember)

d. When the organisation contacted you, did they re-direct
you to a third party? (Yes/No/Don’t Remember)

e. When the organisation contacted you, did they or a third
party offer any compensation? (for example, covering the
cost of identity theft insurance, cost to move bank account,
or a cash sum to offset reputational damage) (Yes/No/Don’t
Remember)

f. Did the organisation (or a third party), mention any steps
they are taking to notify all those who are affected?
(Yes/No/Don’t Remember)

g. Did the organisation (or a third party), mention any steps
they are taking to contain the damages from the breach?
(Yes/No/Don’t Remember)

h. Did they (or a third party) ask YOU to take any steps
to contain the damages from the breach? (Yes/No/Don’t
Remember)

i. Did they (or a third party) ask YOU to take any step to
mitigate future breaches? (Yes/No/Don’t Remember)

j. Did they (or a third party) clearly spell out the reasons for
the breach? (Yes/No/Don’t Remember)

k. Did the organisation ever apologise for the breach?
l. Did you yourself take any steps once you learnt about the
breach? (Yes to me personally/Yes in the media/Yes to me
and media/No/Don’t Remember)

m. If Yes, What steps did you take? (Free Text)
n. Is there anything the organisation who had the breach

could have done that they did not do? Please explain (Free
Text)

o. How did you feel about how the organisation handled the
aftermath of the breach. (Free Text)

V4. If No:
a. Do you think they should have contacted you? (Definitely

not/I don’t care/Definitely yes)
b. If Yes, what should they have told you? (Free Text)
c. If No, Given that you don’t think they ought to have con-

tacted you, please could you explain why not. (Free Text)

Non Victims:
NV1. If a data breach happens that leaks your personal informa-

tion, how would you like to hear about it? (Free Text)
NV2. Imagine that a data breach of your personal information

has occurred and the organisation contacts you, what would
want the organisation to do (in an ideal world)? (Free Text)

NV3. Imagine that a data breach of your personal information has
occurred and the organisation contacts you, Please indicate

your agreement with the following statements (Strongly
Disagree - Strongly Agree):
a. I would want them to tell me who they think was respon-

sible for the breach.
b. I would want them to to re- direct me to a third party who

lost my information.
c. I would want compensation.
d. I would want them to mention steps they are taking to

notify all those who are affected.
e. I would want them to mention steps they are taking to

contain the damages from the breach.
f. I would want them to ask ME to take steps to contain the
damages from the breach.

g. I would want them to ask ME to take steps to mitigate
future breaches.

h. I would want them to tell me why the breach happened.
i. I would want them to apologise for the breach.
j. I would take the steps the organisation advises me to take.

Managers:
M1. Does your organisation have cyber insurance? (Yes/No/Not

Sure)
M2. Does your organisation use third parties to store your cus-

tomer/staff personal data? (Yes/No/Not Sure)
M3. While you have been employed as a manager, did your or-

ganisation experience a data breach that leaked personal
data? (Yes/No)

M4. If Yes:
a. Did your organisation apologise to customers whose data

was breached in the aftermath? (Yes/No/Don’t Remember)
b. If insurance: How helpful was the cyber insurance com-

pany? (Free Text)
c. How did you respond to your customers if any got in touch

with you after the data breach? (Free Text)
d. If third party used:
(i) Given that you store your customers’ personal data

with third parties, is it your policy to reveal this to your
customers once the breach has occurred? Please explain
(Free Text)

(ii) If third party used: Did you refer your customers to the
third party if it was the third party rather than your-
selves who suffered the breach? (Yes/No/NA)

e. Did you (or your contracted third parties if appropriate) of-
fer any compensation? (Yes, we did/Yes, 3rd party did/Yes
we and 3rd party did/No/Unsure)

f. Did you explain the steps you (or your third party) are
taking to contain the breach and mitigate future breaches?
(Yes/No/Don’t Know)

g. Did you explicitly ask your customers to take any steps
to contain the fallout from the breach and to mitigate
consequences? (Yes/No/Don’t Know)

h. Did you expect them to carry out those steps?
(Yes/No/Unsure)

i. Do you share results of any investigations with your cus-
tomers? (Yes/No)

j. Who do you think should be responsible for managing the
consequences of a breach? (Free Text)
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k. Do you think users in general should shoulder some of
the responsibilities to protect themselves against future
breaches by organisations that hold their personal infor-
mation? (Yes/No)
(i) If Yes: Please say why and what you expect them to do?

(Free Text)
M5 If No:

a. Should an organisation apologise to customers if their data
is breached? (Yes/No/Don’t Remember)

b. How should organisations respond to customers if they
get in touch after a data breach? (Free Text)

c. If organisations store customers’ personal data with third
parties, should this be revealed to customers if a breach
occurs? Please explain (Free Text)

d. Should organisations refer customers to a third party if it
was the third party who suffered the breach? (Yes/No/NA)

e. Should the breached organisation or their contracted third
parties offer any compensation if a breach occurs? (Yes
we should/Yes 3rd party should/Both we and 3rd party
should/No/Not Sure)

f. Should organisations explain the steps they are taking to
contain the breach and mitigate future breaches to cus-
tomers whose data has been breached? (Yes/No/Not Sure)

g. Should organisations explicitly ask their customers to take
specific steps to contain the fallout from the breach and
to mitigate consequences? (Yes/No/Don’t Know)

h. Would you expect them to carry out those steps?
(Yes/No/Some, not all)

i. Do you think organisations should share results of any
investigations with customers whose data has been
breached? (Yes/No)

j. Who do you think should be responsible for managing the
consequences of a breach? (Free Text)

k. Do you think customers should shoulder some of the
responsibilities to protect themselves against future
breaches by organisations that hold their personal infor-
mation? (Yes/No)

l. If yes: Please say why and how? (Free Text)
m. If no: who should? Please explain (Free Text)
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