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We present a scheme for speeding up quantum measurement. The scheme builds on previous protocols
that entangle the system to be measured with ancillary systems. In the idealized situation of perfect
entangling operations and no decoherence, it gives an exact space-time trade-off meaning the readout speed
increases linearly with the number of ancilla. We verify this scheme is robust against experimental
imperfections through numerical modeling of gate noise and readout errors, and under certain circum-
stances our scheme can even lead to better than linear improvement in the speed of measurement with the
number of systems measured. This hardware-agnostic approach is broadly applicable to a range of quantum
technology platforms and offers a route to accelerate midcircuit measurement as required for effective

quantum error correction.

DOI: 10.1103/PhysRevLett.134.080801

Introduction—High-fidelity readout of individual quan-
tum systems is an essential requirement for emerging
quantum technologies including precision metrology and
quantum computing. Fast measurements are highly desir-
able, particularly in the context of midcircuit measurements
for quantum error correction where readout duration
imposes a significant overhead [1-4], however, in practice
there is a trade-off between measurement duration and
quality. This places a lower bound on how fast a meas-
urement can be performed to achieve a given fidelity. Even
in cases where time is not a finite resource, such as the final
state readout at the end of a computation, experimental
imperfections and qubit dephasing in real systems impose
an upper limit on readout time and hence measurement
quality. In both scenarios, we seek a protocol able to
simultaneously reduce readout duration and enhance the
measurement fidelity.

There has been much previous work on how to improve
the quality of measurements without simply increasing
their duration. They can be split into two categories, passive
methods, which correct errors on expectation values, [5-8]
and active methods, which correct errors on single-shot
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measurements [9—15]. For applications such as mid-circuit
measurements, passive methods are insufficient as we need
high quality results on a single shot. While active methods
have been shown to improve the quality of single-shot
measurements, there has been little attention paid to how
we can speed them up. The work towards faster measure-
ments is a hard engineering challenge and thus far, progress
has only been made for specific architectures [3,12,16-23].
No thorough analysis has been performed at the abstract,
hardware-agnostic level.

In this Letter, we propose a scheme for speeding up
quantum measurements. Our scheme builds on protocols
in previous work [9-12], where a repetition code is used to
spread the information by entangling the system to be
measured with ancillary qubits. The key novelty in our
work is to harness these protocols to provide a scheme for
reducing measurement time while maintaining (or even
improving) measurement quality. While the simplest
embodiment of our scheme describes using multiple
measurement devices, in fact our scheme can also be
implemented using only a single measurement device
coupled to the target and ancillary qubits. A further impact
of reducing measurement time is to suppress decoherence
processes, which allows us to outperform the maximum
quality imposed by the upper bound on measurement
time. The effect of the scheme is to trade-off space
(number of ancillary systems) against the time taken to
do the measurement.

Published by the American Physical Society
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A vital aspect of the scheme is that the trade-off is
robust against imperfections in its implementation. We
illustrate this by detailed numerical simulations of a
natural, simple but characteristic model of noise and
decoherence. Crucially, we note that in certain circum-
stances with realistic noise parameters our scheme can
lead to a better than linear improvement in the speed of
measurement with the number of systems measured,
achieving optimal readout parameters with a modest
number of additional qubits.

In summary, our scheme is hardware agnostic and pro-
vides a robust, powerful, and versatile method for speeding
up quantum measurements using ancillary systems.

Case study: Poisson measurement statistics—In order to
present the main idea, we will first focus on state dependent
fluorescence qubit measurement which is the primary
method used in trapped-ion [2,24] and neutral-atom
[1,25-27] quantum computing.

Qubit information is encoded in either a “dark” or
“bright” state of an ion or atom. When illuminated by a
detection laser, the atom will be projected into one of these
states and will then scatter photons. A measurement device
(detector) will count the number k of photons detected. We
have in mind to count photons for a time ¢. The bright state
will scatter many photons with a mean of v, (¢) while the
dark state will scatter relatively fewer photons with a mean
of vy(t) where v (t) > vy(t). To discriminate the bright and
dark states we define a threshold value #5(7) where
vo(t) < n(t) <wv(t). If the number of photons counted

is k < n(r) then we assign the outcome 0 and if k > 5() we
assign the outcome 1. From now on we refer to the bright
state as |1) and the dark state as |0). In all that follows, we
denote j€{0,1}.

Let us denote by 77‘8”; ,(k) the probability distribution of
the random variable K \(]”>> ,» defining the number of photons
counted, when we use n detectors for time ¢ and the input
state is |j). Initially we consider n = 1.

In an idealized situation, the number of photons counted

. . o (1) 1y
will follow a Poisson distribution P (k) = L, (k).

where L, (k) = (o*/k!)e~. Recall the mean and variance
of a Poisson distribution coincide and are both equal,

(K);, = AKj = . The two distributions, 77‘((;;‘, and

77‘(]1 >)’t, will have an overlap which is the source of error in
measurement quality when assigning outcomes; no threshold
value can be defined which will give you a perfect meas-
urement by correctly discriminating the two states.

If k; photons are emitted during time ¢; and k,
photons are emitted during a subsequent time 7,
such that the total number of photons emitted in time
t=1t +1t, is k=k +k,, then by the fundamental
convolution property of the Poisson distribution,
Ly 1,11 (k) = (L) * Lu,(1)) (k) = Ly 1) 10,) (k) i€
the Poisson distribution convolves to itself. This implies

that v;(t) = p;t, for a rate u; independent of ¢. In particular
the convolution property means that v;(2¢) = 2v,(1).

Although one is generally interested in how good a
measurement is for an arbitrary state, a commonly used
figure of merit is the distinguishability, as quantified by the
signal-to-noise-ratio (SNR), of the 77‘<61>)J(k) and Pff)),z(k)
probability distributions. The SNR is

2‘ (X) o = (X)
s(PyPl,) = o )

[1).1, ) (1)
AXP‘((?))J + AXP‘(,;)

).t

The larger the SNR, the better the distinguishability and the
better the measurement quality.
In our case, for the two Poisson distributions, we find

2ty —
S(,P(l) ’,P(l) ) _ Vo M1|'
|0y, |1y, \//ja'i—\//’t_l

Thus the quality of the measurement is proportional to /7
and therefore increases with measurement duration. This
provides a quantification of the inverse trade-off between
the speed and quality of a measurement.

Exact space-time trade-off in the idealized Poisson case—
We now introduce a scheme which, rather than trading time
for quality as above, allows us to trade time for “space”—by
which we mean number of qubits. In particular, this provides
ameans to realize high-quality fast measurements, at the cost
of using additional ancillas. See Fig. 1. We apply a CNOT gate
between our target qubit and an ancillary qubit initialized in
the state |0). In this section we consider the idealized
situation that the CNOTs can be performed perfectly and in
a negligibly-short time compared to the measurement dura-
tion. We measure the ancilla and the original qubit then
assign the result as either O or 1, representing the outcome of
the measurement on the target qubit. In the ideal case, when
measured for a time ¢, we will now show that this scheme
gives identical measurement statistics to that of a standard
measurement on a single qubit measured for a time 2.
The measurement time is effectively halved.

For now, for clarity of presentation, we analyse the case
of independent detectors for each qubit, but come back to
this point below. We denote by k; and k, the number of
photons detected from the first and second qubit detectors,

Wm—‘lzkl el

FIG. 1. Space-time trade-off scheme. Idealized version using
one additional ancillary qubit. We entangle the input qubit with
an ancillary qubit in state |0) using a CNOT gate. We then measure
each qubit for a time ¢, obtaining results k; and k,, respectively.
The statistics of the sum k = k; + k, coincides with the statistics
for a single measurement of time 27. We thus speed up the
measurement by a factor of 2.

2t [k
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FIG. 2. Space-time trade-off for idealized and realistic devices. The parameters used for the plots are experimentally relevant and are
taken from [28]. In plots (a) and (b), we use Poisson distributed measurement statistics (2) with u, = 3.5 and y; = 14 ms~! for different
numbers of qubits N. (a) SNR (1) against time from N = 1 to N = 5 qubits. The SNR always increases with time and qubit number and
continues the trend beyond what is shown on the graph. (b) Time of measurement ¢ against number of qubits from N =1to N = 10
qubits for the SNR values on the gray dashed lines in (a). Inset: same points but for the inverse time 1/¢, demonstrating the linear
relationship (3). (c) and (d) Similar results but for realistic devices. In this case, a higher maximum distinguishability can be achieved by
introducing more qubits and faster measurements can be made while also improving distinguishability. These plots are generated using
the noise and decoherence model (A4), found in the Appendix. We use input parameters A = 0.0041 ms~! and p = 0.01 where p is
chosen as a conservative estimate of CNOT failure rate. In (c), the SNR increases with time up to a maximum value then decreases due to
decoherence. The rate at which the SNR improves increases with qubit number, as does the peak SNR achieved. Inset: points in the inset
no longer follow a straight line, indicating that the space-time trade-off is not linear with qubit number N.

respectively, and we input the state |w) = |j) into our This result generalizes to N qubits where we entangle
scheme. The measurement statistics for the pair of out- N — 1 ancillary qubits, in the initial state |0), to the target
comes (k;, k,), given we are measuring the post-CNOT state ~ qubit using CNOT gates. In this case we find
|jj) for a time 7, are Ry; (k1. ky) = L, (k)L ,(ky). The
outcomes (k;,k,) form a pair of independent random P‘(j];]?,(k) = (L;jf\;)(k) = Ly,,(k) = 73‘(;;’,\,,(16), (2)
variables, hence the probability distribution of their sum
k = k| + k, is the convolution of the individual probability =~ where k is the total number of photons counted and
distributions, thus P® (k) = (L, , * L, )(k) = Ly, ,(k). (f*¥)(w) is the N-fold convolution of the distribution
it e H f(v). This shows that we can keep the quality of a

measurement constant, and speed it up arbitrarily, from
time ¢ to time #/N, by making use of N measurements in
parallel.

A useful ratlo for companson with more realistic devices
later on is tS / tS )| where t< i the time it takes an N qubit
scheme to reach an SNR of S. In this case

An important feature is present here; since the probability
distribution only considers the total sum of emissions from
both fluorescing qubits, we can consider the distribution as
describing the number of photons counted from a single
detector which is collecting all the emitted photons, rather
than collecting separately and then adding.

The key insight is that, due to the convolution property of
the Poisson, measuring a single qubit for time 2t is
equivalent to summing the results from two measurements, ts'/ts” =N (3)

Of t1me f, on two entangled qubits. Specifically for all S, so the improvement in speed is exactly linear in

qubit number. The speedup from our scheme is shown in
up the measurement, by a factor of 2, by performing a Figs. 2(a) and 2(b).

statistically identical measurement in time (¢/2) as was General space-time trade-off—A key insight is that the
previously performed in time . Since the measurements are ~ scheme above applies much more generally than just to
identical, the quality, as quantified by the SNR (or any other ~ Poisson statistics arising from counting photons. In fact, the
figure of merit), will be constant while the measurementis  scheme gives a space-time trade-off in a wide range of
performed faster. measuring devices.

(k) )ZI(k). This result shows that we can speed
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We will assume that we have a measurement procedure
that is time dependent, meaning that the duration of the
measurement can be changed, which will change the quality
of the measurement. Let us assume that the statistics of this
measurement (with outcome x) when measuring the two

(x), where the
superscript reminds us that this is without using the meas-
urement scheme, i.e., we are performing a single measure-

ment. For this measurement we can calculate the SNR (1)
between these two distributions. Let us assume the depend-

basis states for a time 7 is given by 73‘(;; ,

ence with time, to leading order, is S (77‘0 o 77‘(11;’) ~ t*. For

the case of Poisson statistics above we saw that o = 1/2,
however, we may imagine an alternative dependence on time.

In the above we saw that, in an idealized version of the
scheme involving perfect CNOTs, by bringing in N — 1
additional ancilliary qubits, applying CNOTs and measuring
each, that the statistics of the sum of outcomes is precisely
the convolution of the statistics of an individual measure-
ment, as given in (2). Here, while general distributions Pl(j.l;,
do not convolve to distributions of the same form, for
perfect CNOTs we nevertheless have the fundamental
property that the expectation and (due to independence)
variance add, <X>7>(.N> = N(X)P@ , AX;(N) = NAX;(]) It

7)1 i)t 1)1 ).t

therefore follows that the SNR, using the scheme, will be
(N)
s(ri 7

Thus, as long as *v/N is constant, then the quality of the
measurement is constant, and hence we still obtain a space-
time trade-off. In particular, if t(sl) is the duration of the

measurement which achieves an SNR of S, then using the

> \/_S< i ;t>~t“\/ﬁ.

scheme, we can speed this up to a measurement time of t(SN>
given by t / ) = N1/(2%)_ This recovers (3) in the case

a=1/2 but shows more generally, if a > 1/2, we will still
achieve a trade-off between space and time using this
scheme, albeit not as good as (3). Nevertheless, if a < 1/2,
we will achieve a “superimprovement” where the trade-off
is better than (3).

Space-time trade-off in more realistic settings—For our
scheme to be useful in practical applications it is crucial to
show that the speedup is robust to realistic imperfection. To
this end, we now describe a simple noise model to take into
account the dominant sources of error. Since ancilla qubits
are initialized in state |0), imperfections in the cCNOT gate
operations can be modelled by considering errors on state
|10) being mapped to state |00) with error probability p
(see e.g. [29]). Additionally, we consider imperfections in
qubit readout caused by qubits in state |1) falling into |0)
during the measurement, such as due to depumping by off-
resonant scattering in atomic fluorescence measurements
[30]. This error is included by applying a probabilistic

i X
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FIG. 3. Increase in peak SNR from Figs. 2(c) and 2(d). This
figure is extra detail for Figs. 2(c) and 2(d) and uses the same
parameters. We plot the peak SNR S, for N=1to N =10
qubits. While more qubits results in a higher peak SNR, this trend
flattens out for higher qubit numbers before eventually dropping.
The slight unevenness in the plot is an odd or even effect of the
cascade CNOT compilation, see the Supplemental Material [31].

decay at constant rate 4 during the measurement. See the
Appendix for further details on our noise model.

The effects are summarized in Figs. 2(c) and 2(d). We see
that we still obtain a significant space-time trade-off,
allowing for significantly faster measurements, even in
the presence of noise, demonstrating the robustness of this
scheme.

Figure 2 was generated using (B1), in the Appendix,
which gives a general expression for the SNR after using
our scheme. It is applicable to essentially any arbitrary
time-dependent noisy measurement process and accounts
for arbitrary cNOT imperfections. We used (B1) with the
noise model outlined immediately above but, by using
(B1), the analogue of Fig. 2 could be reproduced much
more generally for any specific architecture.

We note that our discussions have been framed in terms
of the SNR, but we find essentially the same space-time
trade-off if we consider the measurement infidelity: this is
discussed in the Supplemental Material [31]. In the perfect
case this is shown analytically while for the imperfect
case we present numerical results analogous to Figs. 2(c)
and 2(d).

There are other notable points worth highlighting. First,
unlike in the perfect case, the SNR does not increase
indefinitely. It reaches a peak before starting to decrease,
due to decoherence. We see that the peak value is increased
by schemes using more qubits. Thus not only does the
scheme speed up the measurement while keeping the quality
constant, it can also improve the measurement at the same
time. This is shown in Fig. 3 in more detail. Similar to the
perfect case, the rate of SNR increase improves with NV, but it
can now be a superimprovement; for small enough values of

080801-4
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FIG. 4. Speedup from Figs. 2(c) and 2(d). This figure is extra
detail for Figs. 2(c) and 2(d) and uses the same parameters except
for p, for which we plot two values. We plot the ratio tsl / tSN for
two different values of p, at § =8, for N = 1 to N = 10 qubits
and the linear relationship t(Sl) / t(SN) = N (lime dashed line)
achieved by the perfect Poisson distribution (3). The value p =
0.01 (blue dots) is used in Figs. 2(c) and 2(d). The points are
increasing, which shows we get a speedup, however they are
below the dashed line so the speedup is worse than the linear case.
On the other hand, the values for p = 0.001 (red crosses) are
above the dashed line which demonstrates that, for cNOTs with a
low enough failure rate, we can beat the decoherence of the qubit;
it is possible to achieve a superimprovement.

N and cNor failure rate p, the rate of speed up is better than
linear (3) for the relevant time scales, that is the times before
decoherence causes the measurement to deteriorate, as
demonstrated by Fig. 4.

Conclusion—In this Letter we have presented a general
scheme for speeding up quantum measurement while main-
taining quality. This is achieved by means of a space-time
trade-off, using additional ancillary qubits in place of longer
measurement time. We presented the main idea using ideal
Poisson measurement statistics but emphasize that the
scheme is much more general than this. Moreover, by using
characteristic noise models for the cNOTs and decoherence,
the scheme was shown to be robust to imperfections while
simultaneously able to achieve a superimprovement in
speedup, since it acts to suppress decoherence, allowing
for a higher achievable maximum quality. While we have
illustrated the scheme with systems of qubits, it should be
clear from the discussions above that the scheme is equally
applicable to higher dimensional systems.

Our case study was framed around state dependent
fluorescence qubit measurements which are particularly
appropriate to trapped-ion and cold-atom qubits. We would
like to reiterate that our ideas are much more general, as
demonstrated by equation (B1) in the Appendix. For exam-
ple, our ideas also apply, when using multiple detectors, to
superconducting qubits. We give a very brief discussion of

this in the Supplemental Material [31]. We also believe, just
as in the earlier discussions, that we can embody our scheme
for superconductors using a single detector; this is the subject
of future work.

We have presented our results under the assumption that
the cNOT duration is negligibly short compared to the
measurement duration. The extent to which this is true is
hardware specific, but it is straightforward to incorporate
CNOT duration and, if it is sufficiently short, see that a trade-
off will still be obtained. The relatively short two-qubit gate
times compared to readout times in the following references
demonstrate the advantage of our scheme to superconduct-
ing [36,37] and neutral atom [1,38] quantum computers
while for trapped-ion quantum computers [39,40] the
advantage is less clear cut at present. We note, however,
that this comparison is only relevant at the time of writing.
Because of the fast development of quantum technologies
the precise relation between two-qubit gate and readout
durations is highly likely to change in the foreseeable
future. Our view is that hardware providers will need to use
every tool available to make their machines as effective as
possible and our scheme has the potential to become a
standard part of this toolbox.

One of the most exciting applications of our scheme is to
midcircuit measurements, such as those used in error
correction. As an important example, some form of parity
measurement is key to many error correction schemes: here
the parity of the qubits that is needed can be found by
coupling those qubits to an ancilla using CNOTs, then
measuring the ancilla. This ancilla measurement, and hence
the whole error detection, can be sped up by our scheme.

Since speeding up quantum measurements is a highly
relevant problem, we envisage that our scheme will have
significant applications across quantum technologies.

Note added—Recently, we became aware of the inde-
pendent work of Petrosyan, Norrell, Poole, and Saffman
[41] which contains related ideas.
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End Matter

Appendix A: On noise model—We consider a noise
model with two key ingredients: (i) Noise in the CNOT
gates applied; (ii) decoherence of the individual systems.
Initially we consider simple, albeit well-motivated
models for both, but later in the Appendix we explain
how the analysis can be extended to very general noise
models. We first outline here these two ingredients
separately in the simple model case.

(i) For the cNOT noise, we consider a simple model
inspired by neutral-atom quantum computers. In this
model, whenever the system is in state |1) and a CNOT
is applied, there is a chance of failure, which causes the
system to decay to |0). More formally, we define a
probability p, that immediately before a CNOT is imple-
mented, |1) will be sent to |0). If this happens, the CNOT

cannot flip |0) back to [1). The noisy CNOT channel 6;
acts on the basis states, where the first qubit is the control
qubit, as

C,(00)(00]) = 100} (00|,

C,([10)(10[) = p[00){00] + (1 = p)[11)(11[.  (Al)

Note that since we are interested in the SNR as our figure
of merit, we only need to consider the input states |y) = |0)
and |y) = |1) of the system qubit. Furthermore, we assume
our ancillary qubits are initialized perfectly in |0) so we are
only interested in how the noisy CNOT gates will act on the
states [00) and [10). Thus (Al) defines the action on all
states that occur in the scheme.

When the system is in the state [y} = |0), and we have
N — 1 ancillary qubits, the initial state will be |0)®". In this

case, the action of E‘vp is to leave the state of all N systems
as |0)®V. When the system is in the state |y) = [1), the

initial state is [1)|0)®(N=1)_ Since our scheme only depends
upon the total number of photons emitted from each qubit
(and does not depend upon which qubit emitted which
photon), we only need to calculate the probability distri-
bution for the total number of qubits in state |1) after
applying the ”cj, gates.

There are numerous ways to compile the gates and
different compilations give different probability distribu-
tions for the number of qubits in state |1), given an input
state |pr) = |1). These compilations are explored in more
detail in the Supplemental Material [31]. Let us denote by

T E,M (g) the probability distribution of the random variable

QE,N) defining the number of qubits in state |1) after
applying the noisy CNOT gates. Any qubits not in state
[1) are in state |0). Combining this with the probability
distribution for N qubits emitting k photons (2), we find the
resultant distribution using our scheme with noisy CNOT
gates to be

Ploys (k) = Lye (k).

N
P k) = STV (g) (L L) (k)
q=0

N
N
= g Tﬁa )(Q)L(qm+(N—q)uo)f(k)‘
q=0

(A2)

(i1) For the decoherence, we consider a model whereby
qubits in state | 1) probabilistically decay at a constant rate A
to state |0). After this happens, the qubit will emit photons
at a different rate so the resultant distribution of photons
will not be the same as a perfect Poisson. We are interested
in the probability distribution for the number of photons
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emitted k in time . We model this behavior by finding the
probability that a qubit in state |1) will emit ¥’ photons in
time 7 before decaying to |0) and then emitting k — &’
photons in time ¢ — 7, then integrating over # and summing
over k. We find the resultant probability distribution
to be

1)k 1 , ,
Wi, uoni(k) = e‘“e‘”"—(ﬂ;d) +/) dt' de™ =t Huo(i=1)]

% [yt + pao(t — l’)]k‘

i (A3)

The final integral can be readily evaluated numerically.

Our complete noise and decoherence model consists of
combining the noisy CNOT protocol (A2) with the decaying
Poisson distribution (A3). Altogether, we find that the
probability distributions for the number of photons emitted,
using an N qubit scheme, is given by

Ploy (k) = Ls (k).

N
P ) =S TV @OV Livapo) ). (A4)
q=0

These are used to produce the results in Figs. 2(c) and 2(d)
where we use the cascade CNOT compilation, found in the

Supplemental Material [31], for 7 g,N)(q).

Appendix B: On general space-time trade-off—We
now show how the scheme can be extended to very
general noise or decoherence models with minimal
assumptions. We allow for the cNOT gates to induce an
arbitrary trace preserving quantum channel (i.e., we
assume that the system does not leave the space spanned
by the states |0) and |1) for each qubit) and we also
assume that the measurement statistics are identical for
each qubit. The SNR then depends only on (i) Pj;,(k),
the probability distribution of the random variable K,
defining the measurement statistics of the basis state |j)
at time ¢ for an arbitrary time-dependent noisy

measurement process and (ii) T‘(jl.\;)(q), the probability

distribution of the random variable QI(/I'\;> defining the

final number of qubits in state |j) after applying the
noisy CNOT gates to the input state |j) and N —1
ancillary qubits initialized in state |0). We note that the
SNR will only depend on Tl(j.;])(q), which is a limited
statistic of the entangling CNOT process, so in order to
compute the SNR we do not need full tomography of
the quantum channel.

In the Supplemental Material [31] we show that the SNR
is given by

2|<K>P\m B <K>P\“>~f‘

2 2
\/ ARy + \/ AKZ

S(N)(Pm),tsp\l),t) =

where

AK; ) — <Q>T‘<

i)t

WAK: o+ (N— (0) <N>)AK§,_
) it 7 I

+ <<K>P\j).r - <K>P\}>.f)2AQ2T\(.g)

and j = j+ 1 mod 2.

Equation (B1) is very general. Given the time dependent
measurement statistics for a single qubit P ,(k) and the
CNOT noise as described by the probability distributions

T I(;;” (g), it is possible to calculate the SNR for an N qubit

scheme at any time t. For example, experimentally we
could collect the time dependent measurement statistics of
a qubit in the state |j) to find P;,(k) and perform a—
relatively limited—version of tomography on the CNOT

M (q). We
could then use (B1) to generate similar plots to Fig. 2 which
can be analysed to optimize over measurement duration,
number of qubits and SNR.

The full derivation and further discussion of (B1) can be

found in Supplemental Material [31].

gates to find the relevant noise distributions T
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