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17 Abstract
18 The integration and cross-regional delivery of fluctuating renewable energies are crucial for 
19 supporting the decarbonization of energy systems. Although the cross-regional delivery of renewable 
20 energy has been widely explored in existing literature, the economic implications of the power delivery 
21 modes on the capacity configuration of pumped hydro storage stations (PHSs) remain unexplored. 
22 Hence, this paper proposes a game-theoretic based cross-regional energy trading model to analyze how 
23 PHS can enhance the economic efficiency of the integrated energy systems. We apply this framework 
24 to three typical power delivery models, utilizing a practical cross-regional energy trading case in China, 
25 with a focus on the sending-end. Results reveal that a power delivery model that emphasizes 
26 minimizing residual load fluctuations significantly curtails deviation power in cross-regional energy 
27 trade settlements, constraining it to a mere 5%. Although the augmentation of PHS capacity leads to 
28 an increase in the leveling costs of the integrated delivery system, it simultaneously fosters cross-
29 regional integration of renewable energy and bolsters the economic feasibility of long-distance power 
30 transmission. These results underscore the effectiveness of the framework introduced and provide 
31 valuable insights to inform decisions about power delivery modes and energy storage capacity in future 
32 energy and power system planning.
33 Keywords
34 Cross-regional renewable energy trading; Pumped hydro storage; Power delivery models; Capacity 
35 configuration; Economic efficiency.

36 1. Introduction
37 Aligned with the Paris Agreement and ambitious mid-century decarbonization goals, renewable 
38 energy (RE) generation is poised for significant expansion, catalyzing the global energy transition [1]. 
39 The global installed capacity of RE is expected to exceed 440 GW in 2023, reflecting a year-on-year 
40 increase of 107 GW [2]. Given the uneven distribution of RE resources and demand centers, cross-
41 regional transmission of large-scale RE is increasingly seen as a promising solution for the transition 
42 to low-carbon power systems [3, 4]. However, as the penetration rate of intermittent RE sources 
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43 increases, the variability and instability in output may jeopardize the secure and stable operation of the 
44 existing power systems [5]. This could lead to a substantial impact on electricity supply costs and 
45 pricing, rendering RE unable to meet the requirements for efficient transmission [6]. The incorporation 
46 of pumped hydro storage stations (PHSs), with its ability to promptly react to shifts in renewable 
47 energy and demand [7], is recognized as a vital measure to improving the grid's secure adaptability for 
48 long-distance RE transmission.
49 PHSs stand as the most mature and cost-efficient energy storage technology [8], ideally suited for 
50 large-scale deployment to support the reliable integration of RE [9]. The global capacity of PHS is 
51 anticipated to reach 240 GW by 2030, largely propelled by China's intentions to implement an 
52 additional 65 PHS projects [10]. However, despite the extensive practical application of PHS, its costs 
53 remain relatively significant due to the complex geographical conditions [11] and long construction 
54 period [12]. This will inevitably have an impact on the overall economic efficiency of the integrated 
55 hydro-wind-solar-storage delivery system (IHDS) at the sending-end. Simultaneously, the adoption of 
56 suitable operational strategies can enhance PHS flexibility, improving the smoothness of power 
57 delivery [13, 14]. This, in turn, strengthens the competitiveness of the power generated by IHDS in the 
58 receiving-end power market. Therefore, a crucial task involves proposing a suitable power delivery 
59 model and determining the corresponding PHS capacity for IHDS to enhance the efficiency of cross-
60 regional energy trading. 
61 Three main strategies have been proposed: The first strategy primarily focuses on optimizing 
62 system operations and capacity via price-driven demand response (DR) programs. As per the literature 
63 review in [15], the peak-valley pricing program reduces the overall electricity demand during peak 
64 hours, resulting in an approximately 10% shift in peak load. Shen et al. constructed a multi-objective 
65 optimization model for multi-energy storage capacity planning based on coupled price-driven DR, 
66 revealing how DR influences energy storage capacity [16]. Kiptoo et al. introduced an integrated 
67 optimal planning framework, which effectively reduces mismatches between generation and load 
68 profiles by integrating energy storage and dynamic pricing DR [17]. Pan et al. formulated a two-stage 
69 optimization model for planning allocation and operational scheduling, utilizing peak-valley price 
70 incentives, which improves the economic efficiency of the integrated energy system by 14.8% [18]. 
71 Although the implementation of price-driven DR programs proves effective in reducing operational 
72 costs, it significantly compromises the power transmission stability of interconnection lines [19].
73 The second approach examines the complementarity of hybrid energy systems to develop power 
74 delivery and planning models. For example, Canales et al. employed a complementarity index as a 
75 parameter in an optimization model to define the optimal energy capacity and establish the best 
76 operational schedule [20]. Solomon et al. examined how the temporal complementarity of solar and 
77 wind resources benefits the power system's reliability and influences storage requirements [21]. Guo 
78 et al. introduced a novel generation scheduling approach that considers power transmission stability 
79 requirements, with the aim of enhancing complementarity of hybrid energy system [22]. He et al. used 
80 the Pearson’s coefficient to analyze complementary features and created a capacity optimization model 
81 for hybrid energy systems, reducing curtailment and improving transmission lines utilization [23]. 
82 However, these studies failed to coordinate the optimization of both the power supply and the grid 
83 load, limiting the realization of synergistic benefits from the interplay between regional generation 
84 structures and load characteristics.
85 The third approach investigates planning and operational issues of power systems, with a focus 
86 on minimizing load demand fluctuations. Liu et al. considered local and energy input region demands 
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87 to develop a day-ahead peak-shaving model for renewable energy, aiming to minimize residual load 
88 fluctuations [24]. Zhang et al. analyzed transmission reliability and economic feasibility constraints of 
89 IHDS, deducing three screening principles for capacity configuration [25]. Jurasz et al. compared 
90 different load demand time series and found that substituting typical daily load profiles for actual 
91 demand curves typically leads to underestimating energy costs, up to 15% [26]. Feng et al. tackled the 
92 issue of insufficient capacity for flexible sources in regional grids by devising a mixed-integer linear 
93 programming model based on minimizing the peak-valley difference of the residual load series that 
94 excels at reducing peak power demand compared to alternative models [27].
95 However, the existing studies primarily focus on evaluating the economic and technical feasibility 
96 of capacity configuration while assuming static electricity prices or quantities, neglecting the dynamic 
97 nature of energy supply and demand across regions. This compromises the precision of the findings 
98 and underplays the value of cross-regional transmission for the IHDS power [28], thus restricting its 
99 competitiveness in receiving-end markets. Although cross-regional integration of RE sources enhances 

100 power supply reliability, reduces flexibility capacity requirements, and mitigates carbon emissions in 
101 receiving-end systems [29-31], from an economic point of view power imports requisition the 
102 available power generation space of receiving units, leading to a reduction in their electricity 
103 generation benefits [32]. Therefore, it is essential to consider technical and economic aspects of cross-
104 regional RE trading and understanding how economic efficiency interconnect with power delivery 
105 modes and PHS capacity configuration of IHDS.
106 In response to these problems and challenges, this study proposes a cross-regional energy trading 
107 framework that integrates the power delivery models of the IHDS with game-theoretic pricing models. 
108 Compared with the existing study, the main innovations and contributions of this paper are as follows.
109  Three typical power delivery models of IHDS are proposed and evaluated, which respectively 
110 focus on the peak-valley electricity price incentive (Model 1), the complementarity of IHDS 
111 (Model 2), and the minimization of residual load fluctuations (Model 3).
112  A game-theoretic based cross-regional energy trading model is established to assess the potential 
113 of PHS in enhancing the economic efficiency of the IHDS.
114  A practical engineering case is applied to analyze the calculation results of three different power 
115 delivery models and compare their economic adaptability.
116  The influence of various delivery modes on the PHS capacity configuration of IHDS is revealed, 
117 considering three facets: energy efficiency, cost performance, and transaction feasibility.
118 The remainder of this paper is organized as follows. Cross-regional power delivery models and 
119 trading framework of IHDS are presented in Section 2. Section 3 illustrates the game-theoretic based 
120 pricing model and the solution method. The case studies and simulation results are discussed in Section 
121 4. Finally, Section 5 presents the conclusion.

122 2. Cross-regional power delivery models and trading framework

123 2.1. System description
124 The structure of the cross-regional consumption of RE, encompassing both the sending-end and 
125 receiving-end power systems is shown in Fig. 1. The sending-end system is comprised of four 
126 subsystems: hydropower, wind power, solar power and PHS. Hydropower and PHS play a crucial role 
127 in mitigating the fluctuations of wind and solar power, while also providing essential services like peak 
128 shaving and reserve to enhance system stability. The receiving-end system is primarily concentrated 
129 in areas with high loads and includes hub substations and nearby power plants. Assuming that the 
130 generation units of these power plants have a low capacity to meet the load, which mainly comes from 
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131 thermal power, gas power, nuclear power, etc. These facilities are interconnected through an extensive 
132 network to receive external power inputs. The power generated by IHDS is transmitted from the 
133 sending-end to the receiving-end via a long-distance and high-capacity Ultra-high-voltage direct 
134 current (UHV DC) transmission lines. It is assumed that the receiving-end cannot export electricity 
135 back to the sending-end to avoid congestion and limit violations in bidirectional power flow.

136
137 Fig. 1. Structure diagram of the cross-regional consumption of renewable energy.
138 To enhance the energy efficiency and operational economy of the entire cross-regional trading 
139 system, the internal operation of IHDS is optimized at the sending-end region. This optimization 
140 process leads to the determination of the most efficient power delivery mode, which is subsequently 
141 employed as the transmission curve for IHDS and transmitted to the receiving-end region. At the 
142 receiving-end, economic dispatch is achieved by modifying the start-stop status and output of the local 
143 unit, considering the transmitted power from the sending-end and local load demands.

144 2.2. Cross-regional power delivery models

145 2.2.1. Objectives
146 The objectives of IHDS for cross-regional transmission can be summarized into two main aspects. 
147 Firstly, optimizing the allocation of hydropower and PHS resources to maximize power output 
148 efficiency and improve the economic of transmission lines. Secondly, meeting peak load demands of 
149 the receiving-end to reduce start-stop cycles of thermal power units and ensure a secure, energy-
150 efficient, and cost-effective operation. Hence, this section presents three typical power delivery models 
151 tailored to various optimization objectives of IHDS.
152 Model 1: By incorporating peak-valley electricity price incentives at the receiving-end, the power 
153 delivery plans of IHDS is optimized with the goal of maximizing transmission benefits (R1).

154 (1)
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155 (2)

156 where t is the simulated time step; T is the simulation period; PTran,t is power transmission at time t; 
157 ccur and closs are the energy curtailment and load shedding penalty costs, respectively; Pcur,t and Ploss,t 
158 are the energy curtailment and lost load value at time t, respectively; ԟopt is the optimal transaction 
159 price; ԟpeak, ԟflat, and ԟvalley are the electricity prices of peak, flat, and valley periods, respectively; TP, 
160 TF, and TV represent the peak, flat, and valley periods of load demand, respectively.
161 This constitutes an optimization operating mode driven by price-based demand response. Its 
162 advantage lies in harnessing peak and valley time price signals from the receiving-end grid to 
163 proactively guide the sending-end system's units in peak shaving, thus diminishing the load peak and 
164 off-peak difference [33]. However, it hampers the coordinated operation capability of cross-regional 
165 power resources in integrating RE consumption.
166 Model 2: This delivery mode is founded on the complementary characteristics of IHDS. The 
167 objective is to maximize the power transmission benefit (R2), as expressed in Eq. (3).

168 (3)

169 This model efficiently harnesses the flexibility adjustment potential of IHDS, facilitating the 
170 cross-regional integration of RE. Nonetheless, it overlooks the load demand variation, which could 
171 limit its practical applicability, such as potential power shortages due to inadequate regulating capacity 
172 in the receiving-end.
173 Model 3: This delivery mode includes two optimization objectives: one aims to maximize the 
174 transmission benefit (R2) of IHDS, while the other aims to ensuring steady power output from the 
175 generating units at the receiving-end, thereby reducing power generation costs. Therefore, the 
176 optimization objective in Eq.(4) is defined as minimizing the standard deviation σT of the residual load, 
177 with the goal of achieving stability in the operation of the receiving-end units.

178 (4)

179 where  the load demand of the receiving-end at time t.
180 The advantage of this mode lies in effectively leveraging source-load complementarity between 
181 the two regional power grids. It not only enhances the economic efficiency of the sending-end but also 
182 smooths the residual load demand curve, thereby reducing peak demand in the receiving-end [34]. 
183 However, the multi-objective, nonlinear programming nature of this delivery model escalates the 
184 complexity and time required for solution.

185 2.2.2. Constraints
186 All three delivery modes described above necessitate adherence to the constraints of each 
187 generating subsystem in IHDS (as reported in Appendix, see A.1-A.3), the operational restrictions of 
188 the interconnection lines, and power balance constraints, specified as follows:
189 (1) Stability constraint of power delivery. To prevent frequent adjustments of the DC converters and 
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190 ensure the reliability of power transmission, it is advisable to present the transmission power on the 
191 DC interconnection lines in a stepwise manner [35].

192 (5)

193 where PTrann are the transmission power during the nth stable operational period within the power 
194 transmission curve of IHDS.
195 (2) Constraint on the time interval for power delivery adjustment. UHV DC power transmission should 
196 refrain from repetitive adjustments within a designated time frame. After a single adjustment, to uphold 
197 the stability of power transmission, the power must remain constant for a prescribed minimum interval 
198 [36].

199 (6)

200 where DCt is the binary variable, with values of 0 or 1, indicating whether there is an adjustment in 
201 DC interconnection line power at time t; K is the minimum time interval for interconnection line power 
202 adjustments.
203 (3) Transmission power variation constraint. To guarantee the stability and reliability of IHDS, it is 
204 imperative to impose constraints on the fluctuations in DC interconnection line power export.

205 (7)

206 where ΔPTran is the extent of power transmission fluctuations, and its magnitude signifies the 
207 transmission line's resilience to power variations.
208 (4) Transmission capacity constraints. The DC interconnection lines face constraints from both 
209 maximum and minimum transmission capacity.

210 (8)

211 where PTran,min and PTran,max are the upper and lower capacity limits of UHV DC transmission lines.
212 (5) Transmission power balance constraint.

213 (9)

214 (10)

215 2.3. Renewable energy cross-regional trading framework
216 In cross-regional energy trading, the sending and receiving ends represent distinct stakeholders, 
217 necessitating the consideration of economic benefits for both parties. The benefits for both parties are 
218 primarily determined by the cross-regional transaction price and electricity. The sending-end provides 
219 power and devises pricing strategies, taking the lead by making proactive decisions. Conversely, the 
220 receiving-end formulates decisions that maximize its interests based on the strategies devised by the 
221 sending-end, assuming a follower role. Thus, this paper characterizes the interaction between the 
222 sending and receiving ends as a non-cooperative Stackelberg game. Fig. 2 depicts a framework of the 
223 cross-regional RE trading, integrating the IHDS power delivery modes and a Stackelberg game 
224 involving sending and receiving end systems.
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225
226 Fig. 2. Framework of cross-regional renewable energy transactions.
227 In the game interaction, the pricing strategy devised by the sending-end plays a critical role in 
228 determining the purchasing electricity at the receiving-end. This price is calculated by considering the 
229 IHDS's marginal cost and the transmission cost incurred though transmission lines. It stands as a 
230 pivotal factor in motivating the receiving-end to engage in electricity procurement. Significantly, the 
231 receiving-end grid can reject electricity from the sending-end in favor of local thermal power 
232 generation, albeit at the expense of coal consumption and carbon emissions penalties. If the purchasing 
233 price from the sending-end surpasses the cost of coal-based generation, the receiving-end may refrain 
234 from procurement or opt for a partial supply. In turn, this constrains the pricing strategy of the sending-
235 end. It must provide an attractive pricing strategy to the receiving-end while ensuring a return on 
236 investment [37]. Therefore, the core of cross-regional RE trading rests upon the strategic choices made 
237 by these two stakeholders, culminating in the equilibrium achieved within the market's competitive 
238 dynamics.

239 3. Modeling of cross-regional renewable energy trading
240 This section employs the concepts of Stackelberg game and Nash equilibrium theory to propose 
241 a bi-level optimization model for the electricity pricing of IHDS in cross-regional transactions. The 
242 main assumptions of the proposed bi-level optimization model are as follows:
243 (1) The output curves of wind and solar energy are obtained by forecasting, whereas the forecasting 
244 errors are disregarded.
245 (2) The load demand of receiving-end system is assumed to be inelastic to the price signal.
246 (3) The provider of RE generation at the sending-end region operates in resource-rich areas without 
247 performance risks.
248 (4) All power generation companies in the receiving-end grid are treated as conventional thermal 
249 power producers, and the carbon emission coefficients of thermal units remain constant.

250 3.1. Cross-regional energy trading model
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251 3.1.1. Sending-end system decision model
252 The sending-end system seeks to maximize the value of dispatched electricity across regions, as 
253 expressed in Eq. (11). The profit (Msys) signifies the income derived from selling IHDS power (Rsys) 
254 after deducting generation expenses, which encompass investment costs (CINV), operation and 
255 maintenance costs (CO&M), and remanent value of equipment (CSAL).

256 (11)

257 (12)

258 where Esys is actual electricity sales of IHDS; Ωsys = {WTs, PVs, HPs, PHS} is the set of power 
259 generation technologies; cinv,s is the unit capacity investment cost ; Cs is the installed capacity; μs is 
260 operation and maintenance cost factor; δs the residual value coefficient.
261 The constraints of the sending-end system model are as follows:
262 (1) Cross-regional trading power constraint.

263 (13)

264 (2) Marginal pricing constraint.

265 (14)

266 where κmin is the marginal cost price of IHDS; κtran is the inter-regional transmission price. It is 
267 noteworthy that under the peak-valley electricity price guidance method of Model 1, the formula for 
268 calculating the transaction price is as follows:

269 (15)

270 where Epeak, Eflat and Evalley are the power generation of IHDS during peak, flat and valley periods, 
271 respectively.
272 (3) Competitive pricing constraint. To enhance the competitiveness of IHDS's power in the receiving-
273 end spot market, it is essential to ensure that the price does not exceed the benchmark electricity price 
274 (κBG) of the receiving-end. This can be expressed as follows:

275 (16)

276 3.1.2. Receiving-end system decision model
277 The receiving-end system determines the optimal electricity procurement to achieve economic 
278 dispatch based on the power delivery plan and transaction price provided by the sending-end, as shown 
279 in Eq. (17). The profit (Mrec) of the receiving-end depends on market transaction revenues and 
280 generation costs. Notably, revenues (Rrec) are primarily sourced from cross-regional electricity 
281 purchases and spot market sales of power generated by local thermal units. Generation costs 
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282 encompass procurement cost (Cbuy), coal-fired cost (Cbuy), and CO2 emissions cost (CCO2).

283 (17)

284 (18)

285 where  is the output power of the jth unit, Erec,t is the cross-regional electricity procurement during 

286 period t; λj is the carbon emissions baseline of the jth unit; πCO2 is the emission penalty cost.
287 In practice, the receiving-end region typically includes a multitude of generating units. Treating 
288 each unit's output as a decision variable would lead to an overwhelming number of model variables. 
289 Theretofore, the thermal power units in the receiving-end are clustered according to capacity and type, 
290 while disregarding transmission capacity limitations in the aggregated grid [38]. The operational 
291 constraints of the clustered thermal power units are given in A.4. Besides, the decision model of 
292 sending-end incorporates the following constraints.
293 (1) Electricity procurement constraint.

294 (19)

295 (2) Cross-regional interconnection lines power balance. Assuming that the purchasing party typically 
296 bears the energy losses of interregional transmission lines, the relationship between the traded 
297 electricity of the sending and receiving ends can be described as:

298 (20)

299 where lTran is the loss coefficient of interregional transmission lines.
300 (3) Load balancing constraint.
301 (21)

302 3.1.3. Stackelberg game model
303 During the process of game interaction, the sending-end assumes the leadership role. It is 
304 responsible for optimizing the power delivery plan and setting an ideal cross-regional energy trading 
305 price to maximize its profits through encouraging electricity purchases by the receiving-end. 
306 Meanwhile, the receiving-side system, acting as a follower, primarily aims to meet load demands while 
307 ensuring the economic efficiency. It calculates the optimal electricity procurement to maximize profits, 
308 relying on the transaction price provided by IHDS.
309 For the sending-end, the trading strategy is denoted as κopt, the return function as Msys, and the 
310 trading target is to maximize Msys. The optimal strategy adheres to the following principle:

311 (22)

G
tjP ,

2max COfuelbuyrecrec CCCRM 

 

























 





 

 



 

 

 



 

Tt Nj

G
tjjCOCO

Tt Nj

G
tj

G
tjfuel

Tt
trectoptbuy

Tt
trecBG

Tt Nj

G
tjBGrec

G

G

G

PC

cbPPaC

EC

EPR

,22

,
2

,

,,

,,







tPE tloadtrec  ,,0

  tsystrantrec ElE ,, 1

tLoadtrec
Nj

G
tj PEP

G

,,, 


 










16)(13Eqs...

,maxarg *
,

*

tS

EM trecoptsysopt
opt




This preprint research paper has not been peer reviewed. Electronic copy available at: https://ssrn.com/abstract=4878803

Pr
ep

rin
t n

ot
 p

ee
r r

ev
ie

w
ed



10

312 where κ*
w,t and E*

rec,t are the optimal negotiated price and transaction electricity at the sending and 
313 receiving ends when the game’s equilibrium, respectively.
314 For the receiving-end, the trading strategy is denoted as Erec,t, the return function as Mrec, and the 
315 trading target is to maximize Mrec. The optimal strategy is guided by the following principle:

316 (23)

317 The optimization problems represented by Eq. (22) and (23) represent the standard equilibrium 
318 expression in a Stackelberg game. The IHDS modifies strategy κopt to maximize Msys, while the 
319 receiving-end adapts strategy Erec,t to maximize Mrec. If a set of strategies {κ*

w,t, E*
rec,t} exists, it enable 

320 both parties {Msys, Mrec} to simultaneously achieve maximum values without further improvement 
321 through individual strategy adjustments. In this scenario, the electricity price signal serves as the Nash 
322 equilibrium price.

323 3.2. Model solution
324 The dynamic pricing model based on Stackelberg game proposed in this paper is a high-
325 dimensional, nonlinear characterized by a bi-level structure. Generally, the master-slave game model 
326 converts the follower model into constraints using Karush-Kuhn-Tucke (KKT) conditions, forming a 
327 mathematical programming problem with equilibrium constraints [39]. Despite its computational 
328 speed, the KKT method encounters difficulties when dealing with large-scale nonlinear problems and 
329 security concerns related to information [40]. Therefore, a distributed iterative algorithm is utilized to 
330 convert the master-slave game problem into sub-problems for the sending and receiving sides, 
331 facilitating iterative resolutions. Both sides adapt their strategies reciprocally, engaging in continuous 
332 iterations until reaching a Nash equilibrium state or the maximum iteration limit. The solution process 
333 for the cross-regional electricity trading model of IHDS is illustrated in Fig. 3. The specific steps are 
334 as follows:
335 Step 1: Data input. This involves providing key information and relevant parameters to the proposed, 
336 including meteorological data, equipment specifications, and transmission lines parameters, etc.;
337 Step 2: RE generation scenario reduction and marginal price calculation. The K-means algorithm 
338 proposed in Ref. [41] is applied to reduce wind and solar output scenarios. The marginal electricity 
339 price of HIDS is calculated using marginal costs and reasonable utilization hours for different 
340 technologies, as shown in Eq. (24).

341 (24)

342 where  is the reasonable utilization hours; κs is the marginal cost; γPHS is the PHS capacity tariff;

343 Step 3: Initializing game model equilibrium solution: set iter = 0, maximum number of iterations J, 
344 and initialize the price of sending-end , the electricity purchase of receiving-end , and 
345 the convergence error ε;
346 Step 4: Start iterative solver: 𝑖𝑡𝑒𝑟←𝑖𝑡𝑒𝑟 + 1;
347 Step 5: Solving transmission plan: calculate the transmission power  using the current values 
348 of  combined with the power delivery models. This step is solved using Gurobi solver 
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349 implemented in Python. 
350 Step 6: Compute receiving-end revenue using the model from Section 3.2.2 incorporating delivery 
351 power and transaction price , and provides feedback on optimized purchase quantity  
352 to the sending-end system.
353 Step 7: Assessing the game equilibrium achievement. If iter = J or 

354 (25)

355 the Stackelberg game equilibrium solution is identified set κ* w,t = and E* rec,t.=  and 
356 continue to Step 8 otherwise return to Step 4. 
357 Step 8: Output results. Providing the optimal transaction prices κ* w,t and transaction quantities E* 
358 rec,t.

359
360 Fig 3. Solution flow chart for the cross-regional renewable energy trading model.

361 3.3. Evaluation indicators
362 In this section, evaluation indicators are introduced to assess power delivery modes and capacity 
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363 configuration of IHDS, emphasizing energy efficiency, cost performance, and transaction feasibility.

364 3.3.1. Energy efficiency
365 Storage capacity factor (SCF) is introduced as a measure of the potential utilization of PHS by 
366 IHDS. It is defined as the ratio of the actual generation supplied by PHS to fill energy deficits over a 
367 specific time period [42], which, in this study, spans one year, to the total theoretical generation 
368 available. SCF can be expressed as:

369 (26)

370 where CPHS is the installed capacity of PHS.
371 A ratio between the actual energy utilized and the nominal RE available, is used to measure 
372 Renewable energy utilization (REU) [43]. It serves to analyze the comprehensive efficiency of energy 
373 utilization and assesses the impact of PHS capacity configuration in enhancing energy usage. REU can 
374 be expressed as:

375 (27)

376 where EWFs, EPVs, and EHPs are the actual energy contributed to the total transmitted energy by WFs, 
377 PVs, and HPs, respectively; EWFs, EPVs, and EHPs are the nominal available energy of WFs, PVs, and 
378 HPs, respectively.
379 Transmission line utilization (TLU) serves as a pivotal metric to assess the operational efficiency 
380 of transmission lines. It quantifies the ratio of energy transported by transmission lines to the 
381 theoretical energy transfer limit within a specific time period. TLU can be expressed as follows:

382 (28)

383 3.3.2. Cost performance
384 Renewable energy penetration (REP) is employed to investigate the consumption of RE by the 
385 receiving-end grid. It is calculated as the percentage of RE generation employed to satisfy the load 
386 demand of the receiving-end grid divided by the total load demand [44]. REP can be expressed as:

387 (29)

388 where ERE→load is the total RE amounts contributed to meet load demand by IRES; Eload is the total 
389 load demand of receiving-end grid.
390 Levelized cost of energy (LCOE) stands as a widely adopted metric for assessing the cost 
391 performance of IHDS. It represents the per megawatt-hour cost (in discounted real RMB) required to 
392 construct and operate IHDS over its assumed financial life and operational cycle [45]. LCOE can be 
393 expressed as:

394 (30)
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395 (31)

396 where Dy is the depreciation of fixed assets in year y; COM,y is the operations and maintenance 
397 expenditures in year y; r is the discount rate; Y is the expected lifetime of IRES; Rtax is tax rate; CSAL 
398 is the the salvage value of fixed assets; ETotal,y is the electricity generation of IRES in year y; A0 is the 
399 original value of the fixed asset, rs is the net salvage rate.
400 Levelized cost of CO2 mitigation (LCCM) is a metric employed for evaluating the cost associated 
401 with the reduction or mitigation of CO2 emissions throughout the lifespan of a specific project [46]. 
402 Lower LCCM values indicate more economically efficient mitigation options. LCCM is determined by 
403 considering the total life cycle cost and the effective reduction of CO2 emissions during the operational 
404 period [47]. LCMM can be expressed as:

405 (32)

406 where δCO2 is the reduction of CO2 emissions factor. According to estimates by the National Climate 
407 Center, approximately 0.997 kg of CO2 emissions are avoided per kilowatt-hour (kWh) of consumed 
408 renewable energy [48].

409 3.6.3. Transaction feasibility
410 Transaction deviation electricity (TDE) is a crucial metric in cross-regional market trading, 
411 assessing transaction accuracy and deviations from contracted energy schedules [49]. It is calculated 
412 as a percentage, derived from the absolute variance between actual transaction electricity and planned 
413 transmission electricity relative to the total planned transmission electricity. TDE can be expressed as:

414 (33)

415 Return On Investment (ROI) serves as a critical metric for gauging the financial feasibility of 
416 cross-regional transactions. It quantifies the relationship between net profits derived from projects and 
417 the total investment expenditure [50]. A positive ROI indicates the project's profit potential, with a 
418 higher ROI indicating increased profitability, and conversely. TDE can be expressed as [51]:

419 (34)

420 where BNP is the net profit, which refers to the total revenue of the project minus the total investment 
421 expenditure CTotal. Note: When calculating the ROI of the receiving-end, it assumes that the thermal 
422 power units are already operational, excluding consideration of lifecycle costs and concentrating solely 
423 on operational and CO2 emission expenses.

424 4. Case study
425 Qinghai Province in northwestern China is renowned for its significant water resources and 
426 substantial potential for wind and solar energy development. To support RE growth and align with 
427 national energy transition goals, Qinghai Province has established several clean energy demonstration 
428 bases [52]. In this study, a clean energy base in the Hainan Tibetan Autonomous Prefecture of Qinghai 
429 Province was selected to assess the validity and applicability of the proposed framework. The power 

0 (1 )sD A r Y 

 

2 ,

1
(1 ) (1 ) (1 )

(1 )

y OM y SAL
INV tax taxy y y

y Y y Y

CO RE Load y
y

y Y

D C CC R R
r r r

LCCM E
r


 





   
  






 



，

, ,1

,1

100%
T

tran t sys tt
T

tran tt

P t E
TDE

P t




 
 






100%NP

Total

BROI
C

 

This preprint research paper has not been peer reviewed. Electronic copy available at: https://ssrn.com/abstract=4878803

Pr
ep

rin
t n

ot
 p

ee
r r

ev
ie

w
ed



14

430 generation of clean energy base is transmitted to the load center in Henan Province via UHV DC 
431 interconnection lines, as shown in Fig. 4.

432
433 Fig. 4. Schematic diagram of the configuration for the cross-regional energy transmission project.
434 The sending-end is characterized by the core installation of PHS, comprising the Yangqu and 
435 Banduo hydropower stations, along with the surrounding wind and solar power stations. The Bando 
436 station has a substantial storage capacity of 15.35 million m3 and functions as a runoff-type reservoir 
437 with a regulating capacity of 1.96 million m3 [53]. The power station is fitted with three 120 MW units, 
438 yielding a cumulative installed capacity of 360 MW. The Yangqu station, located 75 km downstream 
439 from the upstream Bando station, operates as a daily regulation power station with a 239 million m3 
440 regulating capacity. It is presently (i.e. late 2023) under construction, with plans to install three 400 
441 MW units, resulting in a total installed capacity of 1200 MW. The parameters of the two hydropower 
442 stations are shown in Table B.1. The planned PHS station, considering geological and altitude factors, 
443 has a maximum development capacity of 2000 MW. The parameters for the PHS are determined with 
444 reference to Ref. [54] and are presented in Table 1. The planned total installed capacity for wind and 
445 solar power station to be integrated to the base is 13 GW. The hourly wind speed, solar irradiance, and 
446 temperature data, predicted from historical records, are depicted in Table B.2. The specifications of 
447 wind and solar power stations are shown in Table 1.
448 Table 1. Specifications for wind, solar and pumped-hydro storage power stations

Technology Parameter Symbol Unit Value

Rate wind speed vr m/s 13
Cut-in wind speed vin m/s 2.5Wind turbine
Cut-out wind speed vout m/s 32.0
PV derating factor fPVs - 0.80

Solar irradiance at standard conditions Gref W/m2 1000
Temperature coefficient θTC - -0.005

Photovoltaic 
panel

Temperature at standard conditions Tref ℃ 25
Initial storage capacity EPHS,0 107 m3 2Pumped hydro 

energy storage Min storage capacity EPHS,min 107 m3 1.06

Pumped-hydro storage
Hydropower station

Power Transmission Lines
Capacity: 4500 MW
Transmission price：53.5 yuan/MWh
Line loss rate：0.06

Clean Energy Base

PV plant

Wind farm

Thermal power unit

Banduo

Yangqu
Qinghai

Qinghai-Henan UHV 
DC Interconnection 
Transmission Lines

Converter station

Henan province
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Max storage capacity EPHS,max 107 m3 4.38
Generation conversion factor ξgen m3/MWh 780
Pumping conversion factor ξpump m3/MWh 999

station

Maximum start-up times hour 4
449 The power transmission line has a maximum capacity of 4500 MW, with a transmission tariff of 
450 0.065 yuan/kWh, and a transmission loss rate of 6%. The model employs a five-segment delivery curve, 
451 with each stable transmission period has a minimum duration of 4 hours.
452 All units in the receiving-end are presumed to be thermal power units, with specific parameters 
453 listed in Table B.3. This region adheres to a seasonal time-of-use pricing policy for Peak-valley 
454 electricity rates, as established by the Henan Provincial Development and Reform Commission. 
455 Specific pricing details are illustrated in Fig. B.1.
456 To improve computational efficiency, the year is divided into four distinct scenarios (spring, 
457 summer, autumn, and winter) marked by significant variations in wind and solar output and load. 
458 Subsequently, k-means clustering analysis and scene reduction methods are employed to extract 
459 typical output scenarios for each season [55, 56], resulting in three representative scenarios for 
460 combined wind and solar power generation. Fig. 5 presents the obtained scenarios for load demand, 
461 wind and solar power.

462
463 (a) Spring (b) Summer

464
465 (c) Autumn (d) Winter
466 Fig. 5. The typical daily representative wind and solar output scenarios and the typical daily load profiles.

467 4.1. Energy trading
468 The accuracy and advantage of three cross-regional delivery models proposed in Section 2.2 are 
469 validated through model comparisons. Take the installed capacity of PHS is 1500 MW, coupled with 
470 12500 MW for both wind and solar capacities for instance. Four representative days were randomly 
471 selected from each season, and all three models were solved using a consistent optimization framework 
472 and algorithm. Fig.6 depicts the power delivery results computed by these three distinct models for 
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473 representative days in spring, summer, autumn, and winter. Continuous black curves represent the 
474 power transmission plans. Transaction price is represented by brown curves. The residual load of the 
475 receiving-end system is shown by the black curve with triangles symbols.

476
477 Fig. 6. Seasonal hourly power delivery plans and transaction prices. (a) Spring, (b) summer, (c) 
478 autumn, and (d) winter.
479 By synthesizing the hourly dispatch results of the three models (Fig. 6), the power delivery plans 
480 of IHDS exhibit a consistently smooth ladder-like pattern, regardless of the season. This demonstrates 
481 that power delivery models introduced in section 2.2 adhere to the requirements for ensuring the 
482 smooth operation of RE long-distance transmission. Additionally, the curtailment of IHDS is 
483 obviously affected by the seasonal variations. Compared to the output of IHDS in Figs. 6(b-d), the 
484 contributions of power generation from wind and solar are greatest in spring, as indicated in Fig. 6(a). 
485 Substantial portions (approximately 8.5%) of the potentially available wind and solar resources have 
486 to be curtailed in this case due to transmission line and PHS capacity limitations. Integrated over the 
487 entire year, overall curtailment is less significant, accounting for only 2% in this case. PHS plays a 
488 crucial intermittent role in summer, autumn and winter, but experiences limitations during spring. 
489 Energy stored by PHS is deployed primarily during the mid-day hours (10:00- 15:00), coinciding with 
490 the peak potential supply from wind and solar power, especially during spring. In all three models, 
491 hydropower and wind power play crucial roles as electricity providers during off-peak periods. 
492 Collaboratively, they share the responsibility of maintaining the IHDS's essential load operations, thus 
493 facilitating seasonal energy complementation.
494 Comparing the fluctuation of residual load among three delivery models, the smallest fluctuation 
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495 has been seen in model 3, which is followed by Model 1. This suggests that implementing Model 3's 
496 power delivery plans can efficiently diminish the peak-to-valley variation in the receiving-end, 
497 demonstrating robust peak-shaving capability, and ensuring the receiving-end grid's efficient and 
498 stable operation. Taking the winter scenario (Fig. 6(d)) as an illustration, the peak-to-valley difference 
499 rates of residual load, as simulated by Model 1, Model 2, and Model 3, are 56%, 64%, and 48%, 
500 respectively.
501 Furthermore, the duration of peak output for the IHDS also fluctuates according to both the season 
502 and delivery model. During spring, when wind and solar resources reach their maximum generation 
503 potential, the peak duration of the IHDS's power delivery plan is typically longer. Model 2's operational 
504 strategy results in a 12-hour peak duration, whereas Models 1 and 3 surpass this duration by an 
505 additional 2 hours. Conversely, during winter when wind and solar resources are scarce, all three 
506 delivery models maintain a lower peak duration, approximately 7 hours. Intriguingly, in both autumn 
507 and summer, the power delivery plan achieved by Model 3 better matches the peak and off-peak 
508 periods of the receiving-end compared to Model 2 and Model 3. For example, in Fig. 6(c), IHDS 
509 operates at its lowest output, about 1100 MW, coinciding with the receiving-end system's off-peak 
510 period. At 7:00, the IHDS's output rises to around 3100 MW and remains at this level for two-time 
511 intervals, which precisely corresponds to the flat period of the receiving-end. At 10:00, IHDS reaches 
512 its peak output and maintains about 4500 MW for the subsequent 11 intervals (10:00-20:00), 
513 coinciding with the peak period of the receiving-end. This further substantiates the effectiveness of 
514 Model 1, emphasizing that the inclusion of time-of-use electricity pricing in the optimization 
515 scheduling model enables a close tracking of the peaks and valleys in the receiving-end power system, 
516 effectively harnessing the peak-shifting potential of the sending-end grid.
517 Therefore, models incorporating the load DR of the receiving-end (Model 1 and Model 3) 
518 optimize economic and reliable operation, while those excluding it (Model 2) result in increased costs 
519 for valley-filling and peak-shaving in the receiving-end.

520 4.2. Energy efficiency impacts of capacity vs power delivery models
521 This subsection examines the impact of power delivery models on PHS capacity configuration in 
522 the sending-end, with a focus on energy utilization efficiency. Assuming a constant total installed 
523 capacity of 13 GW for wind and solar power, three mixed-generation scenarios with varying ratios of 
524 wind to solar installation are devised, as indicated in Table 2. For each scenario, the PHS capacity is 
525 simulated within the range of [0, 2000] MW, with a simulation increment of 250 MW. Fig. 7 shows 
526 the percentage variations in SCF, REU, and TLU influenced by PHS capacity under the operations of 
527 Model 1, Model 2, and Model 3 across three distinct scenarios: 40% wind & 60% solar, 50% wind & 
528 50% solar, and 60% wind & 40% solar.
529 Table 2. Three mixed-generation scenarios with varying ratios of wind to solar installation.

Total installed capacity of each technology (MW)
Scenario

Hydropower Wind power Solar power Pumped hydro storage

Scenario 1 (40% wind and 60% solar) 1560 5200 7800 Range [0, 2000], step 250

Scenario 2 (50% wind and 50% solar) 1560 6500 6500 Range [0, 2000], step 250

Scenario 3 (60% wind and 40% solar) 1560 7800 5200 Range [0, 2000], step 250
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530
531 Fig. 7. Percentage variations in energy efficiency indicators resulting from different power delivery models 
532 are analyzed across three distinct mixed-generation scenarios. (a) Storage capacity factor (SCF), (b) renewable 
533 energy utilization (REU), and (c) transmission line utilization (TLU).
534 Fig. 7(a) demonstrates a negative correlation between the SCF and the installed capacity of PHS. 
535 SCF exhibits a gradual decline as PHS capacity increases. It should be emphasized that distinct power 
536 delivery models lead to substantial differences in the SCF decline trend. In the context of Model 2 
537 operation, SCF exhibits a linear decrease within the [250, 2000] MW PHS capacity range. Conversely, 
538 when implementing Model 1 and Model 2, the decline in SCF follows a nonlinear trend. With a 
539 consistent wind-solar capacity ratio, the reduction in SCF is minimal under Model 3 as PHS capacity 
540 increases, followed by Model 1, while Model 2 experiences the most substantial decline. For instance, 
541 in Scenario 1, when the PHS capacity is set at 250 MW, all three models yield identical SCF values, 
542 each at 45%. However, as the storage capacity escalates to 2000 MW, SCF decreases to 24% for Model 
543 3, 32% for Model 1, and 38% for Model 2. This signifies that the operational strategy based on Model 
544 1 is more effective in driving PHS facilities to generate economic value.
545 The REU, as depicted in Fig. 7(b), displays a rising tendency as the PHS capacity increases. 
546 Remarkably, the upward trajectories for all three models nearly coincide. This indicates that an 
547 increased PHS capacity consistently contributes positively to the change in the RE utilization rate, 
548 while alterations in the receiving-end load have a negligible impact. Moreover, it's important to 
549 observe that achieving equivalent RE generation goals in this case requires smaller pumped storage 
550 station capacities when scenarios with a higher wind-to-solar ratio (scenario 3) are selected. For 
551 example, to achieve a 97.5% REU objective, scenario 1, with a lower wind-to-solar ratio (scenario 1), 
552 requires a minimum allocation of 1250 MW in PHS capacity. This amounts to a 20% higher 
553 incremental capacity compared to scenario 2 and a 40% greater capacity than scenario 3. This result 
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554 indicates that in this case, wind and solar resources exhibit a certain degree of complementarity, with 
555 wind resources being particularly favorable.
556 In Fig. 7(b), the TLU increases with growing installed capacity of PHS across all energy mix 
557 scenarios. This illustrates that increasing the PHS capacity of IHDS makes transmission lines more 
558 economically viable. In the same scenario, the TLU trends under the three models closely overlap, with 
559 differences between any two models not exceeding 1%. The consistent findings across all models 
560 suggest that the influence of variations in receiving-end load on the economic efficiency of 
561 transmission lines is negligible. Maintaining a constant PHS capacity, scenarios with higher wind 
562 energy proportions generally exhibit elevated TLU values (CPHS = 500 MW, TLU =68%; scenario 3), 
563 whereas scenarios with larger solar power proportions tend to yield lower TLU values (CPHS = 0 MW, 
564 TLU =64%; scenario 1). This discrepancy arises from the significantly higher annual effective 
565 utilization hours of wind energy compared to solar. Therefore, when optimizing capacity for maximum 
566 economic benefit of IHDS, increasing wind power is more effective than solar.

567 4.3. Cost performance impacts of capacity vs power delivery models
568 The subsection assesses how varying PHS capacity influences three economic performance 
569 indicators: REP, LCOE, and LCMM. Fig. 8 illustrates the variations in REP, LCOE, and LCMM 
570 influenced by PHS capacity under three delivery models of IHDS across three distinct scenarios.

571
572 Fig. 8. The effects of changes in capacity and power delivery models on (a) Renewable Energy 
573 Penetration (REP), (b) Levelized Cost of Electricity (LCOE), and (c) Levelized Cost of CO2 Mitigation 
574 (LCCM) of the integrated hydro-wind-solar-storage delivery system.
575 For the impact on the REP (Fig. 8(a)), PHS capacity configuration of IHDS significantly enhances 
576 the share of clean energy electricity at the receiving-end. In various scenarios and across all delivery 
577 models, augmenting the PHS capacity by 250 MW in the sending-end can boost REP from 30% to 
578 31% compared to scenarios without PHS. As shown in Fig. 8(a), REP generally rises and then declines 
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579 (in Model 1) or gradually levels off (in Models 2 and 3) with increasing PHS capacity. This occurs 
580 mainly due to the restricted influence of PHS on the decision-making processes of thermal companies 
581 at the receiving-end. Once PHS capacity exceeds a certain threshold, its influence on generation 
582 decisions saturates, leading to a stabilized REP. Furthermore, with constant PHS capacity, Model 3 
583 operational scheduling consistently achieves higher REP in all mixed scenarios.
584 For the impact on the LCOE (Fig. 8(b)), it exhibits a gradual increase with the growth of PHS 
585 capacity, and this increase becomes more pronounced with higher capacity levels. In any RE mix 
586 scenario, LCOE trends under Model 1 and Model 2 closely overlap and are generally higher than those 
587 under Model 2. In contrast, the LCOE for IHDS exhibits significant variation across various mixed-
588 generation scenarios. Considering the Model 1 as an example, with the PHS capacity ranging from 0 
589 to 2000 MW, the LCOE of IHDS in scenarios 1, 2, and 3 increases from 201.1 to 219.8, 198.5 to 220.3, 
590 and 196.3 to 211.3 yuan/MWh, correspondingly. This phenomenon indicates that choosing the 
591 appropriate delivery model and optimizing capacity ratios of IHDS promotes the cost-effective of the 
592 sending-end.
593 In terms of the impact on LCCM (Fig. 8(c)), its value presents a trend of gradual decrease followed 
594 by rapid increase as PHS capacity increases. When PHS capacity is below 1000 MW, scenarios with 
595 a high wind power proportion significantly reduce LCCM. Moreover, across all PHS variations, Model 
596 3 consistently yields lower LCCM values than Models 1 and 2. In Scenario 1, Model 3 achieves its 
597 lowest LCCM of 222.7 yuan/MWh at a 500 MW PHS capacity. At the same capacity, Models 2 and 3 
598 have LCCM values of 223.9 and 225.4 yuan/MWh, respectively.
599 As discussed above, the IHDS employs various delivery models, yielding comparable utilization 
600 of effective RE and levelized electricity costs, but differences emerge in power quality and economic 
601 performance.

602 4.4. Transaction feasibility impacts of capacity vs power delivery models
603 This subsection initially calculates the transaction price between the sending and receiving 
604 systems using the game pricing model established in Section 3. Following this calculation, the TDE 
605 and ROI are employed to evaluate the technical and financial feasibility of the cross-regional energy 
606 trading project. Fig. 9 presents the variations in power transaction prices and TDE values arising from 
607 the differences in the power delivery model and installed capacity of IHDS.

608
609 (a) Scenario 1：40% wind and 60% solar.
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610
611 (b) Scenario 2：50% wind and 50% solar.

612
613 (c) Scenario 3：40% wind and 60% solar.
614 Fig. 9. The variations in power transaction prices and transaction deviation electricity resulting from the 
615 differences in power delivery modes and installed capacity of the integrated hydro-wind-solar-storage delivery 
616 system. Boxes represent the 25th and 75th percentiles, and error bars show the 95th percentiles. Black circles 
617 and horizontal lines indicate the arithmetic means and medians, respectively. Blue diamonds are outliers.
618 As depicted in Fig. 9, cross-regional transaction prices generally trend upward as PHS capacity 
619 increases for all mixed-generation scenarios and three operational models. The larger the capacity of 
620 PHS is, the higher the average transaction price. This implies that configuring a certain capacity of 
621 PHS can enhance the transmission quality of IHDS. However, substantial variations exist in inter-
622 regional transaction prices across distinct delivery models. In the absence of configured PHS capacity, 
623 annual average transaction prices peak under Model 3 in scenarios 1 and 2, reaching 321.8 and 319.5 
624 yuan/MWh, respectively. Conversely, in scenario 3, Model 2 achieves the highest average transaction 
625 price at 315.8 yuan/MWh. This suggests that the choice of IHDS delivery model can have a substantial 
626 impact on transaction prices. Additionally, when the PHS capacity reaches 2000 MW, the results from 
627 all three scenario sets consistently indicate that Model 1 has the highest transaction price, followed by 
628 Model 2, and finally Model 3. This indicates that the impact of PHS capacity on transaction prices 
629 varies depending on the delivery model used.
630 Regarding the TDE for cross-regional transactions, it can be observed from Fig. 9 that the TDE’s 
631 response to increased PHS capacity is non-monotonic, reflecting complex interactions within cross-
632 regional transaction process. At lower PHS capacities, the TDE may show volatility due to limited 
633 energy storage and RE fluctuations. Increasing PHS capacity improves energy balancing, reducing the 
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634 TDE. In 2020, Qinghai Province enacted rules for electricity market trading, allowing a ± 5% 
635 deviation in electricity quantities, mandating additional evaluation when this threshold is exceeded. 
636 Based on this, an examination of TDE under different delivery models is conducted. Compared to 
637 Models 1 and 2, the IHDS under Model 3 consistently shows significantly lower electricity transaction 
638 deviations and maintains a TDE within the 5% range, meeting exemption criteria for scrutiny in 
639 electricity transactions. This phenomenon reflects the superiority of Model 3 in cross-regional energy 
640 trading by ensuring accurate and compliant power transactions within specified deviation ranges for 
641 all RE mix scenarios. This is likely due to Model 3's superior efficiency in power scheduling and 
642 responsiveness to changes in the receiving-end's load demands.
643 After identifying the relations in price change, we examine the operational stimulation outcomes 
644 of Models 1, 2, and 3 to explore the correlation between increasing PHS capacity and the ROI with 
645 varying wind-to-solar installation ratios.

646
647 Fig. 10. Impacts of variations in installed capacity and power delivery models of the integrated hydro-wind-
648 solar-storage delivery system on the return on investment (ROI) of (a) the sending-end system and (b) the 
649 receiving-end system.
650 Fig. 10 reveals the variation in ROI of both the sending-end and receiving-end systems across 
651 various scenarios and delivery models in relation to the PHS capacity. In Model 1's operational mode, 
652 the ROIs of both the sending-end and receiving-end systems initially increase and then decrease. This 
653 results in the IHDS's maximum ROI corresponding to the PHS capacity that also maximizes the 
654 receiving-end system's ROI. This indicates that there is an optimal PHS capacity level for maximizing 
655 financial returns. However, different wind-to-solar ratios lead to variations in the maximum ROIs and 
656 their corresponding PHS capacities for both sending and receiving systems. In scenarios 1, 2, and 3, 
657 with PHS capacities of 1250 MW, 1000 MW, and 750 MW, the sending-end achieves maximum ROIs 
658 of 23%, 24%, and 24%, respectively, while the receiving-end reaches 26%, 23%, and 27%. It suggests 
659 that the choice of RE mix can significantly impact the economic feasibility of the cross-regional 
660 consumption.
661 Furthermore, in Model 2, both the sending and receiving-end cost-profit rates initially oscillate 
662 and then decrease with increasing PHS capacity. With a wind-to-solar ratio of 3:2 and 500 MW of 
663 configured PHS capacity, the IHDS reaches a maximum ROI of 23%, while the receiving-end 
664 corresponds to 19%. In contrast, the ROIs for both the sending and receiving-end systems under Model 
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665 3 surpassed those of Model 1 and Model 2 as the PHS capacity increased from 0 to 2000 MW. 
666 Additionally, in mode 3, the sending-end reached a 25% ROI peak at 750 MW of PHS capacity in 
667 Scenario 3, with the corresponding receiving-end achieving a 40% ROI. This was 13% higher than the 
668 ROI for the receiving-end system under Model 1 at the same installation level. This suggests that 
669 Model 3's delivery strategy is more effective in optimizing ROIs and capitalizing on the benefits of 
670 increased energy storage.

671 4.5. Sensitivity analysis of key parameters
672 In this section, sensitivity analysis was carried to assess the financial feasibility of the proposed 
673 cross-regional transaction framework against variation of model input parameters within a range of -
674 10% to +10%, as indicated in Table 3 (left).
675 Table 3 Sensitivity analysis of various parameters on the financial feasibility.

676
677 The findings of the sensitivity analysis are consolidated in the right columns of Table 3. Among 
678 the parameters considered for financial feasibility assessment, the κBG stands out as the most critical 
679 factor. A 10% κBG increase results in a 3% decrease in the sending-end ROI and an 11% reduction in 
680 the receiving-end ROI. This implies that an increase in κBG could make the cross-regional energy 
681 transaction more economically viable. Besides that, the results show that the ROI of the sending-end 
682 is sensitive to wind and solar investment costs (in that order), while the ROI of the receiving-end is 
683 sensitive to solar and wind capacity (in that order). Specifically, when wind and solar investment costs 
684 increase by 10%, the ROI of the sending-end decreases by about 3% and 2%, respectively, while the 
685 ROI of the receiving-end remains unaffected. This underscores that the allocation of solar and wind 
686 capacity plays a crucial role in determining the financial feasibility of the receiving-end. Research by 
687 [57] indicates that wind and solar investment costs have been progressively decreasing over the years. 
688 This implies that adopting a phased investment approach when allocating wind and solar capacity can 
689 ensure economic feasibility for both the receiving-end and sending-end systems, while preserving 
690 technical feasibility. Finally, the ROI of both systems shows lower sensitivity to carbon emission costs, 
691 line losses, and PHS-related parameters.

692 5. Conclusions
693 To unlock the economic efficiency of PHS in cross-regional RE trading, this paper proposes 
694 coupling power delivery models with dynamic game-based pricing models. This framework has been 
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695 applied to a case study involving an integrated hydro-wind-solar-pumped storage system (IHDS) in a 
696 Qinghai Province clean energy base. First, a comparative analysis of IHDS power delivery plans 
697 among various optimization models confirms that integrating demand response enhances both 
698 operational reliability and economic efficiency. During winter, incorporating peak-valley electricity 
699 price incentives of and ensuring unit operation stability at the receiving-end within the power delivery 
700 model reduces residual load fluctuations by 8% and 16%, respectively, compared to a mode solely 
701 maximizing IHDS's complementarity benefit.
702 The study also explored how IHDS delivery models and PHS capacity impact the economy of 
703 cross-regional RE integration. The findings reveal that increasing PHS capacity, despite reducing the 
704 storage capacity factor and raising levelized costs for IHDS, stimulates RE integration, enhancing 
705 transmission lines economics. Moreover, as PHS capacity increases, the trading price of IHDS rises. 
706 Regarding transaction feasibility, a power delivery model that prioritizes minimizing residual load 
707 fluctuations significantly limits deviation power in cross-regional energy trade settlements, restricting 
708 it to only 5%. Maintaining the installed capacity of IHDS constant, an evaluation of the return on 
709 investment (ROI) for the sending and receiving systems demonstrates that employing a power delivery 
710 mode aimed at minimizing residual load fluctuations yields superior outcomes compared to scenarios 
711 solely considering time-based pricing incentives at the receiving end and complementarity 
712 performance at the sending end. In a 3:2 wind-to-solar ratio scenario with 750 MW pumped storage 
713 capacity, the sending-end achieves a peak 25% ROI, while the corresponding ROI of receiving-end 
714 exceeds Model 1 by 13% with a 40%. Overall, this study underscores the importance of selecting the 
715 right operational model and optimizing PHS capacity for IHDS participating in cross-regional 
716 transaction to ensure long-term feasibility and sustainability.
717 The presented work can be further improved to include explicitly market policies, regulations, 
718 and environmental considerations. Additionally, this study exclusively addressed electricity trading 
719 aspects, yet it's imperative to acknowledge that ancillary services provision significantly impacts the 
720 economics of cross-regional energy trading [58, 59]. Therefore, future work should comprehensively 
721 explore these factors to tackle challenges from extensive large-scale RE cross-regional consumption.
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738 relationships that could have appeared to influence the work reported in this paper.

739 Appendix A. Mathematical modeling

740 A.1. Modeling variable renewable energy
741 (1) Wind turbine model. The output power of wind turbine (WT) is determined by the wind speed and 
742 expressed as a piecewise function.

743 (A.1)

744 where PWTs,r is the rated power of WT; vin is the cut-in wind speed; vr is the rated wind speed; vout is 
745 the cut out wind speed, vt is the wind speed at time t.
746 (2) Photovoltaic panel model. The output power of photovoltaic panel array (PV) is mainly determined 
747 by solar radiation intensity, environmental temperature and other factors, as follows:

748 (A.2)

749 where PPVs,r is the PV rated power at reference condition, fPVs is the PV derating factor, Gt is solar 
750 radiation at time t, Gref is solar irradiance at standard temperature conduction, θTC is the PV panel 
751 temperature coefficient, Tc,t is the operating temperature, Tref is PV array temperature at reference 
752 condition.
753 (3) Capacity constraints of the wind and solar power station is expressed as:

754 (A.3)

755 where CWTs and CWTs are the installed capacity of wind farms and solar plants, respectively.

756 A.2. Hydropower station models
757 (1) Mass balance

758 (A.4)

759 where Vi,t and Vi,t-1 are the reservoir storage in time t and t-1,respectively, , , , and  
760 are the inflow, outflow, penstock release, and water spillage of the ith reservoir, respectively.
761 (2) Reservoir storage volume limitation

762 (A.5)

763 where Vmin and Vmax are the lower and upper limits of the ith reservoir, respectively.
764 (2) Reservoir characteristics

765 (A.6)
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766 where  and  are the forebay water level and tailrace water level, respectively, fZV,i and fZQ,i 
767 are the reservoir storage capacity curve and tailwater rating curve, respectively.
768 (3) Water level constraints

769 (A.7)

770 where  and  are the lower and upper limits of the forebay elevation of the ith reservoir, 
771 respectively, Zi,beg and Zi,end are the initial water level at the beginning and the target level at the end 
772 of the scheduling period, respectively.
773 (4) Discharge limitation

774 (A.8)

775 where  and  are the lower and upper discharges of the ith reservoir, respectively
776 (5) Hydro unit output characteristics

777 (A.9)

778 (A.10)
779 where ρ is the water density, g is the gravitational acceleration, ηHPs,i is the turbine efficiency, ΔHHPs,t 
780 is the hydraulic head,  and  are the maximum and minimum output limits, respectively.

781 (6) Net hydraulic head

782 (A.11)

783 where hloss,i is the head loss of the ith hydropower station. 

784 A.3. Pumped hydro storage models
785 (1) Reservoir capacity constraints

786 (A.12)

787 where EPHS,t is the energy storage of the PHS at time t, ξpump and ξgen are the pumping and generation 
788 conversion factors, respectively, M is is the number of PHS units, EPHS,min and EPHS,max are the 
789 minimum and maximum energy storages of the upper reservoir, respectively.
790 (2) Safe capacity constraint of reservoir

791 (A.13)

792 where EPHS,safe is the difference in the safe capacity, EPHS,0 is the initial storage capacity, EPHS,end is 
793 the  end storage capacity.
794 (3) Power generation and pumping constraints
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795 (A.14)

796 (A.15)

797 (A.16)

798 where  and  are the pumping and generation states of the mth PHS unit, respectively, 
799  and  are the lower and upper power generation of the mth PHS unit, respectively, 
800  and  are the lower and upper power pumping of the mth PHS unit, respectively. 
801 (4) Generation condition constraint. If there is one or more units in power generation condition, the 
802 whole PHS station is in power generation state.

803 (A.17)

804 (5) Pumping condition constraint. If there is one or more units in power pumping condition, the whole 
805 PHS station is in power pumping state.

806 (A.18)

807 (6) PHS unit start-up times

808 (A.19)

809 where  and  are the maximum power generation and pumping start-up times of the 
810 mth PHS unit in scheduling period, respectively.

811 A.4. Conventional thermal power units
812 (1) Power output constraints. The output is limited by the available capacity, if the unit is committed:
813 (A.20)

814 where ui,t is the status (1/0 mean on/off) of the jth thermal unit at time t,  and  are the 
815 maximum and minimum power output.
816 (2) Thermal unit ramping constraints:
817 (A.21)

818 where  and  is the ramp-down and ramp-up limits of the jth thermal unit, respectively.

819 (3) Minimum up and down times:
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820 (A.22)

821 where Ton,i,t and Toff,i,t is the minimum continuous startup and shutdown time of the jth thermal unit, 
822 respectively, and τ is the time index symbol.
823 Appendix B. Techno-economic database parameters values

824 Table B.1 Characteristic parameters of hydropower stations.
Hydroelectric power station

Technical parameter Unit
Banduo Yangqu

Normal storage water level m 2760 2715
Level of dead water m 2757 2710

Normal reservoir capacity 107 m3 0.830 147.24
inactive storage 107 m3 0.634 123.34

Installed capacity MW 360 1200
Guaranteed output of turbine MW 46.1 228

Maximum discharge m3/s 1119.48 1186.2
Average annual energy generation GWh 1412 4900

825 Table B.2 Monthly meteorological data at renewable energy base.

Month
Reservoir inflow 

(m3/s)
Average wind 
speed (m/s)

Daily radiation 
(kWh/m2/day)

Daily temperature 
(℃)

January 144 4.16 3.25 -10.88
February 155 4.51 4.16 -6.8
March 345 5.3 5.07 -1.38
April 249 5.16 6.07 3.95
May 648 4.41 6.07 8.39
June 1847 3.89 5.82 11.98
July 924 3.82 5.92 14.18

August 1019 3.66 5.59 13.37
September 859 3.45 4.71 8.83

October 632 3.61 4.24 2.76
November 287 4.07 3.58 -3.92
December 199 4.19 2.98 -9.39

826 Table B.3 Economic parameters for the integrated hydro-wind-solar-storage delivery system.

Economic parameter Unit Hydro Wind Solar PHS

Investment cost yuan/kW 5775 4000 3300 5600
Life cycle year 30 20 20 40

Composite depreciation rate % 3.3 6.3 6.3 2.4
Operation & maintenance cost 

rate
% 2.3 2.9 1.9 2.7

Marginal electricity price yuan/kWh 0.230 0.324 0.285 0.354
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Capacity Tariff yuan/kW - - - 617

827 Table B.4. Technical parameters of thermal power units of the receiving-end system.

Technical parameters Unit unit #1 unit #2 unit #3 unite #4

Minimum power output MW 110 300 600 1000
Maximum power output MW 20 120 300 500
Ramp up/down limit MW/h 20 30 60 80
On-off minimum duration hour 3 3 6 80.0147
Carbon dioxide emissions kg/MWh 872.9 872.9 817.7 817.7
Coal consumption coefficient a yuan/MWh2 0.0175 0.0147 0.0161 0.0035
Coal consumption coefficient b yuan/MWh 157.78 158.9 173.04 1450.53
Coal consumption coefficient c yuan 1750 4900 5880 7000
Number of units - 10 10 7 2
Total installed capacity MW 1100 3000 4200 2000

828
829 Fig. B.1. Monthly electricity price information of the receiving-end system.
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