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A B S T R A C T

The paper introduces an averaged model suitable for studying the long-term attitude dynamics
of low Earth orbit objects subject to the interaction with the exosphere. This work extends
previous results by the authors on the development of a semi-analytical theory for long-term
attitude propagation. The first-order averaged model is developed by expressing the rotational
problem in modified Sadov variables and performing the average of the equations of motion
over the fast Sadov angles and the orbital mean anomaly. A transformation from osculating
to mean variables is also derived from a combination of Lie transformations. The approach
proposed in this paper is applied to two possible atmospheric drag models: a simple, commonly
used, model characterised by a constant dimensionless drag coefficient and a higher fidelity
model based on the theory by Sentman (1961).

. Introduction

This paper is an extension of previous work by the authors [1], where we proposed a semi-analytical theory suitable to study the
ong-term attitude dynamics of Earth-orbiting objects subject to the effects of gravity gradient, residual magnetic, and light pressure
orques. While the semi-analytical theory developed in [1] is appropriate to study the attitude motion of objects in medium and
igh altitude orbits, it is incomplete for low altitude orbits, where the effects of atmospheric drag is not negligible. In this work, we
resent a method to integrate the torques, induced by atmospheric forces, into the averaged model.

In the literature on analytical and semi-analytical theories for the attitude dynamics of space objects one can find the works
y Ferrandiz and Sansaturio [2], Vallejo [3], Elipe and Vallejo [4], Lara and Ferrer [5], Lara [6], dealing with the dynamics of triaxial
atellites affected by the gravity-gradient torque, and the work by Sidorenko [7], Zanardi and Vilhena de Moraes [8], Celletti and
idorenko [9], Garcia et al. [10], Mohmmed et al. [11], Efimov et al. [12], Benson and Scheeres [13,14], on the long-term attitude
ynamics of artificial Earth orbiting objects. However, only a limited body of works exists on analytical and semi-analytical theories
or the study of the long-term attitude dynamics of space objects affected by atmospheric forces. The most known works are those
y Zanardi et al. [15,16,17], Zanardi et al. [18], who developed and analysed an analytical solution for the evolution of the spin
elocity and axis. Their theory was applied to and validated for the two Brazilian satellites SCD1 and SCD2. Also Ray and Scheeres
19] developed a semi-analytical theory for the coupled orbital and attitude dynamics affected by atmospheric drag. However, they
ave the specific purpose of predicting the long-term orbital dynamics and do not focus on the long-term propagation of the attitude
otion.

In this paper, we develop a first-order averaged attitude model suitable for both triaxial and axisymmetric objects subject
o atmospheric forces. This is obtained by expressing the attitude problem in the modified Sadov variables introduced in [see
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1] and averaging the equations of motion over the fast Sadov angles and the orbital mean anomaly. The averaging is partially
performed numerically to handle different kinds of force and atmospheric models. This approach makes it complex to compute the
transformation from osculating to mean modified Sadov variables, required to increase the accuracy of the semi-analytical solution.
In line with the previous work by the authors [1], we compute the transformation as a combination of Lie transformations [see 20].
The generators of the Lie transformations are estimated by combining the method suggested by Elipe and Vallejo [4], Vallejo [3]
and numerical methods.

In the literature on the attitude motion of space objects, one can find different models of atmospheric forces. The classical model
sed, for instance, by Beletsky [21], Zanardi et al. [15,16] assumes a constant dimensionless drag coefficient. Other models include
 more detailed description of gas-surface interaction [see 22–24]. The technique proposed in this paper is applicable to all models

that do not present any kind of discontinuity. As an example we will derive a semi-analytical solution for both the model proposed
y Beletsky [21], Zanardi et al. [15,16] and for a more complex model, based on the theory by Sentman [25]. In the remainder of the

paper we will call the model by Beletsky [21], low-fidelity model, and the one by Sentman [25], mid-fidelity model. The results in the
paper demonstrate that the difference between the semi-analytical and numerical solutions is comparable for both the low-fidelity
and mid-fidelity models. Furthermore, we will show that the mid-fidelity model presents features in the evolution of the dynamics
that are not captured by the low-fidelity model.

The paper is organised as follows. In Section 2, we revise the definition of the modified Sadov variables. In Section 4 we describe
in details the two atmospheric drag models considered in this work. Sections 4–6 are about the determination of the averaged model,
the transformation from osculating to mean variables and the coupling between the attitude and orbital dynamics. Finally, Sections 7
and 8 describe numerical simulations and analysis used to assess the accuracy of the averaged model and its discrepancy with respect
to the full non-averaged attitude dynamics.

2. Modified Sadov variables

We express the attitude problem in the modified Sadov variables 𝒔 = (𝜁 , 𝐽𝑔 , 𝐽ℎ, 𝜓𝑙 , 𝜓𝑔 , 𝜓ℎ) introduced in [1]. We recall that the
Sadov variables are action–angle variables for the torque-free rotational problem, derived from a canonical transformation of the
Andoyer–Serret variables [see 4,5]. Unlike the latter, not all the Sadov variables have a straightforward physical meaning. Consider
a fixed-axes reference frame 𝑂 𝑋 𝑌 𝑍 and a rotating reference frame 𝑂 𝑥𝑦𝑧 with principal axes of inertia, both centred in the satellite’s
centre of mass. Let (𝐴, 𝐵 , 𝐶) be the principal moments of inertia:

𝐴 = ∫ (𝑦2 + 𝑧2)d𝑚, 𝐵 = ∫ (𝑥2 + 𝑧2)d𝑚, 𝐶 = ∫ (𝑥2 + 𝑦2)d𝑚,

with d𝑚 the mass element. The variable 𝜁 is related to the satellite’s distribution of mass and its rotational kinetic energy 𝑇𝑘:

𝜁 =
𝐶(𝐽𝑑 − 𝐴)
𝐽𝑑 (𝐶 − 𝐴)

where

𝐽𝑑 =
𝐽 2
𝑔

2𝑇𝑘
(1)

is the satellite’s dynamic moment. The Sadov actions 𝐽𝑔 and 𝐽ℎ correspond to the magnitude of the angular momentum 𝑮 and
ts projection on the 𝑍 axis, respectively. The angle 𝜓ℎ is defined between the 𝑋 axis and 𝒆̂𝑖𝐺, i.e. the unit vector identifying the

intersection between the 𝑂 𝑋 𝑌 plane and the plane 𝛾 perpendicular to 𝑮 (see Fig. 1). Setting

𝜅 = 𝐶
𝐴
𝐵 − 𝐴
𝐶 − 𝐵

, 𝜇 =
1 − 𝜁
𝜁

𝜅 , (2)

the remaining angles are defined as

𝜓𝑙 =
𝜋
2
𝐹 (𝜆, 𝜇)
𝐾(𝜇)

,

𝜓𝑔 = 𝑔 +
√

1 + 𝜅
𝜁

(

𝛱(−𝜅 , 𝜆, 𝑚) − 𝛱(−𝜅 , 𝜇)
𝐾(𝜇)

𝐹 (𝜆, 𝜇)
)

,

where 𝐹 (𝜆, 𝜇) is the incomplete integral of first kind with parameter 𝜇, 𝛱(−𝜅 , 𝜆, 𝜇) is the incomplete integral of third kind with
characteristic −𝜅 and parameter 𝜇, and

𝐾(𝜇) = 𝐹 (𝜋∕2, 𝜇), 𝛱(−𝜅 , 𝜇) = 𝛱(−𝜅 , 𝜋∕2, 𝜇),
[see 26]. In the above equations, 𝑔 is the angle between 𝒆̂𝑖𝐺 and 𝒆̂𝑏𝐺, identifying the intersection between the planes 𝛾 and 𝑂 𝑥𝑦 (see
Fig. 1). Instead, 𝜆 is related to the angle 𝑙 defined between 𝒆̂𝑏𝐺 and the 𝑥 axis (see Fig. 1):

sin 𝜆 = − cos 𝑙
√

1 + 𝜅 sin2 𝑙
, cos 𝜆 =

√

1 + 𝜅 sin 𝑙
√

1 + 𝜅 sin2 𝑙
.

If we replace 𝜁 with the action 𝐽𝑙 conjugated to the angle 𝜓𝑙, defined as

𝐽𝑙 =
2𝐽𝑔
𝜋

√

1 + 𝜅
𝜁

(𝛱(−𝜅 , 𝜇) − (1 − 𝜁 )𝐾(𝜇)) ,
2 
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we obtain the original set of Sadov variables [see 5].
The choice of the rotating reference frame is not arbitrary. It should be defined so that 𝜅 > 0 and 𝜇 ∈ [0, 1]. Thus, if the satellite

is rotating in a short axis mode (SAM), the rotating frame has to be selected so that 𝐴 < 𝐵 < 𝐶; on the contrary, if the satellite is in
a long axis mode (LAM), 𝑂 𝑥𝑦𝑧 must be such that 𝐴 > 𝐵 > 𝐶. Once selected the suitable reference frame, the rotation matrix from
𝑂 𝑋 𝑌 𝑍 to 𝑂 𝑥𝑦𝑧 is

𝐑i2b = 𝐑𝑏𝐑𝛿𝐑ℎ, (3)

with

𝐑ℎ =
⎡

⎢

⎢

⎣

cos𝜓ℎ sin𝜓ℎ 0
− sin𝜓ℎ cos𝜓ℎ 0

0 0 1

⎤

⎥

⎥

⎦

, 𝐑𝛿 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0

0 𝐽ℎ
𝐽𝑔

√

1 − 𝐽2ℎ
𝐽2𝑔

0 −
√

1 − 𝐽2ℎ
𝐽2𝑔

𝐽ℎ
𝐽𝑔

⎤

⎥

⎥

⎥

⎥

⎥

⎦

,

and 𝐑𝑏 a matrix of elements 𝑏𝑖𝑗 , 𝑖 = 1..3, 𝑗 = 1..3, equal to
𝑏11 = −(

√

𝜁 sin
(

𝜓𝑔 + 𝛿 𝑔
)

cn(𝑢, 𝜇)dn(𝑢, 𝜇) +
√

1 + 𝜅 cos (𝜓𝑔 + 𝛿 𝑔
)

sn(𝑢, 𝜇))𝑑 𝑛𝑘−
1
2 , (4)

𝑏12 = −(
√

1 + 𝜅 sin (𝜓𝑔 + 𝛿 𝑔
)

sn(𝑢, 𝜇) −
√

𝜁 cos
(

𝜓𝑔 + 𝛿 𝑔
)

dn(𝑢, 𝜇)cn(𝑢, 𝜇))𝑑 𝑛𝑘− 1
2 , (5)

𝑏13 =
√

1 − 𝜁 cn(𝑢, 𝜇), (6)

𝑏21 = −(cos (𝜓𝑔 + 𝛿 𝑔
)

cn(𝑢, 𝜇) −
√

1 + 𝜅
√

𝜁 sin
(

𝜓𝑔 + 𝛿 𝑔
)

sn(𝑢, 𝜇) dn(𝑢, 𝜇))𝑑 𝑛𝑘−
1
2 , (7)

𝑏22 = −(
√

1 + 𝜅
√

𝜁 cos
(

𝜓𝑔 + 𝛿 𝑔
)

sn(𝑢, 𝜇) dn(𝑢, 𝜇) + sin (𝜓𝑔 + 𝛿 𝑔
)

cn(𝑢, 𝜇))𝑑 𝑛𝑘−
1
2 , (8)

𝑏23 = −
√

1 − 𝜁
√

1 + 𝜅 sn(𝑢, 𝜇), (9)

𝑏31 =
√

1 − 𝜁 sin (𝜓𝑔 + 𝛿 𝑔
)

𝑑 𝑛𝑘
1
2 , (10)

𝑏32 = −
√

1 − 𝜁 cos
(

𝜓𝑔 + 𝛿 𝑔
)

𝑑 𝑛𝑘
1
2 , (11)

𝑏33 =
√

𝜁 dn(𝑢, 𝜇), (12)

[see 1]. In the above equations, cn(𝑢, 𝜇) is the Jacobi elliptic cosine, sn(𝑢, 𝜇) is the Jacobi elliptic sine, dn(𝑢, 𝜇) is the Jacobi elliptic
elta amplitude [see 27], and

𝛿 𝑔 = −
√

1 + 𝜅
𝜁

(

𝛱(−𝜅 , 𝜆, 𝜇) − 𝑢𝛱(−𝜅 , 𝜇)
𝐾(𝜇)

)

, 𝑑 𝑛𝑘 = 1 + 𝜅sn2(𝑢, 𝜇), 𝑢 =
2𝐾(𝜇)𝜓𝑙

𝜋
.

When the satellite’s rotation is affected by an external torque 𝑴 the attitude equations of motion are
d𝒔
d𝑡

= 𝐀∇𝒔𝛷 + 𝐁𝑴 , (13)

where 𝛷 is the torque-free Hamiltonian [see 5], namely

𝛷 =
𝐽 2
𝑔

2𝐴𝐶
(𝐴𝜁 + 𝐶(1 − 𝜁 )) , (14)

∇𝒔 is the gradient operator, and [see 1]

𝐀 =
[

0 𝐈̃
−𝐈̃T 0

]

, 𝐈̃ =
⎡

⎢

⎢

⎢

⎣

− 𝜋
𝐽𝑔𝐾(𝜇)

√

𝜁
1+𝜅

2(𝛱(−𝜅 ,𝜇)−(1−𝜁 )𝐾(𝜇))
𝐽𝑔𝐾(𝜇) 0

0 −1 0
0 0 −1

⎤

⎥

⎥

⎥

⎦

, (15)

𝐁 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

− 2𝜁
𝐽𝑔
𝑏13 − 2𝜁 (1−𝜇)

𝐽𝑔 (1+𝜅)
𝑏23

2(1−𝜁 )
𝐽𝑔

𝑏33
𝑏13 𝑏23 𝑏33

𝑏13𝐽ℎ+𝑏12
√

𝐽2𝑔 −𝐽2ℎ
𝐽𝑔

𝑏23𝐽ℎ+𝑏22
√

𝐽2𝑔 −𝐽2ℎ
𝐽𝑔

𝑏33𝐽ℎ+𝑏32
√

𝐽2𝑔 −𝐽2ℎ
𝐽𝑔

− 𝜋 𝑆𝑥
2𝐽𝑔𝐾(𝜇)(1−𝜇) − 𝜋 𝑆𝑦

2𝐽𝑔𝐾(𝜇) − 𝜋 𝑆𝑧
2𝐽𝑔𝐾(𝜇)(1−𝜇)

 𝑆𝑥
1−𝜇 − 𝑏11𝐽ℎ

𝐽𝑔
√

𝐽2𝑔 −𝐽2ℎ
 𝑆𝑦 −

𝑏21𝐽ℎ
𝐽𝑔
√

𝐽2𝑔 −𝐽2ℎ

 𝑆𝑧
1−𝜇 − 𝑏31𝐽ℎ

𝐽𝑔
√

𝐽2𝑔 −𝐽2ℎ
𝑏11

√

𝐽2𝑔 −𝐽2ℎ

𝑏21
√

𝐽2𝑔 −𝐽2ℎ

𝑏31
√

𝐽2𝑔 −𝐽2ℎ

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (16)

with

 =

(

𝛱1(−𝜅 , 𝜇) − (1 − 𝜁 )𝐾(𝑚)
)
√

1 + 𝜅
𝐽𝑔𝐾(𝜇)

√

𝜁
, (17)

𝑆𝑥 =
dn(𝑢, 𝜇)sn(𝑢, 𝜇) − cn(𝑢, 𝜇)zn(𝑢, 𝜇)

√
, (18)
1 − 𝜁

3 
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Fig. 1. Significant rotation angles to describe the orientation of the rotating frame 𝑂 𝑥𝑦𝑧 with respect to the reference frame 𝑂 𝑋 𝑍 𝑌 . In the figure, 𝑮 is the
angular momentum of the satellite.

𝑆𝑦 =
dn(𝑢, 𝜇)cn(𝑢, 𝜇) + sn(𝑢, 𝜇)zn(𝑢, 𝜇)

√

1 + 𝜅√1 − 𝜁
, (19)

𝑆𝑧 =
dn(𝑢, 𝜇)zn(𝑢, 𝜇) − 𝜇cn(𝑢, 𝜇)sn(𝑢, 𝜇)

√

𝜁
, (20)

and zn(𝑢, 𝜇) the Jacobi zeta function [see 28].
We recall that the modified Sadov variables are suitable for studying the rotational dynamics of triaxial objects (i.e. 𝐴 ≠ 𝐵 ≠ 𝐶)

or axisymmetric objects with either 𝐴 = 𝐵 or 𝐵 = 𝐶. In the case of spherical-symmetric bodies with 𝐴 = 𝐵 = 𝐶, one should employ
the Andoyer–Serret variables instead. This last case is not treated in the current work.

In this work, the frame 𝑂 𝑋 𝑌 𝑍 is obtained by translating the axes of an inertial equatorial geocentric reference frame 𝐸 𝑋 𝑌 𝑍 to
the satellite’s centre of mass.

3. Atmospheric drag models

We consider two alternative models for the atmospheric drag, which differ mainly in two aspects:

1. the dimensionless drag coefficient;
2. the existence of a lift component of the force.

We consider a mid-fidelity model based on Sentman’s model [see 25] in which the force has both a drag component and a lift
omponent and the associated dimensionless coefficients depend on the satellite’s attitude and several properties of the atmosphere

besides the density, namely the temperature and the number density of its chemical species. This model necessarily has to rely on
advanced atmospheric models to retrieve these quantities, such as the nrlmsise00 [see 29]. Using simpler exponential atmospheric
models, which do not provide the required data, would make it impossible to compute the lift component of the force and part of
the drag component. In this case, one can employ a simplified low-fidelity model of the aerodynamic force, which neglects the lift
component and assumes a constant dimensional drag coefficient, as done in [17,21,30].

3.1. Low-fidelity model

The atmospheric drag force acting on a surface element d𝑆 of the satellite is
d𝒇 d = −1

2
𝑐𝐷𝜌𝑎𝑉 max

(

𝒏̂𝑠 ⋅
𝑽̃
𝑉
, 0
)

𝑽̃ d𝑆 , (21)

and the corresponding elementary torque is
d𝑴d = 𝝆𝑠 × d𝒇 d, (22)

[see 21], where

– 𝑐𝐷 is a coefficient, typically assumed equal to 2.2 [see 17],
– 𝜌𝑎 is the stream density,
– 𝒏̂𝑠 is outer-pointing unit normal vector of the surface element,
– 𝝆 is the vector from the centre of mass to the surface element,
𝑠

4 
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– 𝑽̃ is the velocity of the surface element relative to the incident stream, and 𝑉 = |𝑽̃ |.

In particular,

𝑽̃ = 𝝎 × 𝝆𝑠 + 𝑽 0, (23)

with 𝝎 the satellite’s angular velocity and

𝑽 0 = 𝐑i2b
(

𝒓̇ − 𝑛⊕𝒆̂𝑍 × 𝒓
)

, (24)

where 𝒓 and 𝒓̇ are the geocentric position vector and the velocity vector of the satellite’s centre of mass, respectively, 𝑛⊕ =
4.178074622291 ⋅ 10−3 deg

s [see 31], and 𝒆̂𝑍 is the unit vector corresponding to the 𝑍 axis. Typically, |𝝎 × 𝝆𝑠| < |𝑽 0|. Thus, we
introduce the approximation

𝑽̃ ∼ 𝑽 0. (25)

Set

𝑉0 = |𝑽 0|, 𝒆̂0 =
𝑽 0
𝑉0
. (26)

It follows

𝒇 d ∼ −1
2
𝑐𝐷𝜌𝑎𝑉

2
0 ∫ max

(

𝒏̂𝑠 ⋅ 𝒆̂0, 0
)

𝒆̂0d𝑆 , (27)

and

𝑴d ∼ −1
2
𝑐𝐷𝜌𝑎𝑉

2
0 ∫ max

(

𝒏̂𝑠 ⋅ 𝒆̂0, 0
)

𝝆𝑠 × 𝒆̂0d𝑆 . (28)

We subdivide the satellite surface into 𝑛𝑓 facets. Each 𝑖th facet has an outer-pointing normal unit vector 𝒏̂𝑖 and surface area 𝑆𝑖.
sing the approximation

max
(

𝒏̂𝑖 ⋅ 𝒆̂0, 0
)

∼ 𝑑𝑖 =
1
3𝜋

+ 1
2
(𝒏̂𝑖 ⋅ 𝒆̂0) + 4

3𝜋
(𝒏̂𝑖 ⋅ 𝒆̂0)2, (29)

it results

𝒇 d = −1
2
𝑐𝐷𝜌𝑎𝑉

2
0

𝑛𝑓
∑

𝑖
𝑆𝑖𝑑𝑖 𝒆̂0, (30)

and

𝑴d = −1
2
𝑐𝐷𝜌𝑎𝑉

2
0

𝑛𝑓
∑

𝑖
𝑆𝑖𝑑𝑖 𝝆𝑖 × 𝒆̂0, (31)

with 𝝆𝑖 the vector from the centre of mass to the centroid of the 𝑖th facet. This model does not account for the facets’ self-shadowing
effects. Different atmospheric models can be used for the stream density. We use the exponential atmospheric model described by
Table 7.4 in [31].

3.2. Mid-fidelity model

As in the low-fidelity model, the satellite’s external surface is subdivided into 𝑛𝑓 facets and the atmospheric drag force is
computed as the sum of the forces acting on each facet, i.e.

𝒇 d =
𝑛𝑓
∑

𝑖
𝒇 d,𝑖, (32)

𝒇 d,𝑖 = −1
2
𝜌𝑎𝑉

2
0 𝑆𝑖

(

𝑐𝐷 ,𝑖𝒆̂0 + 𝑐𝐿,𝑖𝒆̂0 × (𝒏̂𝑖 × 𝒆̂0)
)

, (33)

with 𝑐𝐷 ,𝑖 and 𝑐𝐿,𝑖 the 𝑖th drag and lift coefficients, respectively [see 22]. In Sentman’s model [see 24], assuming a unitary
accommodation coefficient, 𝑐𝐷 ,𝑖 and 𝑐𝐿,𝑖 are equal to:

𝑐𝐷 ,𝑖 = max(𝒆̂0 ⋅ 𝒏̂𝑖, 0) + 𝑐𝑑 ,𝑖 + (𝒆̂0 ⋅ 𝒏̂𝑖)𝑐𝐿,𝑖, (34)

𝑐𝐿,𝑖 = 𝑐𝑙 ,𝑖 +
√

𝜋
2𝒮0

√

𝑇𝑊
𝑇0

(max(𝒆̂0 ⋅ 𝒏̂𝑖, 0) + 𝑐𝑑 ,𝑖), (35)

with

𝑐𝑑 ,𝑖 =
exp

(

−𝒮 2
𝑖
)

√

𝜋𝒮0
max

(

𝒆̂0 ⋅ 𝒏̂𝑖
|𝒆̂0 ⋅ 𝒏̂𝑖|

, 0
)

+ max(𝒆̂0 ⋅ 𝒏̂𝑖, 0)er f (𝒮𝑖), (36)

𝑐𝑙 ,𝑖 =
1 + er f (𝒮𝑖)

2
max

(

𝒆̂0 ⋅ 𝒏̂𝑖 , 0
)

, (37)

2𝒮0

|𝒆̂0 ⋅ 𝒏̂𝑖|
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and

𝒮𝑖 = 𝒮0(𝒆̂0 ⋅ 𝒏̂𝑖), (38)

where er f is the error function [see 27], 𝑇𝑊 is the wall temperature, 𝑇0 is the atmospheric temperature, and 𝒮0 is the molecular
speed ratio. In particular, given the atmospheric molar mass , i.e.

 =
∑

𝑗 𝑛𝑗𝑗
∑

𝑗 𝑛𝑗
, (39)

with 𝑗 and 𝑛𝑗 the molar mass and the number density of the 𝑗th air component, the molecular speed ratio is
𝒮0 =

𝑉0
√

2𝖱𝑇0


, (40)

where 𝖱 = 8.314472 J
molK is the ideal gas constant. The wall temperature can be considered constant, to a first approximation, with

a value ∼300 K [32,33]. Instead, the atmospheric temperature and 𝒮0 change depending on the epoch, the longitude, the latitude,
nd, mainly, the altitude of the satellite. Typically, 𝑇0 increases with the altitude while 𝒮0 decreases.

The total drag torque is

𝑴d =
𝑛𝑓
∑

𝑖
𝝆𝑖 × 𝒇 d,𝑖. (41)

Note that, when 𝒆̂0 ⋅ 𝒏̂𝑖 = 0, the coefficients 𝑐𝑑 ,𝑖 and 𝑐𝑙 ,𝑖 have jump discontinuities, causing jump discontinuities also in the resultant
orque. Discontinuities of this kind are undesirable not only because they make the determination of a suitable averaged attitude
odel more complex, but also because they affect the numerical integration of the (non-averaged) equations of motion. To avoid

his non-continuous situation, similarly to [23], 𝑐𝑑 ,𝑖 and 𝑐𝑙 ,𝑖 are replaced by their fourth-order Chebyshev expansion:

𝑐𝑑 ,𝑖 ∼ 𝑐𝑑 ,𝑖 = 𝚊0 + 𝚊1(𝒆̂0 ⋅ 𝒏̂𝑖) + 𝚊2(𝒆̂0 ⋅ 𝒏̂𝑖)2 + 𝚊3(𝒆̂0 ⋅ 𝒏̂𝑖)3 + 𝚊4(𝒆̂0 ⋅ 𝒏̂𝑖)4,

𝑐𝑙 ,𝑖 ∼ 𝑐𝑙 ,𝑖 = 𝚋0 + 𝚋1(𝒆̂0 ⋅ 𝒏̂𝑖) + 𝚋2(𝒆̂0 ⋅ 𝒏̂𝑖)2 + 𝚋3(𝒆̂0 ⋅ 𝒏̂𝑖)3 + 𝚋4(𝒆̂0 ⋅ 𝒏̂𝑖)4,

with

𝚊0 = −
exp

(

−
𝒮 2
0
2

)

10
√

𝜋𝒮 3
0

(

(𝒮 4
0 + 6𝒮 2

0 − 8)𝒥1

(

𝒮 2
0
2

)

+ 𝒮 2
0 (𝒮

2
0 + 7)𝒥0

(

𝒮 2
0
2

))

,

𝚊1 =
80

3𝜋3∕2𝒮 4
0

(

𝒮 5
0 pFq

(

1∕2, 2
3∕2, 5∕2

,−𝒮 2
0

)

−
24𝒮 5

0
25

pFq
(

1∕2, 3
3∕2, 7∕2

,−𝒮 2
0

)

+
3
√

𝜋(𝒮 2
0 + 3)𝗂 er f (𝗂𝒮0) exp(−𝒮 2

0 )
40

+
9𝒮0
20

)

,

𝚊2 =
2 exp

(

−
𝒮 2
0
2

)

5
√

𝜋𝒮 3
0

(

(3𝒮 4
0 − 4𝒮 2

0 )𝒥0

(

𝒮 2
0
2

)

(3𝒮 4
0 − 7𝒮 2

0 + 16)𝒥1

(

𝒮 2
0
2

))

,

𝚊3 = − 24
𝜋3∕2𝒮 4

0

(

𝒮 5
0 pFq

(

1∕2, 2
3∕2, 5∕2

,−𝒮 2
0

)

−
16𝒮 5

0
15

pFq
(

1∕2, 3
3∕2, 7∕2

,−𝒮 2
0

)

+

√

𝜋(𝒮 2
0 + 2) 𝗂 er f (𝗂𝒮0) exp(−𝒮 2

0 )
8

+
𝒮0
2

)

,

𝚊4 = −
8 exp

(

−
𝒮 2
0
2

)

15
√

𝜋𝒮 3
0

(

𝒮 2
0 (𝒮

2
0 − 3)𝒥0

(

𝒮 2
0
2

)

+ (𝒮 4
0 − 4𝒮 2

0 + 12)𝒥1

(

𝒮 2
0
2

))

,

𝚋0 =
1

4𝒮 2
0

− 40
3𝜋3∕2𝒮0

pFq
(

1∕2, 2
3∕2, 5∕2

,−𝒮 2
0

)

+ 128
15𝜋3∕2𝒮0

pFq
(

1∕2, 3
3∕2, 7∕2

,−𝒮 2
0

)

+ 5
𝜋3∕2𝒮0

pFq
(

1∕2, 1
3∕2, 3∕2

,−𝒮 2
0

)

,

𝚋1 =
exp

(

−
𝒮 2
0
2

)

√

𝜋𝒮 3
0

(

𝒮 2
0 𝒥0

(

𝒮 2
0
2

)

+ (𝒮 2
0 − 2)𝒥1

(

𝒮 2
0
2

))

+ 2
𝜋𝒮 2

0

,

𝚋2 =
4

3∕2

(

68 pFq
(

1∕2, 2 ,−𝒮 2
0

)

− 256 pFq
(

1∕2, 3 ,−𝒮 2
0

)

𝜋 𝒮0 3 3∕2, 5∕2 15 3∕2, 7∕2

6 



I. Cavallari et al.

a
c

Communications in Nonlinear Science and Numerical Simulation 142 (2025) 108550 
− 5 pFq
(

1∕2, 1
3∕2, 3∕2

,−𝒮 2
0

)

)

,

𝚋3 = −
exp

(

−
𝒮 2
0
2

)

2
√

𝜋𝒮 3
0

(

𝒮 2
0 𝒥0

(

𝒮 2
0
2

)

+ (𝒮 2
0 − 4)𝒥1

(

𝒮 2
0
2

))

− 1
𝜋𝒮 2

0

,

𝚋4 = − 16
𝜋3∕2𝒮0

(

16
3

pFq
(

1∕2, 2
3∕2, 5∕2

,−𝒮 2
0

)

− 64
15

pFq
(

1∕2, 3
3∕2, 7∕2

,−𝒮 2
0

)

− pFq
(

1∕2, 1
3∕2, 3∕2

,−𝒮 2
0

)

)

,

where 𝗂 is the imaginary unit, 𝒥𝗄(𝗑) are the modified Bessel functions of first kind [see27, Chapter 10], and pFq
(

𝖺1, ⋯ , 𝖺𝑁
𝖻1, ⋯ , 𝖻𝑁

, 𝗑
)

is the generalised hypergeometrix function [see27, Chapter 16]. We also introduce the same approximation in Eq. (29). Thus,

𝒇 d ∼
𝑛𝑓
∑

𝑖
𝒇̃ d,𝑖, (42)

and

𝑴d ∼
𝑛𝑓
∑

𝑖
𝝆𝑖 × 𝒇̃ d,𝑖. (43)

where

𝒇̃ d,𝑖 = −1
2
𝜌𝑎𝑉

2
0 𝑆𝑖

(

(

𝑑𝑖 + 𝑐𝑑 ,𝑖
)

𝒆̂0 +

(

𝑐𝑙 ,𝑖 +
√

𝜋
2𝒮0

√

𝑇𝑊
𝑇0

(𝑑𝑖 + 𝑐𝑑 ,𝑖)
)

𝒏̂𝑖

)

. (44)

This model does not account for the facets’ self-shadowing effects. The nrlmsise00 atmospheric model is used to compute the
atmospheric density, the atmospheric temperature and the number densities of the air components, namely helium (He), atomic
oxygen (O), molecular oxygen (O2), atomic nitrogen (N), molecular nitrogen (N2), argon (Ar) and atomic hydrogen (H).

4. Averaged model

The averaged model is determined following the same logic and the same steps described in detail in [1].
If the artificial satellite were not affected by any perturbation the only non-constant attitude variables are the angles 𝜓𝑙 and 𝜓𝑔

and the only non-constant orbital element is the orbital mean anomaly 𝑀 . Under the hypothesis that the effects of external torques
re just perturbations of the free-torque problem, all the other attitude variables in 𝒔 are expected to have a slower evolution in
omparison to 𝜓𝑙, 𝜓𝑔 and 𝑀 , which, thus, are considered as the fast variables of the problem [see 5,34]. Under the hypothesis that

the fast angles of the problem are not resonant and assuming that the satellite is fast-rotating along a Keplerian orbit, we perform
a transformation from the osculating 𝒔 to mean variables 𝒔̄ such that the vector field

d𝒔(𝑡)
d𝑡

= 𝐀∇𝒔𝛷 + 𝐁𝑴d (45)

is transformed into
d𝒔̄(𝑡)
d𝑡

= 𝐀∇𝒔𝛷 + 1
8𝜋3 ∫

2𝜋

0 ∫

2𝜋

0 ∫

2𝜋

0
𝐁𝑴dd𝜓𝑔d𝜓𝑙d𝑀 +𝑹, (46)

where the remainder 𝑹 is supposed to have a small magnitude, and thus, can be neglected:
d𝒔̄(𝑡)
d𝑡

∼ 𝐀∇𝒔𝛷 + 1
8𝜋3 ∫

2𝜋

0 ∫

2𝜋

0 ∫

2𝜋

0
𝐁𝑴dd𝜓𝑔d𝜓𝑙d𝑀 . (47)

Computing the integral in (47) allows us to derive the first-order averaged model. Several techniques may be used to estimate the
transformation from osculating to mean variables 𝒔 → 𝒔̄. For example, one could exploit a numerical method similarly as in [35].

In line with our previous work [1], the transformation is here estimated using the Lie series approach, which will be discussed
in the next section.

Here, we describe the semi-analytical procedure used to compute the integral in (47).
Not to oversimplify the atmospheric drag model, we decide to compute the average over (𝜓𝑙 , 𝜓𝑔) analytically and the average

over 𝑀 numerically. To describe the orbital dynamics of the satellite, the equinoctial elements 𝒐 = (𝑎, 𝑃1, 𝑃2, 𝑄1, 𝑄2, 𝛬) are used,
where 𝑎 is the semi-major axis,

𝑃1 = 𝑒 sin (𝜔 +𝛺) ,

𝑃2 = 𝑒 cos (𝜔 +𝛺) ,

𝑄1 = t an
( 𝐼
2

)

sin𝛺 ,
( 𝐼 )
𝑄2 = t an
2

cos𝛺 ,

7 
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with 𝑒, 𝐼 , 𝜔, and 𝛺 the orbital eccentricity, inclination, argument of the perigee, and longitude of the node, respectively, and 𝛬 is
he true longitude [see 36]. Let us remark that the dynamics depends on 𝑀 through 𝛬.

Each component of the atmospheric drag torque due to the interaction with the 𝑖th facet can be expressed as

𝑀d𝑖,𝓁 = 𝛿𝑐𝐷
∑

𝑝,𝑞 ,𝑤
𝑝(𝐽ℎ, 𝜓ℎ;𝑆𝑖, 𝒏̂𝑖,𝝆𝑖)𝑞(𝒐)𝑤, (48)

where 𝑤 is some combination of the elements 𝑏𝑗 𝑘 in (4)–(12), and either 𝛿 𝑐𝐷 = 𝑐𝐷 if 𝑴d is given by (31) or 𝛿𝑐𝐷 = 1 if 𝑴d is given
by (43). Since 𝐁 does not depend on the orbital elements, the 𝑞 terms are the only terms in the vector field 𝐁𝑴d depending on
he orbital mean anomaly through the true longitude. Thus, it is possible to isolate them and numerically compute their average
ver 𝑀 , i.e.

1
2𝜋 ∫

2𝜋

0

(

1 − 𝑃 2
1 − 𝑃 2

2
)
3
2 𝑞(𝒐)

(

1 + 𝑃1 sin𝛬 + 𝑃2 cos𝛬
)2

d𝛬, (49)

using for example the trapezoidal rule or the Gaussian quadrature rule. Instead, the dependence on (𝜓𝑙 , 𝜓𝑔) occurs through the 𝑤
terms for the torques, and the 𝑏𝑗 𝑘 elements, 𝑆𝑥, 𝑆𝑦 and 𝑆𝑧 for the matrix 𝐁. Thus, it is necessary to compute

1
4𝜋2 ∫

2𝜋

0 ∫

2𝜋

0
𝑤𝑏𝑗 𝑘d𝜓𝑔d𝜓𝑙 (50)

and
1

4𝜋2 ∫

2𝜋

0 ∫

2𝜋

0
𝑤𝑆𝜉d𝜓𝑔d𝜓𝑙 , 𝜉 = 𝑥, 𝑦, 𝑧. (51)

This can be easily done analytically with the support of a symbolic manipulator such as MAPLE, performing first the integration
ver 𝜓𝑔 and then the integration over 𝜓𝑙, as described in [1].

Let us remark that the resulting averaged model is suitable only in the hypothesis that the effects of atmospheric drag are
erturbations of the torque-free problem. Thus, if the satellite is not a fast rotator or it is at very low altitudes, where the impact
f the atmospheric drag is significant [see 21], the averaged model may be inaccurate. We suggest the application of our averaged

solution to fast-rotating satellites at altitudes above 800 k m. Another limit is related to the rotational state vector of the satellite.
We recall that the condition 𝐽𝑑 = 𝐵 (see Eq. (1)) identifies the separatrix between the SAMs and the LAMs in the torque-free
roblem [see 13]. When this problem is perturbed the region of the phase space surrounding the separatrix becomes chaotic. When
he rotational state falls inside the chaotic region of the phase space or is very close to it, the averaged model becomes unsuitable

[see 37]. For triaxial satellites, conditions 𝐽𝑑 = 𝐵 correspond to 𝜇 = 1, thus this quantity can be used to check the proximity to the
chaotic region [see 1].

The averaged equations of motion and transformations are available open source at this link:
https://github.com/strath-ace/smart-astro/tree/opensource_release/JULIA.
Once the transformation from osculating to mean variables is performed, it is possible to integrate the averaged equations of

motion by using the mean variables as initial conditions.

5. Osculating to mean variables transformation

The transformation from osculating to mean variables is determined using the Lie series approach. We recall that a Lie
ransformation is a transformation between two sets of variables 𝒔(0) and 𝒔(1) given by

𝒔(0) =
∞
∑

𝑖=0

1
𝑖!
ℒ 𝑖

𝑾 𝒔(1), (52)

with

ℒ 𝑖
𝑾 (𝒔(1)) = ℒ𝑾

(

ℒ𝑾
(

…
(

ℒ𝑾 𝒔(1)
)))

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑖 times

, (53)

where ℒ𝑾 𝒔(1) is the Lie derivative of 𝒔(1) with respect to the generator 𝑾 [see 20]. A vector field 𝑭 depending on 𝒔(0) is transformed
into

𝑭 ′(𝒔(1)) =
∞
∑

𝑖=0

1
𝑖!
ℒ̃ 𝑖

𝑾 𝑭 (𝒔(0)) |
|𝒔(0)=𝒔(1) , (54)

with

ℒ̃ 𝑖
𝑾 𝑭 (𝒔(0)) = ℒ̃𝑾

(

ℒ̃𝑾
(

…
(

ℒ̃𝑾 𝑭
(

𝒔(0)
))))

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑖 times

, (55)

where

ℒ̃ ⋅ = 𝜕⋅ 𝑾 − 𝜕𝑾
⋅ (56)
𝑾 𝜕𝒔(0) 𝜕𝒔(0)
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is the Lie operator [see 38]. In the following, we drop the subscripts used to distinguish the variables before and after the Lie
ransformation to simplify the notation. Before applying the Lie series approach, the set of variables 𝒔 is extended to

𝒔̃ =
(

𝜁 , 𝐽𝑔 , 𝐽ℎ, 𝜓𝑙 , 𝜓𝑔 , 𝜓ℎ, 𝐽𝑀 , 𝑀
)

, (57)

with 𝐽𝑀 a dummy action conjugated to the mean anomaly 𝑀 , so that the system of equations of motion becomes autonomous.
urthermore, we also introduce the book-keeping parameter 𝜀 [see 39], which is a formal parameter whose numerical value is equal
o one and whose powers are used to keep track of the different relative sizes of the terms characterising the vector field. In the
ypothesis of a fast-rotating satellite:

d𝒔̃
d𝑡

= 𝐀̃∇𝒔̃𝛷 + 𝜀𝐀̃∇𝒔̃
(

𝑛𝐽𝑀
)

+ 𝜀2𝐁̃𝑴d, (58)

with 𝑛 the orbital mean motion and

𝐀̃ =
[

𝐀 0
0 𝐉

]

, 𝐁̃ =
[

𝐁 0
0 0

]

, 𝐉 =
[

0 −1
1 0

]

. (59)

Three successive Lie transformations can be performed:

1. The first transformation has generator 𝑾 1, fulfilling

ℒ̃𝑾 1
𝐀̃∇𝒔̃𝛷 + 𝜀2𝐁̃𝑴d = 𝜀2𝒁2, 𝒁2 =

1
4𝜋2 ∫

2𝜋

0 ∫

2𝜋

0
𝐁̃𝑴dd𝜓𝑔d𝜓𝑙 , (60)

and
1
2𝜋 ∫

2𝜋

0 ∫

2𝜋

0
𝑾 1d𝜓𝑔d𝜓𝑙 = 𝟎, (61)

and transforms the vector field into
d𝒔̃
d𝑡

(1)
= 𝐀̃∇𝒔̃𝛷 + 𝜀𝐀̃∇𝒔̃

(

𝑛𝐽𝑀
)

+ 𝜀2𝒁2 + (𝜀3). (62)

2. Let 𝑍2,𝑖, 𝑖 = 1..8, be the components of 𝒁2, and let 𝑍̄2,𝑖 be their average over 𝑀 . The second transformation has generator

𝑾 2 =
2𝜀2

𝑛2𝜓𝑔

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑛𝜓𝑔𝛥𝑍2,1 ar ct an
(

t an 𝜓𝑔
2

)

,

𝑛𝜓𝑔𝛥𝑍2,2 ar ct an
(

t an 𝜓𝑔
2

)

0
(

𝜕 𝑛𝜓𝑙
𝜕 𝜁 𝛥𝑍2,1 +

𝜕 𝑛𝜓𝑙
𝜕 𝐽𝑔 𝛥𝑍2,2

)

(

ar ct an2
(

t an 𝜓𝑔
2

)

− 𝜋2

12

)

(

𝜕 𝑛𝜓𝑔
𝜕 𝜁 𝛥𝑍2,1 +

𝜕 𝑛𝜓𝑔
𝜕 𝐽𝑔 𝛥𝑍2,2

)

(

ar ct an2
(

t an 𝜓𝑔
2

)

− 𝜋2

12

)

0
0
0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(63)

with 𝛥𝑍2,1 = 𝑍2,1 − 𝑍̄2,1 and 𝛥𝑍2,2 = 𝑍2,2 − 𝑍̄2,2, and where

𝑛𝜓𝑙 = −𝜋
√

𝜁
1 + 𝜅

𝐽𝑔
2𝐴𝐶

𝐶 − 𝐴
𝐾(𝜇)

(64)

and

𝑛𝜓𝑔 =
(

𝛱(−𝜅 , 𝜇) + 𝐴
𝐶 − 𝐴

𝐾(𝜇)
) 𝐽𝑔(𝐶 − 𝐴)
𝐴 𝐶 𝐾(𝜇)

(65)

are the angular speeds of 𝜓𝑙 and 𝜓𝑔 , respectively, in the torque-free problem. Note that average of 𝑾 2 with respect to (𝜓𝑙 , 𝜓𝑔)
is null. The transformed vector field is

d𝒔̃
d𝑡

(2)
= 𝐀̃∇𝒔̃𝛷 + 𝜀𝐀̃∇𝒔̃

(

𝑛𝐽𝑀
)

+ 𝜀2𝒁̃2 + (𝜀3), (66)

where 𝒁̃2 =
(

𝑍̄2,1, 𝑍̄2,2, 𝑍2,3, 𝑍2,4, 𝑍2,5, 𝑍2,6, 𝑍2,7, 𝑍2,8
)T.

3. The last transformation has generator 𝑾 3, fulfilling

ℒ̃𝑾 3
𝐀̃∇𝒔̃(𝑛𝐽𝑀 ) + 𝜀2𝒁̃2 = 𝜀2𝒁̄2, (67)

and
1
2𝜋 ∫

2𝜋

0
𝑾 3d𝑀 = 𝟎, (68)

where 𝒁̄2 is a vector of components 𝑍̄2,𝑖, 𝑖 = 1..8. The vector field is transformed into
d𝒔̃
d𝑡

(3)
= 𝐀̃∇𝒔̃𝛷 + 𝜀2𝒁̄2 + (𝜀3). (69)
9 
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Applying (52), and combining the transformations, we obtain that the mean variables can be computed as

̄̃𝒔 = 𝒔̃ −𝑾 1(𝒔̃) −𝑾 2
(

𝒔̃ −𝑾 1(𝒔̃)
)

−𝑾 3
(

𝒔̃ −𝑾 1(𝒔̃) −𝑾 2
(

𝒔̃ −𝑾 1(𝒔̃)
))

. (70)

5.1. Computation of the generator 𝑾 1

When the parameter 𝜅 differs from zero, the dependence of 𝐁̃𝑴d on 𝜓𝑙 and 𝜓𝑔 occurs through Jacobi elliptic functions. Thus,
solving (60) analytically is extremely complex. To obtain an approximated analytical solution, it is possible to perform Fourier
xpansions of the Jacobi elliptic functions to deal with trigonometric functions. In this way, the analytical solution of (60) becomes

straightforward and it also fulfils condition (61). Such an approach is not necessary when 𝜅 = 0, as the Jacobi elliptic functions
ecome trigonometric functions so that no expansion is required. The expansion in the Fourier series can be computed following [3].

This analytical approximation is employed for the low-fidelity atmospheric drag model in (31). Instead, if the mid-fidelity model
n (43) is used, only part of 𝑾 1 is analytically estimated following the described approach. In this case, the drag torque model is

based on a fourth-order Chebyshev expansion of the drag coefficients (see Section 3.2). The additional Fourier expansions would
make the terms to handle too numerous. Thus, we split the problem. We express the aerodynamic torque as the sum of two vectors:

𝑴d = 𝑴d0−2 +𝑴d3−4; (71)

one vector, 𝑴d0−2, contains only the terms up to the second order of the Chebyshev expansion; the other vector, 𝑴d3−4, contains
the remaining terms. Then, we apply the previously described approach to analytically solve (60) considering 𝑴d0−2 in place of
𝑴d. Finally, we numerically estimate an approximation of the generator 𝑾̃ 1 fulfilling

ℒ̃𝑾̃ 1
𝐀̃∇𝒔̃𝛷 + 𝜀2𝐁̃𝑴d3−4 =

𝜀2

4𝜋2 ∫

2𝜋

0 ∫

2𝜋

0
𝐁̃𝑴d3−4d𝜓𝑔d𝜓𝑙 , (72)

and
1

4𝜋2 ∫

2𝜋

0 ∫

2𝜋

0
𝑾̃ 1d𝜓𝑙d𝜓𝑔 = 𝟎, (73)

and we add it to 𝑾 1. To understand how the approximation of 𝑾̃ 1 is computed, consider the 𝑖th equation of system (72):

𝑛𝜓𝑙
d𝑊̃1𝑖
d𝜓𝑙

+ 𝑛𝜓𝑔
d𝑊̃1𝑖
d𝜓𝑔

= 𝓂̂𝑖, 𝓂̂𝑖 = 𝓂𝑖 − 𝓂̄𝑖 (74)

where 𝑛𝜓𝑙 and 𝑛𝜓𝑔 are defined in (65) and (64), respectively, 𝓂𝑖 is the 𝑖th component of 𝐁̃𝑴d3−4, 𝓂̄𝑖 is its average over (𝜓𝑙 , 𝜓𝑔)
and 𝑊̃1𝑖 is the corresponding component of 𝑾̃ 1, which has also to fulfil

∫

2𝜋

0 ∫

2𝜋

0
𝑊̃1𝑖d𝜓𝑔d𝜓𝑙 = 0. (75)

To solve (74) it is possible to employ the method of characteristics. A normal vector to the 2-dimensional surface 𝑊̃1𝑖 (𝜓𝑙 , 𝜓𝑔) is

1
4𝜋2

(

d𝑊̃1𝑖
d𝜓𝑙

,
d𝑊̃1𝑖
d𝜓𝑔

,−1

)

. (76)

Thus, (74) implies that the vector field (𝑛𝜓𝑙 , 𝑛𝜓𝑔 , 𝓂̂𝑖) is tangent to 𝑊̃1𝑖 (𝜓𝑙 , 𝜓𝑔) at every point. The graph of the solution is the union
of integral curves of this vector field. These curves, called characteristics curves, are solutions of the system

⎧

⎪

⎨

⎪

⎩

d𝜓𝑙
d𝗍 = 𝑛𝜓𝑙 ,
d𝜓𝑔
d𝗍 = 𝑛𝜓𝑔 ,
d𝑊̃1𝑖
d𝗍 = 𝓂̂𝑖(𝜓𝑙 , 𝜓𝑔).

(77)

From the first two equations of system (77), we obtain that

𝜓𝑔 = 𝜓̃ +
𝑛𝜓𝑔
𝑛𝜓𝑙

𝜓𝑙 , (78)

where 𝜓̃ is the constant of integration, and from the first and last equations, after substituting 𝜓𝑔 , we get

d𝑊̃1𝑖 =
𝓂̂𝑖(𝜓𝑙 , 𝜓̃)

𝑛𝜓𝑙
d𝜓𝑙 . (79)

Thus, the solution of (74) fulfilling condition (75) is

𝑊̃1𝑖 (𝜓𝑙 , 𝜓̃) =
1
𝑛𝜓𝑙

⎛

⎜

⎜

⎝

𝐺1(𝜓𝑙 , 𝜓̃) − 1
4𝜋2 ∫

2𝜋

0 ∫

2𝜋−
𝑛𝜓𝑔
𝑛𝜓𝑙

𝜓𝑙

−
𝑛𝜓𝑔
𝑛𝜓𝑙

𝜓𝑙
𝐺1(𝜓𝑙 , 𝜓̃)d𝜓̃d𝜓𝑙

⎞

⎟

⎟

⎠

, (80)

with 𝐺1(𝜓𝑙 , 𝜓̃) the primitive function

𝐺 (𝜓 , 𝜓̃) = 𝓂̂ (𝜓 , 𝜓 )d𝜓 . (81)
1 𝑙 ∫ 𝑖 𝑙 𝑔 𝑙

10 
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The issue in the computation of 𝑊̃1𝑖 (𝜓𝑙 , 𝜓̃) is given by the impossibility of determining 𝐺1(𝜓𝑙 , 𝜓̃) analytically. With some numerical
ethods, we are able to estimate

1(𝜓𝑙 , 𝜓̃) = 𝐺1(𝜓𝑙 , 𝜓̃) − 𝐺1(0, 𝜓̃). (82)

We approximate 𝑊̃1𝑖 (𝜓𝑙 , 𝜓̃) in (80) as

𝑊̃1𝑖 (𝜓𝑙 , 𝜓̃) ∼
̂1(𝜓𝑙 , 𝜓̃)
𝑛𝜓𝑙

− 1
4𝜋2𝑛𝜓𝑙 ∫

2𝜋

0 ∫

2𝜋−
𝑛𝜓𝑔
𝑛𝜓𝑙

𝜓𝑙

−
𝑛𝜓𝑔
𝑛𝜓𝑙

𝜓𝑙
̂1(𝜓𝑙 , 𝜓̃)d𝜓̃d𝜓𝑙 , (83)

with

̂1(𝜓𝑙 , 𝜓̃) = 1(𝜓𝑙 , 𝜓̃) − 1
2𝜋 ∫

2𝜋

0
1(𝜓𝑙 , 𝜓̃)d𝜓𝑙 . (84)

After some algebra, it results that the difference between the approximated 𝑊̃1𝑖 (𝜓𝑙 , 𝜓̃) in (83) and the correct 𝑊̃1𝑖 (𝜓𝑙 , 𝜓̃) in (80) is
the constant term

1
8𝜋3 ∫

2𝜋

0 ∫

2𝜋−
𝑛𝜓𝑔
𝑛𝜓𝑙

𝜓𝑙

−
𝑛𝜓𝑔
𝑛𝜓𝑙

𝜓𝑙
𝐺̂1(𝜓̃)d𝜓̃d𝜓𝑙 , (85)

with

𝐺̂1(𝜓̃) = 1
2𝜋 ∫

2𝜋

0
𝐺1(𝜓𝑙 , 𝜓̃)d𝜓𝑙 . (86)

Thus, the approximated 𝑊̃1𝑖 (𝜓𝑙 , 𝜓̃) is still solution of the first equation in (74), but does not exactly fulfil (75), which implies that
its average over (𝜓𝑙 , 𝜓𝑔) will be slightly different from zero.

Let us remark that we could have used the second technique described to numerically estimate an approximation of the overall
generator 𝑾 1. However, in this procedure, all the required integrals have to be numerically estimated so the method is not
particularly convenient either in terms of computational time or accuracy. For this reason, it is applied only to handle part of
the vector field.

5.2. Computation of the generator 𝑾 3

Since the average over the mean anomaly is computed numerically, also 𝑾 3 has to be numerically determined. Let us call 𝑊3𝑖 ,
𝑍̃2,𝑖 and 𝑍̄2,𝑖, 𝑖 > 2, the 𝑖th components of 𝑾 3, 𝒁̃2 and 𝒁̄2. 𝑊3𝑖 must fulfil

d𝑊3𝑖
d𝛬

= 1
𝑛
𝜂3

𝛷2
(𝑍̃2,𝑖 − 𝑍̄2,𝑖) (87)

1
2𝜋 ∫

2𝜋

0

𝜂3

𝛷2
𝑊3𝑖d𝛬 = 0, (88)

with 𝜂 =
√

1 − 𝑃 2
1 − 𝑃 2

2 and

𝛷 = 1 + 𝑃1 sin𝛬 + 𝑃2 cos𝛬. (89)

The solution is

𝑊3𝑖 =
1
𝑛

(

𝐺3 −
1
2𝜋 ∫

2𝜋

0

𝜂3

𝛷2
𝐺3d𝛬

)

, (90)

with 𝐺3 the primitive

𝐺3 = ∫
𝜂3

𝛷2
(𝑍̃2,𝑖 − 𝑍̄2,𝑖)d𝛬. (91)

Also in this case the issue is the analytical computation of 𝐺3. Numerically, it is possible to estimate

3(𝛬) = 𝐺3(𝛬) − 𝐺3(0). (92)

So, we approximate 𝑊3𝑖 as

𝑊3𝑖 ∼ 3(𝛬) − 1
2𝜋 ∫

2𝜋

0
3(𝛬)d𝛬. (93)

The difference between the correct 𝑊3𝑖 in (90) and the approximated 𝑊3𝑖 in (93) is

1
2𝜋

(

∫

2𝜋

0

𝜂3

𝛷2
𝐺3(𝛬)d𝛬 − ∫

2𝜋

0
𝐺3(𝛬)d𝛬

)

(94)

which is zero only in the case of a circular orbit. Thus, the approximated solution fulfils (87) but does not exactly fulfil (88). Anyway,
it is acceptable for non-highly eccentric orbits.
11 
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Fig. 2. Triaxial satellite.

Table 1
Characteristics of the triaxial satellite in Fig. 2.

Mass 𝑚 = 500 k g
Moments of inertia 𝐴 = 334.042 k g m2,

𝐵 = 2404.958 k g m2

𝐶 = 2678.416 k g m2

Intrinsic magnetic moment 𝑰m = [0.1, 0.1, 0.1]Am2

Total reflectivity bus: 0.6
panels (front): 0.27
panels (back): 0.07

Fraction of the total reflectivity bus: 1
that is specular panels (front): 1

panels (back): 0

6. Coupling attitude and orbital dynamics

To account for the effects of the orbital variations, the semi-analytical propagation of the attitude is coupled with the analytical
integration of the first-order averaged model of the orbital dynamics developed by Zuiani and Vasile [36], Di Carlo et al. [40], Di
Carlo et al. [35]. This latter is partially modified to include a model for the perturbative atmospheric drag acceleration in line with
the torque considered in the attitude averaged equations of motion. We replace their acceleration model [equations 21–24 in 40]
with

𝒂d =
1
𝑚
𝐑i2o𝐑T

i2b𝒇 d, (95)

with 𝒇 d either in (30) or (42), and we compute the average of the Gaussian non-singular planetary equations [see equation 3 in35]
over (𝜓𝑙 , 𝜓𝑔 , 𝑀), using the same approach described in Section 4.

7. Simulations

In this section we present the result of some numerical experiments. We first compare the value of the mean Sadov variables
𝒔̄𝑆 𝐴 = [𝜁𝑆 𝐴, 𝐽𝑔 𝑆 𝐴, 𝐽ℎ𝑆 𝐴, 𝜓̄ℎ𝑆 𝐴]𝑇 , coming from integrating the averaged model, against the averaged evolution of the non-averaged
attitude dynamics, or 𝒔̄𝑂 = [𝜁𝑂 , 𝐽𝑔 𝑂 , 𝐽ℎ𝑂 , 𝜓̄ℎ𝑂]𝑇 . The non-averaged attitude dynamics is expressed and propagated in quaternions and
angular velocity vector [see 41,42] and then converted in 𝒔 variables before computing the numerical average. Once the body-fixed
rotating reference frame 𝑂 𝑥𝑦𝑧 is defined, as discussed in Section 2, together with the satellite’s angular velocity 𝒘 and quaternions,
the transformation to the 𝒔 variables can be performed passing through the Andoyer–Serret variables. Given the angular velocity and
orientation of the satellite, computing the value of the corresponding Andoyer–Serret variables is straightforward as these variables
have a clear physical meaning, see [37,43,44]. Then, the transformation to 𝒔 variables can be obtained by applying the formulas in
either [1, Section 2.2] or [5, Sections 2.1-2.2]. Thus, from the evolution of 𝒘 and the quaternions, one can compute the evolution
of the corresponding 𝒔 variables. Then, the evolution of the mean slow variables can be obtained by performing a double average
of the 𝒔 variables over the time intervals 𝑇a and 𝑇o, defined as:

𝑇a = max

(

2𝜋
𝑛𝜓𝑙

, 2𝜋
𝑛𝜓𝑔

)

, 𝑇o =
2𝜋
𝑛
.

Finally the relative difference between 𝒔̄𝑆 𝐴 and 𝒔̄𝑂 is defined as:

𝛥𝜁 = 100
|

|

|

|

|

𝜁O − 𝜁SA
𝜁O

|

|

|

|

|

, (96)

𝛥𝐽𝑔 = 100
|

|

|

|

𝐽𝑔O − 𝐽𝑔SA
̄

|

|

|

|

, (97)

|

𝐽𝑔O |
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𝛥𝐽ℎ = 100
|

|

|

|

|

𝐽ℎO − 𝐽ℎSA
𝐽ℎO

|

|

|

|

|

, (98)

𝛥𝜓ℎ = |

|

|

𝜓̄ℎO − 𝜓̄ℎSA
|

|

|

, (99)

We also directly compare the averaged and non-averaged dynamics. In practice, it would not be convenient to perform the
ransformation from mean to osculating variables at each time step, either in terms of accuracy or computational time. Thus, we

convert the mean Sadov variables coming from the semi-analytical propagation to the angular velocity 𝒘̂𝑆 𝐴 and then compute:

𝛥𝑤 =
|

|

𝑤̄SA −𝑤O
|

|

𝑤O
,

⎡

⎢

⎢

⎣

𝛥𝑤𝑥
𝛥𝑤𝑦
𝛥𝑤𝑧

⎤

⎥

⎥

⎦

= 1
2
|

|

|

|

𝒘̄SA
𝑤̄SA

−
𝒘O
𝑤O

|

|

|

|

, (100)

where 𝑤 = |𝒘|. The quantity 𝛥𝑤 is the relative difference in the magnitude of the angular velocity, while 𝛥𝑤𝑥, 𝛥𝑤𝑦 and 𝛥𝑤𝑧 are
differences in the direction cosines of the angular velocity vector. 𝛥𝑤𝑥, 𝛥𝑤𝑦 and 𝛥𝑤𝑧 are defined so that their maximum value
is equal to one. We also compute the rotation that would be required to bring the attitude computed through the semi-analytical
propagation to the numerically-computed non-averaged attitude. This rotation angle is defined as:

𝛽 = 2 ar ccos
(
√

Tr + 1
2

)

, (101)

where Tr is the trace of

𝐑SA2O = 𝐑i2b
T
SA𝐑i2bO, (102)

with 𝐑i2b the rotation matrix from 𝑂 𝑋 𝑌 𝑍 to 𝑂 𝑥𝑦𝑧.
In this work, the propagation of both the averaged and non-averaged dynamics is performed using the JULIA’s Feagin14

umerical integrator with 1e−13 absolute and relative tolerances.
We study the attitude motion of the triaxial satellite in Fig. 2, whose characteristics are summarised in Table 1, in two cases. In

both of them, we first assume that the dynamics of the satellites is affected only by atmospheric drag. In the first case, the satellite
is in SAM along an orbit with initial orbital elements

𝑎 = 7200 k m, 𝑒 = 0.01, 𝐼 = 30 deg, 𝜔 = 50 deg, 𝛺 = 120 deg, (103)

and initial 𝒔 variables
𝜁 = 0.9999998116602,

𝐽𝑔 = 280.48 k g m2

s2
,

𝐽ℎ = 263.54 k g m2

s2
,

𝜓𝑙 = 298.62 deg,
𝜓𝑔 = 71.85 deg,
𝜓ℎ = 59.5 deg.

(104)

In the second case, the satellite is along the same initial orbit (103), but with slightly different initial values of the 𝒔 variables, i.e.
𝜁 = 0.9999698989485446,

𝐽𝑔 = 233.78 k g m2

s2
,

𝐽ℎ = 84.02 k g m2

s2
,

𝜓𝑙 = 335.39 deg,
𝜓𝑔 = 314.64 deg,
𝜓ℎ = 149.91 deg.

(105)

In the first test case the initial rotational kinetic energy is 𝑇𝑘 ∼ 10.2044 k g m2

s , and the parameter 𝜇 is equal to ∼1.144 ⋅ 10−5. In the
second test case, the kinetic energy is smaller and the parameter 𝜇 is larger: 𝑇𝑘 ∼ 10.2028 k g m2

s , and 𝜇 ∼ 1.18 ⋅ 10−3. As discussed in
ection 4, the quantity 𝜇 introduced in (2) can be used to estimate the proximity to the chaotic region in phase space, for which

the averaged model is not suitable. Because of the larger value of 𝜇, in the second test case, we expect the initial attitude state
to be closer to the chaotic region of the phase space. Furthermore, as the kinetic energy is smaller, we also expect the perturbing
effect of atmospheric drag to be more significant. In conclusion, we expect larger errors (𝛥𝜁 , 𝛥𝐽𝑔 , 𝛥𝐽ℎ, 𝛥𝜓ℎ) and larger values of the
quantities (𝛥𝑤, 𝛥𝑤𝑥, 𝛥𝑤𝑦, 𝛥𝑤𝑧, 𝛽) for the second test case than for the first test case.

The results in Table 2 confirm what we expected. The table shows, the maximum values of the errors (𝛥𝜁 , 𝛥𝐽𝑔 , 𝛥𝐽ℎ, 𝛥𝜓ℎ) and the
uantities (𝛥𝑤, 𝛥𝑤𝑥, 𝛥𝑤𝑦, 𝛥𝑤𝑧, 𝛽) obtained over a period of 1 year. For both test cases, when either the low-fidelity model or the
id-fidelity model of the atmospheric drag is employed, the outcomes show that the semi-analytical solution well reproduces the

ong-term attitude dynamics.
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Table 2
Maximum values over the time period 𝑇 = 365days of the errors (𝛥𝜁 , 𝛥𝐽𝑔 , 𝛥𝐽ℎ , 𝛥𝜓ℎ) and
the quantities (𝛥𝑤, 𝛥𝑤𝑥 , 𝛥𝑤𝑦 , 𝛥𝑤𝑧 , 𝛽) defined in (96)–(101) for the two test cases described in
Section 7. The dynamics is assumed affected only by the atmospheric drag perturbation.
Test case Atmospheric drag model Outcomes

1 low-fidelity model max𝑇 𝛥𝜁 ∼ 1.75 ⋅ 10−9%
max𝑇 𝛥𝐽𝑔 ∼ 1.2 ⋅ 10−8%
max𝑇 𝛥𝐽ℎ ∼ 2 ⋅ 10−7%
max𝑇 𝛥𝜓ℎ ∼ 8 ⋅ 10−7 deg
max𝑇 𝛥𝑤 ∼ 1.25 ⋅ 10−9

max𝑇 𝛥𝑤𝑥 ∼ 4 ⋅ 10−8

max𝑇 𝛥𝑤𝑦 ∼ 4 ⋅ 10−8

max𝑇 𝛥𝑤𝑧 ∼ 1.5 ⋅ 10−10

max𝑇 𝛽 ∼ 0.001deg

1 mid-fidelity model max𝑇 𝛥𝜁 ∼ 1.75 ⋅ 10−9%
max𝑇 𝛥𝐽𝑔 ∼ 1.6 ⋅ 10−8%
max𝑇 𝛥𝐽ℎ ∼ 3 ⋅ 10−7%
max𝑇 𝛥𝜓ℎ ∼ 1.2 ⋅ 10−6 deg
max𝑇 𝛥𝑤 ∼ 1.25 ⋅ 10−9

max𝑇 𝛥𝑤𝑥 ∼ 1 ⋅ 10−7

max𝑇 𝛥𝑤𝑦 ∼ 1 ⋅ 10−7

max𝑇 𝛥𝑤𝑧 ∼ 1.5 ⋅ 10−10

max𝑇 𝛽 ∼ 0.004deg

2 low-fidelity model max𝑇 𝛥𝜁 ∼ 4.3 ⋅ 10−8%
max𝑇 𝛥𝐽𝑔 ∼ 7.0 ⋅ 10−7%
max𝑇 𝛥𝐽ℎ ∼ 8 ⋅ 10−6%
max𝑇 𝛥𝜓ℎ ∼ 1.5 ⋅ 10−6 deg
max𝑇 𝛥𝑤 ∼ 1 ⋅ 10−7

max𝑇 𝛥𝑤𝑥 ∼ 3 ⋅ 10−7

max𝑇 𝛥𝑤𝑦 ∼ 4 ⋅ 10−7

max𝑇 𝛥𝑤𝑧 ∼ 1.5 ⋅ 10−8

max𝑇 𝛽 ∼ 0.008deg

2 mid-fidelity model max𝑇 𝛥𝜁 ∼ 4.4 ⋅ 10−8%
max𝑇 𝛥𝐽𝑔 ∼ 7.0 ⋅ 10−7%
max𝑇 𝛥𝐽ℎ ∼ 8 ⋅ 10−6%
max𝑇 𝛥𝜓ℎ ∼ 2 ⋅ 10−6 deg
max𝑇 𝛥𝑤 ∼ 1.2 ⋅ 10−7

max𝑇 𝛥𝑤𝑥 ∼ 1.5 ⋅ 10−6

max𝑇 𝛥𝑤𝑦 ∼ 1.5 ⋅ 10−6

max𝑇 𝛥𝑤𝑧 ∼ 2 ⋅ 10−8

max𝑇 𝛽 ∼ 0.006deg

The two test cases allow us to compare the two models of the atmospheric drag. It is possible to observe that the error 𝛥𝜓ℎ and
he quantities (𝛥𝑤𝑥, 𝛥𝑤𝑦) are larger when the mid-fidelity model is employed. This may be related to the fact that the atmospheric
rag perturbation induces a larger average variation of the Sedov variables when the mid-fidelity model is used (see Fig. 3 for the

first test case and Fig. 4 for the second test case). When the low-fidelity model is employed the two variables 𝐽ℎ and 𝜓ℎ have an
almost constant mean value. On the contrary, when the mid-fidelity model is employed, they have a long term variation.

In Fig. 5 and Fig. 6 we show the results of an extended semi-analytical propagation to four years, respectively for the first test
case and the second test case. While the mean 𝜁 and 𝐽𝑔 remain constant with both the low-fidelity model and the mid-fidelity model,
the evolution of 𝐽ℎ and 𝜓̄ℎ differs. The variation arising from the use of the mid-fidelity model does not appear when the low-fidelity

odel is employed. However, this variation remains small even after four years. Thus, in practical terms, the two models can be
eemed to give equivalent results and the choice between them depends on the degree of accuracy desired by the user. Because
f the more complex dynamical behaviour, which may affect the evolution of the errors as previously discussed, we selected the
id-fidelity model to perform all the tests described in the remainder of this paper. Table 3 shows a comparison of the computational

ime between averaged and non-averaged model.
A further test was performed by taking the set up of the first test case and including the effects of gravity-gradient torque, residual

magnetic torque, light pressure, lunar and solar gravity, and zonal harmonics 𝐽2, 𝐽3, 𝐽4 and 𝐽5. The averaged model for all these
ffects was taken from [1]. As expected, the errors (𝛥𝜁 , 𝛥𝐽𝑔 , 𝛥𝐽ℎ, 𝛥𝜓ℎ) and the quantities (𝛥𝑤, 𝛥𝑤𝑥, 𝛥𝑤𝑦, 𝛥𝑤𝑧, 𝛽) reach significantly

larger values (see Figs. 7 and 8). While, (𝛥𝑤, 𝛥𝑤𝑥, 𝛥𝑤𝑦, 𝛥𝑤𝑧) still have acceptable values, 𝛽 becomes very large after a little time. In
fact, 𝛽 depends on both 𝜓𝑙 and 𝜓𝑔 which rapidly diverge from their averaged counterparts. Also, 𝛥𝜓ℎ reaches quite large values. As
one can observe from Fig. 7, its evolution is a succession of downward-concave parabolas with increasing amplitude, alternated by
arger peaks. These peaks are caused by the peculiar evolution of the mean 𝜓̄ℎ, as one can see in Fig. 9. The figure shows both 𝜓̄ℎO

and 𝜓̄ℎSA . The two variables display a growing phase shift, to the point when the peaks of one variable correspond to the troughs
of the other variable. Nevertheless, the mean evolution of 𝜓ℎ is well reproduced, as one can observe from Fig. 10, also showing the
evolution of 𝐽 .
ℎ
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Table 3
Computational time to propagate the dynamics over 1 year for the two test cases described in
Section 7.
Test case Atmospheric drag model Computational time

1 low-fidelity model non-averaged dynamics propagation: ∼3.2h
semi-analytical propagation: ∼12.03min

1 mid-fidelity model non-averaged dynamics propagation: ∼7.5h
semi-analytical propagation: ∼15.13min

2 low-fidelity model non-averaged dynamics propagation: ∼3.11h
semi-analytical propagation: ∼13.28min

2 mid-fidelity model non-averaged dynamics propagation: ∼7.83h
semi-analytical propagation: ∼16.7min

Table 4
Characteristics of the axisymmetric satellite in Fig. 13.

Mass 𝑚 = 800 k g
Moments of inertia 𝐴 = 483.33 k g m2,

𝐵 = 483.33 k g m2

𝐶 = 833.33 k g m2

Intrinsic magnetic moment 𝑰m = [0.1, 0.1, 0.1]A m2

Total reflectivity bus: 0.6
panel : 0.27

Fraction of the total reflectivity bus: 1
that is specular panel : 1

The larger values of the errors and the quantities (𝛥𝑤, 𝛥𝑤𝑥, 𝛥𝑤𝑦, 𝛥𝑤𝑧, 𝛽) shown in this test are mainly caused by the gravity-
gradient torque and residual magnetic torque, whose effects are proportional to the inverse of the orbital altitude. Indeed, by
increasing the altitude, the maximum values of 𝛥𝑤, 𝛥𝑤𝑥, 𝛥𝑤𝑦, 𝛥𝑤𝑧, 𝛽 and of the errors (𝛥𝜁 , 𝛥𝐽𝑔 , 𝛥𝐽ℎ, 𝛥𝜓ℎ) over one year decrease.
This is shown in Figs. 11 and 12, obtained by changing the initial value of the semi-major to 𝑎 = 7658 k m and 𝑎 = 8378 k m.

For completeness, we perform a test with the same initial orbit, angular velocity, and attitude of the first test case applied to the
axisymmetric satellite in Fig. 13 with characteristics listed in Table 4. For this satellite, the initial modified Sadov variables are:

𝜁 = 0.999995327799607,

𝐽𝑔 = 87.27 k g m2

s2
,

𝐽ℎ = 82.02 k g m2

s2
,

𝜓𝑙 = 296.57 deg,
𝜓𝑔 = 73.76 deg,
𝜓ℎ = 59.65 deg.

(106)

We consider a dynamics affected by the gravity-gradient torque, the residual magnetic torque, the light pressure, the lunar and
solar gravity, and the zonal harmonics 𝐽2, 𝐽3, 𝐽4 and 𝐽5, plus the atmospheric drag. The results are reported in Figs. 14 and 15.
Also in this case, the error 𝛥𝜓ℎ is characterised by large peaks coming from the same phase shift described in the previous test
ase. Anyway, the trend of the evolution of this mean slow variable is well reproduced as shown by Fig. 16, where it is possible to

observe also the evolution of the mean 𝐽ℎ. The increase of the quantities (𝛥𝑤𝑥, 𝛥𝑤𝑦, 𝛥𝑤𝑧) and, especially, 𝛽 is slower than for the
triaxial satellites, which highlights the dependence of the accuracy of the averaged model on the characteristics of the object under
study.

The results in this paper confirm the findings presented in [1]: 𝛽 grows faster than the quantities related to the angular velocity,
proof that the error tends to increase significantly fast for the fast variables (𝜓𝑙 , 𝜓𝑔). On the contrary, the mean evolution of the
slow variables is typically well reproduced, which implies that we can approximate the evolution of the mean angular momentum
expressed in the inertial reference frame with good accuracy.

8. Accuracy maps

The accuracy of the propagation of the averaged model depends two main factors: the magnitude of the atmospheric torques
and the rotation speed. Furthermore, the model covers cases where the dynamics is far from any resonance and chaotic region in
the phase space. In this section we introduce qualitative accuracy maps to assess the expected accuracy of the propagation of the
averaged model over a range of possible initial conditions and perturbing torques. The accuracy maps are defined as
𝛩 ∶ (d, 𝑇𝑘, 𝜇) ↦  (107)
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Fig. 3. Evolutions of the mean 𝐽ℎ and 𝜓̄ℎ, computed through the semi-analytical propagation (black), and of 𝐽ℎ and 𝜓ℎ (red). Here, we consider the triaxial
satellite in Fig. 2 affected by the atmospheric drag perturbation. The top figures are obtained by using the low-fidelity model; the bottom figures are computed
by using the mid-fidelity model. The initial conditions are reported in (103) and (104).

where 𝑇𝑘 is the initial rotational kinetic energy of the satellite, d is a quantity used to estimate the magnitude of the atmospheric
drag perturbation and

 = log10
⎛
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, (108)

with 𝑇 the time of propagation,

𝛥1(𝑡) =
𝑝O(𝑡) − 𝑝̄SA(𝑡)

√

𝑝2O(𝑡) + 𝑞2O(𝑡) + 𝑟2O(𝑡)
,

𝛥2(𝑡) =
𝑞O(𝑡) − 𝑞SA(𝑡)

√

𝑝2O(𝑡) + 𝑞2O(𝑡) + 𝑟2O(𝑡)
,

𝛥3(𝑡) =
𝑟O(𝑡) − 𝑟̄SA(𝑡)

√

𝑝2O(𝑡) + 𝑞2O(𝑡) + 𝑟2O(𝑡)
,

𝛥𝑟𝑖𝑗 (𝑡) = 𝑟𝑖𝑗O − 𝑟̄𝑖𝑗SA ,

and 𝑟𝑖𝑗 the elements of the rotation matrix 𝐑i2b. As previously explained in Section 4, the quantity 𝜇 is used as an index of proximity
to the chaotic region in the phase space. In line with what was discussed in the previous section, the computation of the maps is
performed by adopting the mid-fidelity model. The quantity d is defined as

d = max
𝛬,𝒂

|

|

|

|

|

|

𝑛𝑓
∑

𝑖=1
𝝆𝑖 × 𝒇̃ d,𝑖

|

|

|

|

|

|

(109)

where 𝒇̃ d,𝑖 is defined in (44) and 𝒂 is the attitude, which can be more easily described using alternative variables, such as the
quaternions or the Euler angles [see 42]. The orbit of the satellite is assumed Keplerian. A propagation time 𝑇 = 1 day is was used
to build the maps in this section. Furthermore, for each value of 𝜇 we used a (45 × 25) grid in the (, 𝑇𝑘) plane. Fig. 17 shows
two examples of maps, one for a small value of 𝜇 and one for a large value of 𝜇. The quantity  is represented with a colour code.
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Fig. 4. Evolutions of the mean 𝐽ℎ and 𝜓̄ℎ, computed through the semi-analytical propagation (black) and of 𝐽ℎ and 𝜓ℎ (red). Here, we consider the triaxial
satellite in Fig. 2 affected by the atmospheric drag perturbation. The top figures are obtained by using the low-fidelity model; the bottom figures are computed
by using the mid-fidelity model. The initial conditions are reported in (103) and (105).

Fig. 5. Evolutions of the mean 𝐽ℎ and 𝜓̄ℎ, computed through the semi-analytical propagation, when the low-fidelity model (blue) and the mid-fidelity model
(green) are employed. Here, we consider the triaxial satellite in Fig. 2 affected by the atmospheric drag perturbation. The initial conditions are reported in (103)
and (104).

Warmer colours correspond to larger values of  . The value of  increases at the increase of the size of perturbation and at the
decrease of the kinetic energy. Observe also that, as expected, the regularity of the map is partially lost as 𝜇 increases.

Since larger values of 𝜇 correspond to dynamics progressively approaching the chaotic region of the phase space, the main reason
why the regularity of the map is lost is due to the chaoticity of the dynamics. In particular, for 𝜇 ∼ 0.996, the initial rotational state
may already be inside the chaotic region for the larger perturbation values. When the motion is chaotic, it can significantly change
for small variations of the initial conditions [see 37].

Note that for each initial condition, the error is expected to increase over integration periods longer than 1 day. However, in
the dark blue regions of the maps, we expect that the accuracy of the averaged model is still sufficiently good over a period of 1
year, as shown in the outcomes relative to the single test cases of the previous section when only the atmospheric drag torque is
considered as a perturbation.
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Fig. 6. Evolutions of the mean 𝐽ℎ and 𝜓̄ℎ, computed through the semi-analytical propagation, when the low-fidelity model (blue) and the mid-fidelity model
(green) are employed. Here, we consider the triaxial satellite in Fig. 2 affected by the atmospheric drag perturbation. The initial conditions are reported in (103)
and (105).

Fig. 7. Evolution of the errors (96)–(99) for the triaxial satellite in Fig. 2 with initial conditions (103), (104). The dynamics is affected by the gravity-gradient
torque, the magnetic torque, the light pressure perturbation, the lunar and solar gravity, the zonal harmonics 𝐽2, 𝐽3, 𝐽4 and 𝐽5, besides the atmospheric drag
perturbation. The mid-fidelity model is adopted in both the semi-analytical propagation and the numerical averaged procedure.

The average propagation time of the averaged model, over all the initial conditions used to compute the maps, was around ∼19 s,
against an average propagation time of the non-averaged model of ∼1 min.

9. Conclusions

This paper presented the development of a first-order averaged model suitable to study the long-term attitude dynamics of
Earth-orbiting objects perturbed by atmospheric forces. The model is applicable to both triaxial and axisymmetric objects. It was
shown that the technique we proposed to compute the averaged model is general and can be applied to different models of the
atmospheric forces. In the paper, we presented two examples: a low-fidelity model and a mid-fidelity model. The main differences
between the two force models are in the definition of the dimensionless drag coefficient, the existence of a lift component of the
force, and the atmospheric model. Two numerical experiments were performed with different initial values of the attitude variables
18 
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Fig. 8. Evolution of the quantities defined in (100) and (101) for the triaxial satellite in Fig. 2 with initial conditions (103), (104). The dynamics is affected by
the gravity-gradient torque, the magnetic torque, the light pressure perturbation, the lunar and solar gravity, the zonal harmonics 𝐽2, 𝐽3, 𝐽4 and 𝐽5, besides the
atmospheric drag perturbation. The mid-fidelity model is adopted in both the semi-analytical propagation and the propagation of the full non-averaged dynamics.

Fig. 9. Evolution of the mean 𝜓̄ℎ computed through the numerical procedure (red) and semi-analytically (black).
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Fig. 10. Evolutions of the mean 𝐽ℎ and 𝜓̄ℎ, computed through the semi-analytical propagation (black) and of 𝐽ℎ and 𝜓ℎ (red). Here, we consider the triaxial
satellite in Fig. 2 affected by the gravity-gradient torque, the magnetic torque, the light pressure perturbation, the lunar and solar gravity, the zonal harmonics
𝐽2, 𝐽3, 𝐽4 and 𝐽5, besides the atmospheric drag perturbation. The outcomes are obtained by using the mid-fidelity model. The initial conditions are reported in
(103) and (104).

Fig. 11. Maximum values over one year of the errors (96)–(99) at the variation of the initial value of the semi-major axis. The initial attitude conditions are
in (104), while the initial eccentricity, inclination, argument of the perigee and right ascension of the ascending node are 𝑒 = 0.01, 𝐼 = 30 deg, 𝜔 = 50 deg and
𝛺 = 120 deg, respectively. The triaxial satellite in Fig. 2 is affected by the gravity-gradient torque, the magnetic torque, the light pressure perturbation, the lunar
and solar gravity, the zonal harmonics 𝐽2, 𝐽3, 𝐽4 and 𝐽5, besides the atmospheric drag perturbation. The mid-fidelity model is adopted in both the semi-analytical
propagation and the propagation of the full non-averaged dynamics.
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Fig. 12. Maximum values over one year of the quantities defined in (100) and (101) at the variation of the initial value of the semi-major axis. The initial
attitude conditions are in (104), while the initial eccentricity, inclination, argument of the perigee and right ascension of the ascending node are 𝑒 = 0.01,
𝐼 = 30 deg, 𝜔 = 50 deg and 𝛺 = 120 deg, respectively. The triaxial satellite in Fig. 2 is affected by the gravity-gradient torque, the magnetic torque, the light
pressure perturbation, the lunar and solar gravity, the zonal harmonics 𝐽2, 𝐽3, 𝐽4 and 𝐽5, besides the atmospheric drag perturbation. The mid-fidelity model is
adopted in both the semi-analytical propagation and the propagation of the full non-averaged dynamics.
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Fig. 13. Axisymmetric satellite.

Fig. 14. Evolution of the errors (96)–(99) for the axisymmetric satellite in Fig. 13 with initial conditions (103), (106). The dynamics is affected by the
gravity-gradient torque, the magnetic torque, the light pressure perturbation, the lunar and solar gravity, the zonal harmonics 𝐽2, 𝐽3, 𝐽4 and 𝐽5, besides the
atmospheric drag perturbation. The mid-fidelity model is adopted in both the semi-analytical propagation and the numerical averaged procedure.

showing that the averaged model, when applicable, can well reproduce the mean evolution of the dynamics. In particular, the
results of the averaged propagation of both the low and mid-fidelity model present comparable errors when the attitude dynamics
is only affected by aerodynamic forces. These tests were also useful to perform a comparison between the low-fidelity and mid-
fidelity model. Indeed, the attitude motion propagated with the mid-fidelity model presents features that do not appear when the
low-fidelity model is used instead. Two further numerical experiments were performed by considering additional perturbations. It
was shown that when all torques are considered the propagation error can become quite significant over long periods of time, and
22 
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Fig. 15. Evolution of the quantities defined in (100) and (101) for the axisymmetric satellite in Fig. 13 with initial conditions (103), (106). The dynamics
is affected by the gravity-gradient torque, the magnetic torque, the light pressure perturbation, the lunar and solar gravity, the zonal harmonics 𝐽2, 𝐽3, 𝐽4
and 𝐽5, besides the atmospheric drag perturbation. The mid-fidelity model is adopted in both the semi-analytical propagation and the propagation of the full
non-averaged dynamics.

its maximum value increases at the decrease of the orbital altitude. However, the evolution of the slow variables and the angular
velocity is typically accurately reproduced even when the error in the fast angles is large.

An extensive test campaign was performed to assess the accuracy of the averaged model over a range of initial conditions and
magnitudes of the perturbing torques. To make the results of this analysis general and applicable to any triaxial satellite, we built
maps showing the accuracy of the propagation as a function of the initial kinetic energy, and magnitude of the perturbation. Maps
were generated for different values of the index of proximity to the chaotic region of the phase space. It was found that the accuracy
decreases for larger perturbations, at the decrease of the initial kinetic energy and at the increase of the proximity to the chaotic
region. Finally, over all the cases considered in this paper we found that the average propagation time of the averaged model is
about five times smaller than the propagation time of the full non-averaged dynamics.

In the future, it would be interesting to compute higher-order terms to include in the averaged model or develop some corrective
methods to increase the attitude accuracy of the semi-analytical solutions. Furthermore, it would also be interesting to treat the rare
case of spherical-symmetric satellites with equal principal moments of inertia.
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Fig. 16. Evolutions of the mean 𝐽ℎ and 𝜓̄ℎ, computed through the semi-analytical propagation (black) and of the osculating 𝐽ℎ and 𝜓ℎ (red). Here, we consider
the triaxial satellite in Fig. 13 affected by the gravity-gradient torque, the magnetic torque, the light pressure perturbation, the lunar and solar gravity, the zonal
harmonics 𝐽2, 𝐽3, 𝐽4 and 𝐽5, besides the atmospheric drag perturbation. The outcomes are obtained by using the mid-fidelity model. The initial conditions are
reported in (103) and (106).

Fig. 17. Accuracy maps of the semi-analytical propagation. The quantity defined in (108) is represented with a colour code on the (d , 𝑇𝑘) plane for a fixed
value of 𝜇, with d given in (109) and 𝑇𝑘 the satellite’s kinetic energy.
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