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A B S T R A C T   

Hydrogen energy storage systems are becoming increasingly accepted owing to their environmental friendliness. 
The efficiency and performance of these systems largely depend on the attributes of their power electronic 
interface systems. Among the promising solutions is a multiport-isolated DC-DC converter with characteristics of 
reduced component count, fewer conversion stages, and galvanic isolation. However, this system presents a 
challenge due to its inherent cross-coupling effect, complicating precise control. To address this, linear active 
disturbance rejection control (LADRC) is a viable option, leveraging dynamic/disturbance properties observed by 
linear extended state observers. LADRC serves as a decoupling controller, mitigating the cross-coupling effect. 
However, LADRC has several gains, and selecting them can be a difficult task, often requiring manual tuning. To 
streamline this process, this paper proposes utilising particle swarm optimisation to determine the optimum 
gains of LADRC. By employing this approach, the implementation of LADRC is facilitated with reduced design 
efforts while ensuring effective decoupling control within the system. Simulations are conducted to validate the 
performance of the optimised gain LADRC.   

1. Introduction 

Hydrogen Energy Storage System (HESS) is a versatile technological 
solution designed for energy storage, electricity generation, and various 
other applications in the power sector. Hydrogen is considered a 
promising sustainable alternative to conventional fossil fuels owing to 
its adverse environmental impacts. However, hydrogen does not occur 
naturally in isolation; it must be chemically extracted from compounds 
such as water. The central process of the HESS involves electrolysis 
through electrolysers (EL), where water undergoes separation into 
hydrogen and oxygen. Isolated hydrogen is then stored, and electricity is 
produced using fuel cells (FC). Various technologies for constructing EL 
and FC have been documented in the literature, including proton ex-
change membranes, alkaline and solid oxide technologies. HESS are 
environmentally friendly and have applications in transportation sys-
tems (e.g. hybrid electric vehicles), commercial/residential heating, and 
standalone electricity generation [1]. 

The standalone electricity generation concept, based on the three 
primary stages of HESS, hydrogen production, storage, and re- 
electrification [2] is depicted in Fig. 1. This can be described in two 
stages: (1) The surplus energy from the distributed energy source (DE) 

drives the EL to produce hydrogen, which is then stored in long-term 
hydrogen storage tanks. (2) During downtime, or when electricity 
from the DE is unavailable, the FC generates electricity through the 
stored hydrogen, as shown in Fig. 1. 

To maintain the smooth operation of an HESS, specific features are 
required in its interfacing systems (power electronics converters), 
including high flexibility in the conversion ratio, minimal current ripple, 
high efficiency, and robust fault tolerance. Although numerous inter-
facing systems integrating fuel cells (FC) alone have been extensively 
documented in the literature, there has been relatively little discussion 
regarding interfacing systems for EL and the entire HESS [3]. Further-
more, achieving these specific features for a conventional HESS with one 
converter at every conversion stage [4] can be challenging. To address 
these limitations, multiport DC-DC converters have been developed, 
which offer a reduced number of independently operating converters. A 
multiport-isolated DC-DC converter, such as a triple active bridge (TAB), 
is easier to cascade and has fewer component counts [5,6]. The 
multiport-isolated DC-DC converter exhibits some advantages over its 
non-isolated counterparts, as illustrated in Table I, [7]. 

Multiport-isolated DC-DC converters function as multiple-input, 
multiple-output systems with interconnected power loops. Owing to 
the utilisation of multiwinding transformers in the converter, cross- 
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coupling effects exist among its ports, which makes precise control 
challenging. This situation poses the risk of hydrogen depletion in the FC 
and unstable hydrogen production in the EL in the event of sudden 
system changes caused by cross-coupling. Consequently, fuel cells may 
consume more hydrogen than necessary, leading to suboptimal perfor-
mance and energy wastage [8,9]. Therefore, effective decoupling 

control is needed to address these issues. 
As discussed in [10–13] a decoupling controller was devised to 

mitigate cross-coupling effects by utilising a calculated system matrix. 
However, its implementation requires the computation and storage of 
the system matrix data for each feasible operating region, thereby 
increasing the complexity of the controller. An alternative approach was 
proposed in [14], wherein the system was configured to operate as a 
single-input, single-output system by adjusting the bandwidth. Specif-
ically, the loop with the highest bandwidth was employed to ascertain 
the phase direction during transients, thereby facilitating decoupling 
control. Conversely, the loop with the lowest bandwidth exhibits infe-
rior anti-interference properties. Another approach, as presented in [15] 
and [16], involves the development of a zero-source port leakage 
inductance multiport-isolated converter with a conventional PI 
controller. Although this design inherently possesses decoupling capa-
bilities, its effectiveness in large systems remains unproven. In addition, 
an adaptive perturb and observe (P&O) controller outlined in [17] was 
introduced to track the minimum point current. However, the incorpo-
ration of the P&O algorithm increased the complexity of the controller. 
Generally, these decoupling controllers require a comprehensive un-
derstanding of the system parameters, which may fluctuate during 
operation. Furthermore, their implementation is challenging owing to 
complex computations or hardware constraints. 

Therefore, there is a need to develop decoupling control methods 
that require minimal system parameter information and control 
complexity, while also considering the internal dynamic characteristics 
of the converter. Based on the existing literature, a linear active 
disturbance rejection controller (LADRC) is a promising solution that 
can estimate and reject both external and internal disturbances. It 
operates effectively with minimal system parameter information, typi-
cally requiring only the order of the plant and minimal computational 
requirements [18,19]. Consequently, it is suitable as an effective 
decoupling controller. The effectiveness of the LADRC has been 
demonstrated across various power electronic converter topologies, as 
seen in [20–22]. The applications range from T-type three-level con-
verters to three-phase voltage source rectifiers and multilevel inter-
leaved bidirectional DC-DC converters, showcasing LADRC’s ability to 
achieve decoupling controls. The same principle was applied in [23,24] 
for the buck converter. Similarly, the controller was implemented in 
isolated converters. In [25], a LADRC decoupling control strategy was 
developed for an LLC resonant converter in an electric vehicle to 
enhance its dynamic performance and mitigate external and internal 
disturbances. In [26], a dual active bridge converter-based LADRC with 
a line expansion state observer was devised as a real-time decoupling 

Nomenclature 

L1,Lʹ
2 ,Lʹ

3 Leakage Inductances for DE, FC, and EL windings of the 
transformer 

u1,u2́ ,u3́ DE, FC, and EL bridge midpoint voltages 
i1, í2 , í3 DE, FC, and EL bridge leakage inductor current 
i2p, i3p Prefiltered output current at FC and EL ports respectively 
1 : n2 DE to FC turns’ ratio 
1 : n3 DE to EL turns’ ratio 
VDE,VFC ,VEL Output voltages of the DE, FC, and EL ports 

respectively 
PDE,PFC ,PEL Active output powers of the DE, FC, and EL ports 

respectively 
IDE, IFC , IEL Output current flowing towards or outside the DE, FC, 

and EL ports respectively 
i12, i23, i13 Current flowing between the DE to FC bridge, the current 

flowing between the FC to EL bridge, and the current 
flowing between the DE to EL bridge respectively 

P12,P23,P13 Power flowing between DE to FC bridge, power flowing 
between FC to EL bridge, and power flowing between DE to 
EL bridge respectively 

φ2 The phase shift between DE bridge and FC bridge voltages 
φ3 The phase shift between DE bridge and EL bridge voltages 
LFC,CFC Inductance and capacitance of the LC filter at the FC port 
rFC Lumped FC port parasitic resistance 
CEL Capacitor filter at the EL port 
fFC, fEL Lumped disturbance of both internal dynamics and 

external disturbance at FC and EL ports respectively 
β1,β2,β3 Observer gains 
w0 Observer bandwidths 
Kp,Kd Controller gains 
wc Controller bandwidths 
b0 Critical gain 
A3,B3,C3,L3 First-order state matrices 
A2,B2,C2,L2 Second-order state matrices  

Fig. 1. Hydrogen energy storage system with a conventional power elec-
tronics interface. 

Table I 
Basic comparison between multiport-isolated and non-isolated converters.   

Isolated Non-isolated 

Galvanic isolation Yes No 
Voltage matching Can connect sources with different 

voltage levels 
Sources are directly 
linked 

Complexity High Moderate 
Conversion stages Less More 
Ease of cascade/ 

flexibility 
High Moderate 

Control Centralised control Decentralised control 
Power flow 

management 
Simple and fast Slow and complicated  
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control to mitigate internal and external disturbances. Existing literature 
proposes various manual LADRC gains tuning methods [27–29], but 
these methods still require subjective determination of one or more 
parameters. In the context of a multiport-isolated DC-DC converter, a 
linear extended state observer (LESO)-based controller incorporating 
input matrix diagonalisation was developed for decoupling control in a 
quad-active bridge DC-DC converter [30,31], yielding a robust system 
with good decoupling control performance. In addition, LADRC with a 
high-bandwidth LESO was developed in [32] as a model-independent 
decentralised decoupling control. However, these applications, partic-
ularly for multiport-isolated DC-DC converters, do not clearly show the 
methods for selecting all controller gains, which can be more than just 
one or two. Selecting controller gains is crucial for decoupling control in 
multiport-isolated converters, ensuring appropriate control signals and 
system performance. However, current manual approaches are subjec-
tive, with significant design effort, and may not achieve optimal 
decoupling control. 

A LADRC gain auto-tuning mechanism is essential for simplifying the 
decoupling control design. This paper proposes utilising particle swarm 
optimisation to determine the optimum gains of LADRC. The main 
contributions of this paper are as follows.  

1. Introduction of an offline particle swarm optimisation approach to 
determine the optimal gains of the controller without imposing 
additional computational burden on the controller.  

2. The identified optimal gains simplify the controller design process, 
bypassing the subjective nature of manual tuning methods.  

3. Because the determined gains are the optimum gains for the 
controller, with the objective of reducing the observer’s estimation 
error, satisfactory decoupling control performance can be ensured. 

The optimised gain LADRC consists of a controller with a high- 
bandwidth LESO, and gain optimisation based on particle swarm opti-
misation (PSO). 

The remainder of this paper is organised as follows. The multiport- 
isolated DC-DC converter and cross-coupling effects are discussed in 
Section II. Section III discusses the mathematical framework of the 
LADRC decoupling control for a TAB converter and Section IV discusses 
the optimisation technique and optimisation problem. The results ob-
tained from the TAB converter are presented and discussed in Section V. 

2. Multiport-isolated DC-DC converter 

The three-port isolated DC-DC converter is presented in this section. 

2.1. Topology analysis 

The TAB is illustrated in Fig. 2. It is composed of three full bridges 
magnetically coupled by a three-winding transformer with a turn ratio 
of 1 : n2 : n3. 

For simplicity of analysis, DE and FC are represented as voltage 
sources in port 1 (DE port) and port 2 (FC port), respectively. The EL is 
represented as a resistive load at port 3 (EL port). L1, Lʹ

2, and Lʹ
3 are the 

equivalent leakage inductances of the transformer at each port. The 
phase shift angles (φ2 and φ3) control the power flow between the ports 
while fixing the primary port at a zero phase shift. 

To perform power flow analysis, it is crucial to determine the 
equivalent inductance between each port. This can be achieved by 
converting the star model into a delta model, as illustrated in Fig. 3. For 
convenience, all related circuit properties are referred to the primary 
side, as described in [11]. 

Using cycle-by-cycle averaging, the power transfer between any two 
ports in the delta model is expressed as seen in (1): 

Pab =
φ(π − φ)VaVb

2π2fsLab
(1) 

where, a and b represent port numbers 1, 2, or 3; Va and Vb are the 

Fig. 2. Multiport-isolated DC-DC converter for hydrogen energy storage systems.  

Fig. 3. Equivalent circuit of the converter: (a) Star model and (b) Delta model.  
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voltages of the two ports; fs represents the switching frequency; φ is the 
phase difference (control inputs); and Lab is the port inductance. 

Similarly, the powers PDE,PFC, and PEL which are the total output 
active powers in each port, are calculated, as shown in (2) − (4). The 
equations show a non-linear relationship between the output power and 
the control inputs. 

PFC =
φ2(φ2 − π)VDEVFCL3 + (φ3 − φ2)(φ2 − φ3 − π)VFCVELL1

2π2fsA
(2)  

PEL =
φ3(π − φ3)VDEVELL2 + (φ3 − φ2)(π − φ2 + φ3)VFCVELL1

2π2fsA
(3)  

PEL + PFC +PDE = 0 (4)  

2.2. Cross-coupling Effects in TAB and Conventional Solution 

To evaluate the controllability of a multiport-isolated DC-DC con-
verter, a simplified model is required to demonstrate how the control 
inputs affect the output. The application of state-space generalised 
average modelling, which is typically utilised to analyse the dynamics of 
a DC-DC converter, faces challenges in the context of an isolated con-
verter. This is because the equivalent leakage inductance currents serve 
as state variables and their integral value over one switching cycle is 
zero; hence, the dynamics of the leakage inductances are conventionally 
not considered. 

From (2) − (4), the power flow exhibits a non-linear relationship. 
Hence, a small signal analysis of the system is required to linearise the 
system at an operating point closest to the origin [10,11]. The linearised 
system at an operating point is shown in (5). 
[

I2p
I3p

]

=

[
G11 G12
G21 G22

][
φ2
φ3

]

(5) 

where, I2p, I3p are pre-filtered currents and φ2, φ3 represent the 
phase shifts. The individual elements of the system matrix G can be 
expressed as: 

G11 =
4(VELL1 + VDEL3)

π3fsA
G12 =

− 4VELL1

π3fsA

G21 =
− 4VFCL1

π3fsA
G22 =

4(VFCL1 + VELL2)

π3fsA

(6) 

The non-diagonal elements in (6) are non-zero entities. Hence, the 
power flow controls between ports are cross-coupled. To minimise the 
cross-coupling effects, non-diagonal elements must be made to approach 
zero. 

3. Decoupling control using LADRC 

LADRC is a relatively new control algorithm designed as an alter-
native to the conventional proportional integral derivative (PID) con-
trol. It follows the basic idea of PID independence from a system’s 
specific model but attempts to compensate for its weaknesses in terms of 
uncertainties, disturbance estimation, and subsequent rejection [19,32]. 
Cross-coupling effects are internal interactions/dynamics which can be 
treated as disturbances. Thus, LADRC can be implemented in multi-
variable decoupling controls [33]. While the foundational principles of 
LADRC have been documented in the literature [32–34], it is emphas-
ised here to highlight the significance of its fundamental design gains 
essential for ensuring reliable control performance. Additionally, a 
mathematical representation of the gains tailored to the specific appli-
cation of the TAB is derived. 

3.1. Fundamental principles of LADRC 

A conventional second-order plant expressed in the following form 
(7) is built up to the LADRC second-order control process in (8). 

ÿ = − a1ẏ − a2y+ d+ bu (7)  

where, y is the system output, a1 and a2 are unknown constants, d is a 
disturbance, b is the critical gain, and u is the plant control input. 

Eq. (7) can be further expressed as (8): 

ÿ = f(t, y, ẏ, d)+ b0u (8)  

where, f(t, y, ẏ, d) = − a1ẏ − a2y+d+(b − b0)u is an unknown lumped 
term which represents the total external disturbance and internal dy-
namics and b0 is the nominal value of the critical gain which can be 
estimated from the nominal values of the energy storage elements of the 
system. If the lumped term value can be determined, it can be 
compensated for in real time. This is the basic concept of LADRC. Hence, 
a LESO can be used to observe both the state of the system and lumped 
term. 

The states of the second-order plant are defined in (9): 

x1 = y x2 = ẏ x3 = f(t, y, ẏ, d) (9)  

where, x3 denotes the extended state. Subsequently, (9) can be 
expressed into a matrix form (10), 

ẋ = Ax+Bu+ Eḟ y = Cx (10) 

A =

⎡

⎣
0 1 0
0 0 1
0 0 0

⎤

⎦, B =

⎡

⎣
0
b0
0

⎤

⎦, C =

⎡

⎣
1
0
0

⎤

⎦

T

,E =

⎡

⎣
0
0
1

⎤

⎦, 

and ḟ represent the dynamics of the lumped term which is assumed 
to be bounded. Designing an extended observer for the system yields 
(11). 

ż = Az+Bu+ Leŷ = Cz (11)  

where, L is a matrix containing β1, β2, and β3 which are the observer 
gains, e = (y − ŷ) is the error between the estimated output and sys-
tem output (observer’s estimation error), and z is the observer estimate.
The observer gains are chosen as a function of the observer bandwidth, 
using bandwidth parameterisation [34], as shown in (12): 

β1 = 3w0 β2 = 3w2
0 β3 = w3

0 (12) 

A well-tuned observer can track y, ẏ and ḟ through z1, z2, and z3. 
Subsequently, the LADRC can compensate for the cross-coupling effects 
by eliminating the third state z3, which can be obtained by (13): 

u =
u0 − z3

b0
(13) 

Applying (13) to (8) yields the following relation (14): 

ÿ = u0 (14) 

This can be easily achieved using a simple proportional derivative 
controller, as shown in (15). 

u0 = kp(ref − z1) − kdz2 (15)  

where, u0 denotes the system control input. The controller gains kp and 
kd can be derived from the controller bandwidth [34], as in (16). 

kp = w2
c kd = 2wc (16) 

The introduction of bandwidth parameterisation [34] notably re-
duces the number of LADRC gains that require tuning. This leaves three 
crucial gains to be tuned for second-order LADRC, as illustrated by the 
dotted lines in Fig. 4. This scenario is analogous to a first-order plant 
except for ẏ in the lumped term [33,35]. The critical gain b0 dictates the 
controller’s sensitivity to disturbances, with higher values indicating 
greater sensitivity. Observer gains determined by the observer band-
width w0 influence the disturbance estimation of the system. Higher 
values lead to faster disturbance estimation and error tracking. The 
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controller gains, derived from the controller bandwidth wc, dictate the 
intensity of control actions in response to estimated disturbances and 
tracking errors. Extreme values, whether too high or too low, tend to 
result in noisy, oscillating, or inadequate tracking signals. 

3.2. Lumped term and gains expression for TAB 

The system consists of two control loops: the current control loop at 
the FC port with an LC filter is analysed as a second-order plant, and the 
voltage control loop at the EL port is modelled as a first-order plant. 
Kirchoff’s voltage and current laws are applied at node M as shown in 
Fig. 2. Considering the dynamics of the LC filter and combining it with 
(5) yields the second-order equation in (17): 

Iʹ́FC =
− IFC

LFCCFC
−

rFC

LFC
IʹFC +

G11φ2

LFCCFC
+

G12φ3

LFCCFC
(17) 

Writing (17) in the form of (8) yields (18), 

Iʹ́FC = fFC
(
t, IFC, IʹFC, d

)
+ b0,FCφ2 (18)  

where, 

fFC
(
t, IFC, IʹFC, d

)
=

− IFC

LFCCFC
−

rFC

LFC
IʹFC +

G12φ3

LFCCFC

+

(
G11

LFCCFC
−

G11,0

LFC,0CFC,0

)

φ2

(19)  

b0,FC =
G11,0

LFC,0CFC,0
(20)  

where, fFC in (19) represents the lumped term, b0,FC in (20) is the critical 
gain, rFC is the lumped parasitic resistance of the LC filter, and G11,0, 
LFC,0,CFC,0 are the nominal values of G11, LFC , and CFC respectively. 

To observe fFC, a LESO is designed based on (11) − (13), as given in 
(21) and (22) 

żFC = [A2 − L2C2]zFC + [B2 L2]u2 (21)  

y2 = zFC (22)  

where, zFC is the output of the observer tracking IFC, ÍFC, and fFC. The 
state-space matrices A2, B2, C2, and L2 follow the expression given in 
(10) and an input vector u2 is [φ2 IFC]

T
.

Following the same principle, applying Kirchoff’s voltage and cur-
rent laws at node N yields the following first-order equation: 

Vʹ
EL =

VEL

CEL
+

G21φ2

CEL
+

G22φ3

CEL
(23) 

Writing (23) in the form of (8), gives (24) 

Vʹ
EL = fFC(t,VEL, d) − b0,ELφ3 (24)  

where, 

fEL(t,VEL, d) =
VEL

CEL
+

G21φ2

CEL
+

(
G22

CEL
−

G22,0

CEL,0

)

φ3 (25)  

b0,EL =
G22,0

CEL,0
(26)  

where, fEL in (25) represents the lumped term, b0,EL in (26) is the critical 
gain, and G22,0,CEL,0 are nominal values of G22 and CEL. 

To observe fEL, a LESO is designed based on (11) − (13), to derive 
(27) and (28) 

żEL = [A3 − L3C3]zEL + [B3 L3]u3 (27)  

y3 = zEL (28)  

where, zEL is the output of the observer tracking VEL and fEL. The state- 
space matrices A3, B3, C3, and L3 follow the expression given in (10), 
modified for a first-order plant, and the input vector u3 is [φ3 VEL]

T
.

Similarly, in a stable open-loop system, for each loop w0,EL and 
w0,FC can be derived from the open-loop order response approxima-
tion. For second and first-order plants (29), 

w0,FC =
5QFC

t
, w0,EL =

8QEL

t
(29)  

where, t is the settling duration and QFC ≥ 1 and QEL ≥ 1. 
The controller bandwidths are related to the observer bandwidths as 

(30), 

wc,FC =
wo,FC

QFC
, wc,EL =

wo,EL

QEL
(30)  

4. LADRC gain optimisation 

Three gains are necessary for the LADRC design, as shown in Fig. 4. 
Conventionally, these gains are manually tuned which could be sub-
jective. Consequently, there is a need for a more systematic approach to 
determine the optimal gains of LADRC. Utilising the potential estimation 
error within the observer, mathematically depicted in (11), as an input 
for determining the optimum gains promises to enhance the perfor-
mance of the controller. The optimisation problem formulation and 
technique are discussed based on the aforementioned models, 
respectively. 

4.1. Optimisation problem formulation 

For a TAB-based LADRC, the objective is to minimise the observer’s 
estimation error. This error represents the disparity between the esti-
mated output and system output for both first- and second-order plants. 

The state matrices, controller, and observer gains, for a second-order 
and first-order plant, following (10), (12), (16), and (30), respectively, 
are given as (31) − (34): 

L2 =

⎡

⎣
3w0,FC
3w0,FC

3

w0,FC
2

⎤

⎦ B2 =

⎡

⎣
0

b0,FC
0

⎤

⎦ wc,FC =
w0,FC

QFC
(31)  

A2 =

⎡

⎣
0 1 0
0 0 1
0 0 0

⎤

⎦ C2 = [1 0 0 ] (32)  

L3 =

[
2w0,EL
w0,EL

2

]

B3 =

[
b0,EL

0

]

wc,EL =
w0,EL

QEL
(33) 

Fig. 4. Typical LADRC schematic for second-order plant. (The controller is 
shown in the green shaded box, the LESO in the blue shaded box, PSO in the 
orange shaded box while the dashed lines represent the PSO outputs used to 
determine the critical gain, controller gains and observer gains). 

O.E. Oyewole et al.                                                                                                                                                                                                                             



Alexandria Engineering Journal 102 (2024) 159–168

164

A3 =

[
0 1
0 0

]

C3 = [ 1 0 ] (34)  

where all terms are previously defined. Consequently, the estimated 
current and voltage is calculated as in (35) − (38) 

Ie,FC = C2(A2zFC +B2φ2)+ L2
(
Iei,FC − Ii,FC

)
(35)  

eFC = Ie,FC − IFC (36)  

Ve,EL = C3(A3zEL +B3φ3)+ L3
(
Vei,EL − Vi,EL

)
(37)  

eEL = Ve,EL − VEL (38)  

where, Ii,FC and Iei,FC are the initial current output and initial estimated 
current, respectively; IFC, and Ie,FC are the current output and estimated 
current of the second-order plant, respectively. Furthermore, Vi,EL and 
Vei,EL are the initial voltage output and initial estimated voltage, 
respectively, while VEL and Ve,EL are the voltage output and estimated 
voltage of the first-order plant, respectively. The errors generated in the 
FC and EL ports are denoted as eFC and eEL, respectively. 

The square mean error is implemented as the objective function as 
follows in (39): 

JFC = Min
q,FC

(
1
n
∑

e2
FC

)

, JEL = Min
q,EL

(
1
n
∑

e2
EL

)

(39) 

where, q,EL =

[
w0,EL
b0,EL

]

and q,FC =

[
w0,FC
b0,FC

]

are the optimisation vari-

ables, and n denotes the number of data points or samples. 

4.2. Optimisation algorithm 

The choice of the optimisation method is not fixed, provided it can 
handle non-linear problems. Nevertheless, PSO is chosen for its 
simplicity in implementation and versatility. Its effective memory 
capability allows potential solutions to recall past best solutions and 
compare them with neighbouring best solutions, fostering the genera-
tion of even better solutions. In essence, PSO efficiently performs global 
searches. In this paper, an alternative algorithm, the genetic algorithm 
(GA), is employed to benchmark the PSO. The GA implementation is 
based on standard binary coding and stochastic universal sampling as 
typified in [36]. Both algorithms are population-based search tech-
niques that rely on information sharing among populations to improve 
their search processes through a blend of deterministic and probabilistic 
rules. Both can be applied to a wide range of optimisation problems 
without the need for problem specific knowledge. However, they differ 
in search strategies and mechanisms. Table II presents a summary of the 
comparisons between the two algorithms [37,38]. 

PSO imitates the swarm behaviour. Each particle in the sample space 
represents a potential solution to the optimisation problem. The initial 
velocity V and position X of each particle within the defined ranges of 
the decision variables are calculated using the basic equations given in 
[39], as shown in (40). 

Vn+1
j = ωVn

j + c1r1

(
Pbestn

j − Xn
j

)
+ c2r2

(
Gbestn

− Xn
j

)
Xn+1

j = Xn
j +Vn+1

j

(40)  

where, n is the iteration index, c1 and c2 are constants set to 1.4962. 
Additionally, r1 and r2 are two randomly generated numbers between 
0 and 1 and ω, inertia constant, taken as 0.7298. This yields Gbest 
(global best position) and Pbest (personal best position). The fitness of 
each particle at the initial position is evaluated iteratively using the 
optimisation objective. An update of each particle’s position and ve-
locity is then evaluated based on the initial best known position and 
global best known positions. The process is repeated until a position that 
fits the control objective is derived or the maximum number of iterations 
is reached. 

The PSO algorithm follows the flow chart depicted in Fig. 5, and 
MATLAB software was used for offline gain calculations. Initially, a 
vector representing particle positions X (comprising the critical gain, 
observer bandwidths, and controller bandwidths) is generated 
randomly. The following steps are executed in each iteration:  

1. At iteration n, each particle Xn
j is evaluated. This evaluation yields 

estimated current and voltage (evaluated at Xn
j ) along with the 

objective function JFC or JEL (depending on the system’s order)  
2. The evaluation of the objective function JFC or JEL (evaluated at Xn

j ) 
for each individual Xn

j is compared with its evaluation in the previous 
iteration. Thus, the particle position Xn

j that achieves the minimum 
best value is defined as Pbestn

j .  
3. This comparison in step 2 is made with respect to Eqs. (35) or (36) 

depending on the order of the system.  
4. The Pbest that achieves the minimum e2

FC or e2
EL value within the 

entire swarm is defined as Gbest.  
5. Utilising the basic equations of PSO (40), the velocity and position of 

the individuals are updated accordingly.  
6. Upon completion of all iterations, gbest is identified, comprising the 

optimal bandwidths with minimum e2
FC or e2

EL. 

Finally, according to the formulations provided, the optimised gain 

Table II 
Comparison between PSO and GA.   

PSO GA 

Computational Efficiency Higher Lower 
Ease of Implementation Easier Easy 
Convergence Speed Faster Slower 
Iteration Fewer More  Fig. 5. PSO flow chart.  
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LADRC decoupling control with PSO schematics is depicted in Fig. 6. 
The system control inputs are implemented as (41) and (42): 

uFC = kp
(
IFC,ref − IFC

)
− kdIʹFC (41)  

uEL = kp
(
VEL,ref − VEL

)
(42)  

while the actual plant control inputs are depicted in (43) and (44): 

φ2 =
uFC − fFC

b0,FC
(43)  

φ3 =
uEL − fEL

b0,EL
(44) 

The actual plant control inputs φ2 and φ3 can deliver a decoupled 
control while ensuring adequate set point tracking. 

5. Simulation results 

Simulations are performed to substantiate the effectiveness of the 
optimised gain LADRC. The circuit is modelled using the SIMULINK/ 
MATLAB simulation package, as illustrated in Fig. 2. The control sche-
matic is implemented as shown in Fig. 6. Table III: lists the electrical 
specifications of the TAB DC-DC converter. 

Two scenarios covering the worst-case conditions are considered in 
the simulations to validate the performance of the optimised gain 
LADRC. In the first scenario, the reaction of the corresponding ports is 
observed when the power supplied by the FC is varied. Hence, step 
changes are applied to PFC at 0.05 s, 0.1 s and 0.15 s with − 200 W to 
− 1000 W, − 1000 W to – 600 W and − 600 W to − 750 W respectively. 
During this process, the power absorbed by the EL port is maintained at 
1000 W and the DE port acts as the slack port. The results of this scenario 
are shown in Fig. 7a. In the second scenario, the FC port maintains a 
constant power supply of 1000 W, while step changes are made to the 
power absorbed by the EL port within the same time intervals as in 
scenario 1, with variations from no power to 1000 W, 1000 W to 350 W, 
and 350 W to 100 W. The DE port serves as a slack bus, and the results 
are shown in Fig. 7b. 

Cross-coupling effects are the internal interactions which manifest as 
disturbances. This can be quantified as the percentage of the power 
deviation (undershoot or overshoot) relative to the nominal value in 
response to intentional or unintentional modifications in the power 
supplied or absorbed by other ports. The lower this value, the better the 
decoupling control. The LADRC is designed to eliminate the lumped 
term, which is a combination of internal dynamics and external distur-
bances, to compensate for the cross-coupling effect. In this paper, the 

optimum gains of the LADRC are determined using PSO. 
First, the performance of the optimised gain LADRC with PSO is 

evaluated, as shown in Fig. 7. In the first scenario, the optimised gain 
LADRC with PSO exhibits a negligible power undershoot or overshoot 
from the nominal value at the EL port, as shown in Fig. 7a. While there 
are deviations in scenario 2, as depicted in Fig. 7b, these deviations are 
maintained at a minimum power undershoot and overshoot at the three 
applied step changes. Furthermore, a good power flow response is 
observed at the corresponding ports in each scenario. 

In addition, simulations are carried out with optimised gain LADRC 
with GA and PI without decoupling control, as shown in Fig. 8 and Fig. 9 
to ascertain the superiority of the optimised gain LADRC with PSO. For 
adequate comparison, the simulation utilises the average gains obtained 
from an equal number of runs of each optimisation method, as seen in 

Fig. 6. Optimised gain LADRC decoupling control with PSO schematic.  

Table III 
TAB Converter and controller specifications.  

Description Symbol Unit Ports 

#1 #2 #3 

Voltage Rating VDE,Vʹ
FC,

Vʹ
EL 

V 560 46 73 

Leakage Inductance L1,Lʹ
2, Ĺ 3 µH 780 4.992 13.18 

Switching frequency fs kHz 15 15 15 
Transformer Turns Ratio n2,n3 - 1 0.08 0.13 
Optimised gain LADRC with 

PSO 
w0 rad/ 

s 
- 6.20e3 7.81e3 

wc rad/ 
s 

- 3.10e3 1.56e3 

b0 - - 6.94e7 4.71e3  
w0 rad/ 

s 
- 7.51e3 5.82e3 

Optimised gain LADRC with 
GA 

wc rad/ 
s 

- 1.87e3 1.16e3  

b0 - - 5.26e7 5.42e3 
PI controller Ki - - 6000 8000 

Kp - - 15 10  

Fig. 7. Power transfer between ports using the optimised gain LADRC decou-
pling control with PSO: (a) Power absorbed by the EL when step changes are 
applied to the power supplied by the FC and E ports and (b) Power supplied by 
the FC port when step changes are applied to the power absorbed by the EL and 
DE ports. 
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Table III. In scenario 1, the PI without decoupling control exhibits an 
8 % overshoot, a 4 % undershoot, and a 2 % overshoot, as illustrated in 
Fig. 8c. On the other hand, the optimised gain LADRC with GA dem-
onstrates a similar outcome of negligible power deviation with the 
optimised gain LADRC with PSO, as illustrated in Fig. 8a and Fig. 8b, 
respectively. This shows that the choice of the optimisation algorithm is 
not fixed if the optimisation objective is met. 

Similarly, in scenario 2, The PI without decoupling exhibits 9 % 
undershoot, 6 % overshoot, and 4 % overshoot, as illustrated in Fig. 9c. 
On the other hand, the optimised gain LADRC with GA displays 6 % 

undershoot, 2 % overshoot, and negligible overshoot at the third step 
change, as depicted in Fig. 9b. In contrast, the optimised gain LADRC 
with PSO shows a 5 % undershoot, 2 % overshoot, and negligible power 
deviation at the third step change in this scenario, as observed in Fig. 9a. 
In this scenario, very similar results in the optimised gain LADRC with 
GA and the optimised gain LADRC with PSO can also be observed. 
However, a slightly improved result can be seen in the optimised gain 
LADRC with PSO, because of the specific characteristics of PSO. The 
summary of the results is shown in Table IV, a significant decoupling 
performance improvement can be seen with optimised gain LADRC with 

Fig. 8. The power absorbed by the EL when step changes are applied to the power supplied by the FC and DE ports for (a) Optimised gain LADRC decoupling control 
with PSO, (b) Optimised gain LADRC decoupling control with GA, and (c) PI without decoupling control. 

Fig. 9. Power supplied by the FC port when step changes are applied to the power absorbed in the EL and DE ports for (a) Optimised gain LADRC decoupling control 
with PSO, (b) Optimised gain LADRC decoupling control with GA, and (c) PI without decoupling control. 

Table IV 
Summary of results.  

Method Step time (s) Scenario 1 Scenario 2 

Power deviation (W) % deviation % improvement Power deviation (W) % deviation % improvement 

PI without decoupling control  0.05  75 8 -  93 9 -  
0.1  36 4 -  60 6 -  
0.15  18 2 -  35 4 - 

Optimised gain LADRC with PSO.  0.05  4 ~ 0 71  51 5 42  
0.1  3 ~ 0 33  16 2 44  
0.15  1 ~ 0 17  12 ~ 0 23 

Optimised gain LADRC with GA  0.05  6 ~ 0 69  57 6 36  
0.1  5 ~ 0 31  20 2 40  
0.15  1 ~ 0 17  15 2 20  
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PSO and GA as compared to the PI without decoupling control. 

6. Conclusion 

A multiport-isolated DC-DC converter possesses an inherent cross- 
coupling effect between its ports owing to the multiwinding trans-
former which makes precise control difficult. In this paper, the optimum 
gains of the LADRC are determined using PSO instead of manual tuning 
methods. The optimised gain LADRC with PSO is composed of a 
controller with high bandwidth LESO and PSO-based gain optimisation. 
The optimised gain LADRC with PSO is composed of a controller with 
high bandwidth LESO and PSO-based gain optimisation. The optimised 
gain LADRC provides an auto-tuning gain solution by generating an 
optimised gain through PSO, thus reducing the manual tuning com-
plexities. First, the converter’s control output relationship was estab-
lished, and the cross-coupling effect was analysed. Furthermore, the 
mathematical expressions for LADRC were derived with PSO performing 
the optimisation in each control loop. The optimised gain LADRC with 
PSO satisfactorily suppresses the cross-coupling effect with the lowest 
power undershoot of 5 % compared to the power undershoots of 6 % 
and 9 % observed with the optimised gain LADRC with GA and PI 
without decoupling control methods across the two simulation scenarios 
considered. The LADRC gains were optimised, resulting in reduced 
design effort, and ensuring satisfactory decoupling control, as depicted 
in the results generated. Nevertheless, the controller was implemented 
using two control inputs, which are the two phase shifts. Future research 
may explore the possibility of incorporating an additional control input 
to improve the performance of the controller. 
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