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Abstract 
In microtask crowdsourcing systems like Amazon Mechani-
cal Turk (AMT) and Appen Figure Eight, workers often em-
ploy task selection strategies, completing sequences of tasks 
to maximize earnings. While previous literature has explored 
the effects of sequential tasks with varying complexities of 
the same type, there is a lack of knowledge on the conse-
quences when multiple types of tasks with similar levels of 
difficulty are performed. This study examines the impact of 
sequences of three frequently employed task types, namely 
image classification, text classification, and surveys, on 
workers' engagement, accuracy, and perceived workloads. In 
addition, we analyze the influence of workers' personality 
qualities on their strategy for selecting tasks. Our study, 
which involved 558 participants using AMT, found that en-
gaging in sequences of distinct task types had a detrimental 
effect on classification task engagement and accuracy. It also 
increases the perceived task load and the worker's frustration. 
Nevertheless, the precise order of tasks does not significantly 
impact these results. Moreover, we showed a slight associa-
tion between personality traits and the workers' selection 
strategy for the tasks. The results offered valuable knowledge 
for designing an efficient and inclusive crowdsourcing plat-
form. 

 Introduction 
Crowdsourcing has transformed standard employment pat-
terns by allowing activities to be delegated to a wide range 
of individuals through open requests(Gegenhuber, et al. 
2022). This approach offers notable benefits, including 
rapid reaction times and the ability to tap into a large pool 
of workers (Lenart-Gansiniec 2021), making it crucial for 
activities such as annotation and knowledge acquisition in 
AI research(Dong, et al. 2023). However, there are still dif-
ficulties in maintaining worker concentration and guarantee-
ing a varied group of participants (Hornuf and Vrankar 
2022). In CS platforms, task consumption often involves a 
self-selection process where workers choose projects based 
on their eligibility and preferences. Previous research has 
shown that worker performance improves with experience 
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due to learning effects (Difallah, et al. 2014; Gadiraju and 
Dietze 2017). However, unsupervised environments can in-
centivize workers to prioritize throughput over contribution 
quality, potentially compromising the integrity of the results 
(Chandler, et al. 2014).  
Worker engagement and performance may be influenced 

by various factors including task complexity, perceived 
workload, and monetary incentives (Shi, et al. 2021). Per-
sonality traits can also play a role, with self-efficacy regu-
lating the relationship between traits like Conscientiousness 
and engagement (Shi, et al. 2021). 
Understanding worker engagement is crucial for the de-

velopment of CS communities (Troll, et al. 2016), necessi-
tating exploration of worker behavior across different task 
types. While previous studies have explored multitasking 
preferences (Lascau, et al. 2019), gaps remain in under-
standing the underlying factors driving such behaviors. Ad-
dressing these gaps is essential for designing more effective 
crowdsourcing platforms and improving task outcomes. 
This study addresses these gaps by employing both quan-

titative and qualitative approaches to examine workers' con-
tributions across multiple task types on Amazon Mechanical 
Turk. Understanding how these choices affect their per-
ceived effort and productivity could help to improve work 
creation space and efficiency. 
  Specifically, we investigate the following research ques-
tions: 
RQ1: How does multiple-tasking behavior affect workers 
engagement, performance and their perceived workload 
in CS platforms?  

RQ2: Do the workers’ personality traits correlate to their ac-
curacy and engagement in CS different tasks? 

RQ3: Does the order of the selected tasks affect the accuracy 
and engagement of the CS workers? 
The significance behind (RQ1) is to identify the driving 

force or incentive behind a certain behavior. Crowd workers 
frequently perform multiple tasks, since they undertake nu-
merous activities simultaneously to optimize their earnings. 
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Nevertheless, the consequences of this behavior on their 
level of involvement, precision, and perceived amount of ef-
fort are not thoroughly comprehended. Through the exami-
nation of the impact of multitasking on these outcomes, we 
may discern possible disadvantages and advantages. This 
feedback can assist in the creation of jobs that uphold ex-
ceptional contributions and sustain worker motivation. 
The rationale behind (RQ2) is Personality traits have an 

impact on how individuals' approach and carry out activi-
ties. gaining a knowledge of these characteristics in CS plat-
forms can aid in forecasting worker effectiveness and in-
volvement. The analysis of personality traits and their im-
pact on job performance can devise techniques to align 
workers with activities that align with their individual 
strengths, so potentially enhancing overall efficiency and 
pleasure. 
The importance of research question 3 (RQ3) is to under-

stand the underlying motivational factors. The system in 
which employees are identified and selected for activities 
may affect their engagement and performance due to their 
cognitive labor and variability between tasks outcomes. Ex-
amining the potential influence of task order might offer val-
uable insights on how to arrange task sequences to maxim-
ize outcomes. This is important for platforms that provide a 
range of tasks categories, since this can inform the creation 
of more efficient task processes. 
To conclude, comprehending these aspects is important 

for designing CS platforms that not only improve workers 
satisfaction and performance but also guarantee the caliber 
and dependability of the resulted data. Our aim is to enhance 
the creation of more streamlined and productive 
crowdsourcing systems by investigating these research in-
quiries. 
The paper proceeds with a review of related research, fol-

lowed by a description of our study methodology, results, 
and discussion. Finally, we conclude by summarizing our 
findings and outlining directions for future research. 

Related Work 
Some studies investigate the crowd worker's nature, their 
profiles, and their engagement. Other studies determine 
some behavior approaches of doing multiple tasks of differ-
ent complexity in crowdsourcing platforms. Our study aims 
to understand their tendency of working on multiple differ-
ent task types of same difficulty level, and the effect of such 
behavior over their engagement, perceived tasks load and 
performance. Moreover, determine the effect of workers’ 
personality on this tendency. 

Multiple Tasks Selection in Crowdsourcing 
One of the vital causes of inattentiveness in workers of the 
crowd might be multiple tasking behavior. This behavior is 

expected in most traditional workplace settings (Saravanos, 
et al. 2021). Since crowdsourcing workers generally do not 
have a boss or experimenter to watch over them, some work-
ers may integrate multiple activities with their work. Many 
studies have published different task types of different com-
plexity in the platforms (Qiu, et al. 2020) in order to measure 
the worker engagement on each particular task, their result 
showed different engagement scores due to different of task 
complexity. Other researchers used different complexities 
of the tasks to measure their retention and performance by 
integrating small entertainment diversion and their result 
showed improvement of the workers output on different 
complexity(Dai, et al. 2015). Another research objective of 
exploring different task types is to understand the develop-
ment of the workers and their interaction to the tasks in order 
to enhance the dynamic of marketplace (Jain, et al. 2017). 
To this end, research is still needed to address and investi-
gate the workers behavior who prefer doing multiple differ-
ent task types in the platform and the effect of that on their 
performance and their perceived task loads in addition to 
their engagement to such behavior. 
Although they can be carried out separately, in actuality 

people frequently complete them in a chain, one after the 
other (Cai, et al. 2016). Task chaining or ordering has a sig-
nificant impact on worker performance, according to other 
studies(Cai, et al. 2016; Newell and Ruths 2016). This is due 
to the fact that changes in mental processes during the tran-
sition between two related cognitive tasks can be observed. 
According to related psychological research, when work-

ers transition between jobs as opposed to performing a sin-
gle activity, their ability to contribute tends to decline and 
they become more prone to making mistakes. This can be 
explained by the physical and psychological factors being 
reconfigured to suit the new task at hand (Monsell 2003; 
Wylie and Allport 2000). Those studies consider only the 
same microtask type ordering, while the study report here 
explores the effect of selecting multiple different task types 
of the same complexity on workers’ engagement, perceived 
tasks load and performance and the role of their personality 
on this. 

Worker Engagement and Perceived Tasks Loads 
In online crowdsourcing contexts, interactivity and co-crea-
tive user experiences lead to a subjective psychological con-
dition known as "solver engagement" (Huang, et al. 2019; 
Ihl, et al. 2020). Engagement essentially refers to a person's 
level of participation in a variety of activities (Troll, et al. 
2019). Participants in online crowdsourcing groups build 
deep psychological links that encourage solver participation 
behavior and a sustained engagement to the community 
(Yang, et al. 2019). Its effects on community loyalty (Li, et 
al. 2020), value co-creation (Piyathasanan, et al. 2018), and 
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other outcomes have shown the significance of solver par-
ticipation. 
User retention and engagement are two primary indica-

tors that are linked positively to workers' lifetime value. 
These two indices, on the other hand, correspond to different 
aspects of participants' behavior (Webster and Ahuja 2006). 
The retention of the workers focuses on the length of users' 
interest toward a product, or their loyalty, whereas the en-
gagement of the workers stresses the intensity of user activ-
ity (O’Brien, et al. 2018). A wide extent of motivation com-
ponents has been outlined and considered in crowdsourcing 
settings for worker engagement and retention. Money-re-
lated rewards are one of the significant regular motivating 
forces to utilize in a paid crowdsourcing environment to get 
a fast response from the workers. Different analysts have 
conducted many tests to get the impacts of money-related 
motivations on crowd work amount and quality (Difallah, et 
al. 2014; Ho, et al. 2015; Horton and Chilton 2010; Mason 
and Watts 2009). Crowd recruitment is always a challenge 
because workers with unique knowledge and abilities are 
needed for various tasks (Bhatti, et al. 2020). As a result, 
attracting, motivating, and retaining the right users is a fun-
damental challenge (Doan, et al. 2011). More re-
cently, more attention has been paid to studying the work-
ers' characteristics and how they correlate to the quality of 
their solutions. The perceived tasks load of workers doing 
individual task type have been studied in order to measure 
the effect of the task on the workers performance( Qiu, et al. 
2021). However, linking the performance and engagement 
of workers doing multiple different tasks with different or-
der selection within short time with their perceived tasks 
loads in CS has not been explored enough in the online 
crowdsourcing community.  

Worker Personality Traits  
According to (McCrae and Costa 2003), personality is de-
fined as a person's consistent pattern of ideas, feelings, and 
behaviors. These behaviors are impacted by biological and 
environmental variables, such as life experiences, which are 
generally shared across cultures. Over the past few decades, 
research on personality has increased in a variety of sectors. 
Personality psychology, a field in the social sciences that has 
been active for decades, is a result of the study of personality 
(Adamopoulos, et al. 2018). Many research studies have 
looked at the concept of personality to identify the underly-
ing variables that influence it. As a result, various taxono-
mies of personality traits have been developed, and psy-
chologists have developed coherent theories about the na-
ture of personality and its ideas. 
More recently, more attention has been paid to studying 

the workers' characteristics and how they correlate to the 
quality of their solutions. Personality traits have appeared to 
relate to client behavior within the setting of e-commerce 

(Huang and Yang 2010), social media (Gosling, et al. 2007), 
and web browsing and searching behaviors (Bachrach, et al. 
2012), their impact on worker behavior in crowdsourcing 
platforms remains low. 
According to the body of literature, personality profiles 

which are defined as a person's qualities that remain the 
same throughout their life (Leonidou, et al. 2019) are a cru-
cial aspect that influences how much time a person spends 
in online communities (Sulaiman, et al. 2018). According to 
theory of (Vander Shee, et al. 2020),  personality is a very 
important component in shaping behavior in online commu-
nities. Empirical data constantly demonstrate that individual 
variations have a direct impact on engagement habits, which 
supports this line of thinking (Schäper, et al. 2021). How-
ever, while existing literature has hinted at the importance 
of personality traits in online communities (Leonidou, et al. 
2019); (Vander Shee, et al. 2020), there is a lack of research 
exploring their specific role in shaping worker dynamics in 
crowdsourcing environments. 
 The Big-Five personality characteristic model 

(Rammstedt and John 2007), is now the most influential the-
ory on personality (Personality traits dimensions were meas-
ured by used a standard 10 question test which are, the 
Openness to be inventive, autonomous, and interested in 
variation (high score) vs. practical, conforming, and inter-
ested in routine (low score) is referred to as Openness (low 
score). Conscientiousness is the inclination to be self-disci-
plined, act responsibly, be organized, cautious, and disci-
plined (high score) instead of being disorganized, thought-
less, and impulsive (low score). The inclination to be gre-
garious, fun-loving, and affectionate (high score) vs. retir-
ing, solemn, and quiet (low score) is known as Extraversion. 
The ability to be empathetic, cooperative, trusting, and help-
ful is known as Agreeableness. Neuroticism is the inclina-
tion to be calm, secure, and self-satisfied (low score) vs. 
nervous, insecure, emotionally unstable, and self-pitying 
(high score). 
Moreover, although that other studies have demonstrated 

that personality traits are crucial in establishing personal 
views and motivating personal activities in online 
crowdsourcing environments (Crone and Williams 2017; 
Mourelatos, et al. 2022), little research has been done to ex-
plore the influence of personality traits on workers' engage-
ment and performance in multiple tasking behavior 
crowdsourcing platforms. (Kazai, et al. 2011) investigated 
worker types and personality traits in crowdsourcing rele-
vance labels, shedding light on the relationship between per-
sonality traits and worker behavior in crowdsourcing envi-
ronments. Further exploration of this relationship can con-
tribute to a deeper understanding of worker dynamics in 
crowdsourcing platforms. 
 Other research showed that individuals who are less emo-

tionally stable (as opposed to neurotic) are more inclined to 
choose crowdsourcing platforms for factual tasks (Zhang, et 
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al. 2017). It is fair to anticipate certain connections between 
workers’ actions, such as their participation in different 
online crowdsourcing task types, and unique personalities. 
As a result, in this study we are synthesizing these diverse 

perspectives and building upon prior research, our study 
aims to provide a comprehensive understanding of the role 
of personality traits in shaping worker behavior and tasks 
outcomes in crowdsourcing environments. Through this ex-
ploration, we seek to offer valuable insights for platform de-
signers, task requesters, and researchers aiming to optimize 
worker engagement and performance in crowdsourcing plat-
forms. 

Experiment Setup 
To answer the research questions and explore the 
crowdsourcing platforms and the worker features with their 
multiple tasking and selection ordering behavior on differ-
ent task types, we ran our experiment on Amazon Mechani-
cal Turk (AMT). The tasks employed in our experiments 
were text classification, image categorization and survey. 
To have similar task complexity between different task 
types, we followed the task complexity dimensions identi-
fied by (Aipe and Gadiraju 2018).  These dimensions in-
cluded the task completion time, the task batch size, and the 
task completion reward, those will be detailed later in the 
narrative. The tasks were implemented using AMT tem-
plates to have the same design style. 
To support fair treatment of crowd-workers, we paid 

workers based on estimated time at typical minimum US 
wage of $8.50/hr (Hara, et al. 2018). The tasks were created 
to have an estimated medium level of difficulty, and the 
workloads were evaluated to make sure it didn’t result in 
excessive stress. By employing metrics such as NASA-TLX 
and the Big Five Personality traits, we were able to evaluate 
perceived workload and personality features, ensuring that 
our findings are grounded in dependable facts. The study 
was conducted under departmental ethics approval. 
 The datasets used in this study were annotated by experts 

(Imran, et al. 2016) and (Khosla, et al. 2011), allowing us to 
compare worker labels to the ground truth standard to deter-
mine differences in performance. 
As stated earlier, the study focused on the type of catego-

rization work (text and images) as well as different classifi-
cation levels (nine and ten classes). 
Our first task set was based around a tweet dataset (Da-

taset 1) that consisted of tweets collected during a crisis or 
disaster (Imran, et al. 2016). This dataset contained roughly 
52 million disaster-related texts and was collected from 19 
different crises between 2013 and 2015. 
The scheme of annotation was used to categorize each 

content of the tweet into one of nine categories: Injured or 
dead people; Missing, trapped, or found people; Displaced 

people and evacuations; Infrastructure and utilities damage 
buildings, roads, or interrupted services; Donation needs or 
offers or volunteering services; Caution and advice; Sympa-
thy and emotional support; Other useful information; and fi-
nally, Not related or irrelevant.  
Our second dataset was the Stanford Dogs image collec-

tion containing 120 annotated photographs (Dataset 2) 
(Khosla, et al. 2011), which was created utilizing images 
and annotation from ImageNet. It was initially gathered to 
aid with fine-grain image categorization. We choose ten cat-
egories from the dog breeds to avoid long tasks resulting and 
task abandonment which are: Labrador, Golden Retriever, 
Yorkshire Terrier, German Shepherd, French Bulldog, 
Standard Poodle, Beagle, Doberman, Boxer and Pug.  
The third category of CS task we wished to investigate 

was surveys around learning experiences over the 2019-
2022 pandemic with related global lock-down restrictions.  
To assess the design and the difficulty levels of those 

tasks based on tasks’ time completion and to give us a sense 
of the probable response pattern, a pilot study on our univer-
sity colleagues was conducted of 10 sample sizes. The result 
showed that the average time of the workers to complete a 
task with same batch size (10) and was used to estimate the 
reward per minute (Hara, et al. 2018)in the main study. 
 In our experiment, we published one batch of HITs for 

each specific task type we mentioned earlier, and the work-
ers were free to choose them - from the interface of AMT’ 
workers dashboard with the following titles: 
Tweet classification: workers are asked to read ten tweet 
sentences (size of batch) and then select the proper label 
for each tweet. 

Images classification: workers were shown ten different dog 
images (size of batch) and asked to select the proper 
breeds. 

Survey tasks: the workers will answer a multiple-choice 
question regarding the E-Learning experience during 
Covid-19. 
The workers could select any task type they were inter-

ested in performing and to avoid memory bias, we allow the 
workers to participate in only one time of each tasks type. 
After finishing the task, the workers were required to com-
plete a short post-task Qualtrics survey and copy the code 
given back to AMT to encourage completion of the survey. 
We set up the number of assignments in each batch (number 
of workers assigned for each task type) to be 250 workers. 
we pay every worker $1.50 for each 10 minutes task. 

Evaluation Metrics  
We evaluated use of our system on three grounds: 
Accuracy. Workers' predicted labels were compared to the 
labels in gold standard, this measure was utilized to cal-
culate their score. Accuracy is expressed as the measure 
of correct predictions rate to the errors rate, such accuracy 
is equal to 1.0 - error rate ( Sammut, et al. 2011). 
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Perceived Workload. The workers were asked to fill in a 
questionnaire on the Qualtrics platform about some de-
mographic information at the end of each task and their 
perceived workload using a standard six subjective ques-
tions of NASA-TLX (Hart and Staveland 1988). This test 
also allowed us to assess the impact of batch design on 
task difficulty. 

User Engagement. The User Engagement Scale (UES) is a 
tool that has been used in a variety of digital domains to 
quantify UE. We assess worker involvement in this study 
using a standardized short questionnaire UES (O’Brien, 
et al. 2018). 

Additionally, as part of the questionnaire, we included short 
scales questions (Rammstedt and John 2007) to collect 
personality traits information on the workers. Moreover, 
a feedback textbox was included to give the workers 
space for their opinion about the task. 

Multiple logistic regression was used to test the if any dif-
ferent demographic features relate to multiple tasking be-
havior, this is done by predicting class membership or prob-
ability of class membership for a dependent variable based 
on multiple explanatory variables (Kwak and Clayton 
2002). This has been used in our study to predict the proba-
bility of membership of each category of dependent varia-
bles (e.g., gender, age) to independent variables (e.g., task 
types, multiple tasking behavior). 
As data was not normally distributed, we used Mann-

Whitney test (MacFarland and Yates 2016) to assess if any 
significance different in the personality traits of the workers, 
engagement level and accuracy between each pair of task 
types from groups of those who  behave to do multiple tasks 
and the groups of workers who did one tasks and also be-
tween any pair of different ordering of  multiple tasking . 
The Kruskal test (McKight and Najab 2010) was used to as-
sess significant differences between the three task types on 
engagement and personality traits. 
In this paper we will focus on analysis of workers’ per-

ceived workload tasks, their engagement level and their per-
formance relating to working on multiple tasks within short 
period of time in addition to the effect of their personality 
traits in such behavior. 

Results and Discussion 
After collecting the result from the platform, we analyzed 
the outputs of the workers. Since the survey task didn’t have 
a quality control factor, we didn’t exclude workers unless 
they didn’t complete the whole document. In the classifica-
tion tasks, we rejected the worker assignments who solved 
the patch of ten labeling tasks with less than 0.3 accuracy. 
This was mentioned to the workers in the consent form 

before starting the task. Based on that, remaining workers 
data were, 139 workers out of 250 were approved in text-
based classification tasks while 169 workers out of 250 were 

approved in image-based classification task and all 250 ap-
proved in survey task study. As a result, 558 worker results 
were included in our study. Since tasks were released with 
an approximate interval of 3 minutes between each task. 
Every assignment was intended to have a duration of around 
10 minutes. Although no restriction was in place, we ana-
lyzed submissions and confirm that the workers who per-
formed multiple tasks had an average time of approximately 
3 minutes between tasks. The repeated release of tasks and 
their brief duration indicate that workers most likely con-
centrated on these activities one after another without en-
gaging in irrelevant tasks, but this cannot be fully guaran-
teed. 

The Effect of Multiple Tasking Behavior on 
Workers’ Workload, Engagement and Perfor-
mance- RQ1  
To answer RQ1, we analyze the behavior of those doing 
multiple tasks and the effect of that on performance, per-
ceived tasks load, by using different approaches. We clus-
tered the workers into groups based on whether they did a 
single or multiple tasks regardless of the selection order of 
the tasks: (image and tweet classification), (tweet classifica-
tion and survey), (image classification, survey), (all three 
tasks), and (only one task).  
To ensure that our study was adequately powered to de-

tect meaningful effects, we conducted a power analysis 
based on the sample sizes used on these clustered. Power 
analysis was performed using a medium effect size (Cohen's 
d = 0.5) and large effect size (Cohen's d = 0.8) and a signif-
icance level (α) of 0.05. Our sample sizes are as follows: 82 
participants for the Image and Tweet Classification task, 63 
participants for the Tweet Classification and Survey task, 60 
participants for the Image Classification and Analysis task, 
and 33 participants for the All Three Tasks condition. These 
results suggest that our sample sizes in the first three groups 
(82, 63, 60) provide adequate power to detect medium effect 
sizes, while the power for the group of 33 participants was 
lower but still likely to detect a large effect. While this may 
limit the robustness of the conclusions drawn from this 
group, it may provide valuable insights, especially if addi-
tional studies or larger sample sizes are included in future 
studies This power analysis supports our adequate sample 
size for most groups in our study, thus increasing the relia-
bility of our results and addressing potential concerns about 
our adequate sample size. 
As seen in Table 1, workers who did all three tasks felt 

that the tasks were more physically and temporally demand-
ing than those who did any of the pairs of tasks (F (21, 62) 
=330.5, p < 0.01) and (F (21, 62) =347.1, p < 0.01), respec-
tively. Moreover, the workers that did all three tasks re-
ported higher frustration than those who did image and tweet 
classification tasks (F (21, 32) =502.5, p=0.001), and more 
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than those who did image classification and survey (F (13, 
17) =260.5, p=0.007). Although the frustration was also 
higher than the tweet and survey task, the different was not 
statistically significant. 
The workers’ engagement level in doing only image clas-

sification task was higher than the other two individual tasks 
as shown in Figure 1. The workers’ feedback explains this, 
as they reported that they found the images interesting. We 
also combined all workers who carried out all three tasks 
and compared them to those who carried out two tasks. 
Moreover, the results show that there were statistically 

significant differences (p=0.0083) between the groups in 
terms of engagement and perceived workload. The workers 
who did (tweet & survey) tasks, were more engaged than 
those who did the (tweet & image), and those who did all 
three tasks with (F (13, 32) =330.0, p=0.001) and (F (13, 21) 
=210.5, p=0.004), respectively.  
Based on the accuracy of the workers in the two classifi-

cation tasks, see Figure 2 and Figure 3, around (20%) of 
workers who did only one classification task (in red color) 
had higher accuracy rate with average rate than those who 
participate on more than one task.  
The result indicates that the survey task has heavier task 

load, this  aligns with the outcomes of (Yang, et al. 2016), 
that some tasks, like a survey with numbers of radio buttons, 
may be difficult because of their structural complexity. As a 
result, doing other tasks in addition to survey tasks will in-
crease the perceived tasks load which in turn negatively 
impacts workers' performance (Sweller 1988), or an effect 
of sepicalization in selectinng  tasks (Mason and Watts 
2009). 

 
 

 
 
 
 
 
 
 
 

Figure 1: The Engagement level for different tasks. 

The Correlation Between Workers’ Personality 
Traits and Their Task-Workload, Performance 
and Engagement Levels. -RQ2 
The study analyzed the relationship between CS workers' 
personality traits and their task workload, performance, and 
engagement levels. The results showed as in Table 2 that, in 
tweet classification and survey tasks pair, the workers had 
higher levels of Openness with an average rate (3.85), Ex-
traversion (3.62), and Conscientiousness (4.23) compared to 
those who did all tasks or other pair of tasks. workers who 
did all three tasks exhibited elevated Neuroticism ratings, 
namely 3.0. In the task of tweet classification, there was a 
negative relationship between higher levels of Extraversion 
and accuracy, with a coefficient of -0.29 and a p-value of 
0.13. On the other hand, Agreeableness and Conscientious-
ness had slight positive effects on accuracy, with coeffi-
cients of 0.16 and 0.17, respectively, and p-values of 0.48 
and 0.44. However, these correlations were not statistically 
significant. Neuroticism had a coefficient of -0.06 with a p-
value of 0.709, indicating a negative relationship. 
 Moreover, Openness had a coefficient of 0.048 with a p-

value of 0.853, suggesting a positive relationship. However, 
neither of these relationships were statistically significant. 
In the task of classifying images, a higher level of Consci-
entiousness was found to possibly lead to an increase in ac-
curacy (coefficient = 0.3158, p = 0.160). However, higher 
Extraversion levels (coefficient = -0.2603, p = 0.199), 
Agreeableness (coefficient = 0.0586, p = 0.770), Neuroti-
cism (coefficient = -0.0662, p = 0.655), and Openness (co-
efficient = 0.1758, p = 0.437) did not showed statistically 
significant correlations with accuracy. In general, even 
though personality traits appeared to have an effect on accu-
racy, those outcomes did not attain statistically significant, 
which suggest further analyses using larger samples size or 
another analysis methods. 
For further information and based on the worker’s, per-

sonality traits, we analyze workers’ Demographic features 
for those who did multiple tasking and their correlation to 
their personality. The result showed that the male workers 
outnumbered female ones, with around (72%) male partici-
pants. The distribution of ages is similar in all tasks with the  
majority in the age group 25 to 34 (above 50%) and around 
(50%) with a university degree or higher. 
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 Sample 

Size 
 Mental 
 Demanding 

Physical 
Demanding 

Effort 
Demanding 

Performance 
Demanding 

Temporal 
Demanding 

Frustration 
Demanding 

Image & tweet tasks  82  4.03 3.66 4.47 4.94 4.19 3.50 
Tweet & survey  63  3.85 1.77 4.23 6.00 3.00 1.85 
Image & survey  60  3.59 3.59 4.12 5.24 4.06 3.47 
Three tasks  33  4.95 5.19 5.48 5.43 5.85 5.24 

Table 1: Workers’ workloads in different tasks 
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Around (70%) of the workers were employed for wages, so 
the CS platform is not their only source of income. In line 
with previous studies (e.g. (Martin, et al. 2017)), the major-
ity of workers (60%) participated from home and (50%) 
characterized themselves as having an intermediate level of 
3-4 years of experience of crowdsourcing work.  

 
 

Figure 2: The percentage of workers with a certain accu-
racy rate in the image classification task 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: The percentage of workers with a certain accu-
racy rate in the tweet classification task 

Selection Ordering of the Tasks – RQ3 
Furthermore, in the second approach of analyzing multiple 
tasking behavior and to answer the RQ3, we consider the 
ordering of the tasks’ selection for the workers who did two 
and three tasks. 

We found that there were six groups of ordering selection 
of the tasks for the workers who did two tasks which are: 

1. Image classification then survey task. 
2. Image followed then tweet classification.  
3. Survey then image classification task. 
4. Survey then tweets classification task. 
5. Tweets classification then survey task.  
6. Tweets then image classification task.  

While the groups who did all three tasks were: 
1. Survey –image classification – tweet classification. 
2. Survey– tweet classification – image classification. 
3. Tweets classification–image classification – sur-

vey. 
 There weren’t any statistically significant differences in 
engagement levels, accuracy rate, or perceived workload 
for any of the task orders. 
For the qualitative information analysis of the workers, 

feedback, Thematic analysis was used by Following a pro-
cess defined by (Clarke and Braun 2017) to explain and pre-
sent the raw data in a high constructional theme. Four major 
themes emerged from the thematic analysis of survey tasks, 
dog image categorization, tweet classification, and user 
feedback: suggestions, difficulties, time constraints, and 
positive attitude. The visually appealing dog image classifi-
cation exercise elicited positive engagement from the par-
ticipants, indicating a general enjoyment and appreciation 
for the tasks. To increase clarity and engagement in tweet 
task, crowd-workers recommend certain changes, such add-
ing more examples and also there were other noteworthy is-
sues that were observed, such as difficulties telling apart 
comparable items, which added to the task's complexity and 
confusion. Time restrictions were a major worry specifically 
in survey task, as many participants thought there wasn't 
enough time allotted, which made them feel hurried. To-
gether, these themes highlight areas where task design can 
be improved, especially in terms of clarity and time man-
agement, to enhance task efficacy and user experience. 

Overall Discussion 
The objective of our study was to investigate the influence 
of task selection strategies on worker performance, engage-
ment, and perceived burden in microtask crowdsourcing en-
vironments. Through the analysis of three frequently em-
ployed task categories, namely image classification, text 

 
Openness Extraversion Agreeableness Consciousness Neuroticism 

Image & tweet  2.96 2.81 3.33 3.36 2.67 
Tweet & survey 3.85 2.58 3.62 4.23 2.12 
Image & survey 3.50 3.21 3.62 3.50 2.47 
Three tasks 3.09 2.88 3.12 3.21 3.0 

Table 2: Workers’ personality traits in different tasks 
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classification, and surveys, we have determined that multi-
tasking typically results in increased perceived workload 
and dissatisfaction, while simultaneously diminishing en-
gagement and accuracy. These findings indicate that the 
mental effort required to switch between different types of 
jobs can lead to reduced performance and happiness among 
workers. 
The examination of personality traits indicated that attrib-

utes such as Neuroticism had a detrimental impact on task 
performance, whereas Conscientiousness and Openness 
were linked to enhanced involvement. This confirmed the 
possibility of utilizing personality traits to more effectively 
workers with tasks that correspond to their strengths, so im-
proving overall engagement and performance. 
The task order did not have an important impact on 

worker performance or engagement, indicating that the or-
ganization of activities may be less crucial than the design 
characteristics and complexity of the tasks. This discovery 
is consistent with recent progress in the field of crowdsourc-
ing tooling, namely in the advancement of context-aware 
tailored task suggestion systems (Wang, et al. 2021). 
Crowdsourcing systems can improve overall efficiency and 
satisfaction by aligning tasks with worker skills and prefer-
ences through careful consideration of task design and com-
plexity. Our findings confirmed the necessity of employing 
more advanced algorithms of task allocation that consider 
not only the complexity of tasks but also adjust to the dis-
tinctive traits of individual workers. This approach has the 
potential to enhance the effectiveness and personalization of 
crowdsourcing environments. 

Limitations and Future Work 
Additional studies on other voluntary crowdsourcing plat-
forms are needed to generalize our results regarding the ef-
fect of multiple tasks selection on worker engagement, per-
formance, and perceived workload. Publishing tasks at dif-
ferent times of the day may affect the samples of workers in 
terms of demographic characteristics, and thus influence 
other behaviors. 
These studies can also figure out if the observed results 

demonstrate a consistent bias for workers involved in com-
mercial crowdsourcing platforms. This study also poses the 
research question of how to develop crowdsourcing plat-
forms that encourage workers to engage more with single 
tasks with high accuracy rather than multiple tasks with 
lower accuracy. Further study needed to be done by publish-
ing different task types of different complexities' levels to 
study the effect of that on engagement level, performance, 
and perceived workload. 

Conclusion  
Crowdsourcing has transformed conventional employment 
paradigms by delegating jobs to a wide group of persons 
through open solicitations. This technique provides several 
benefits, including quick response times and the ability to 
access a huge sample size. These features make it extremely 
beneficial for tasks such as annotation and knowledge cap-
ture in AI research (Gadiraju, et al. 2014) . Gaining insight 
into the variables that influence worker performance and en-
gagement in this field is essential for optimizing task struc-
ture and enhancing overall results. 
This study offers valuable insights into the impact of task 

selection tactics on worker performance, engagement, and 
perceived burden in crowdsourcing contexts. Through the 
analysis of three frequently employed task categories, image 
classification, text classification, and surveys. We have de-
termined that multitasking typically results in increased per-
ceived workload and dissatisfaction, while also having a 
detrimental effect on engagement and accuracy. These find-
ings align with previous work, which found that task com-
plexity and the transition between different types of tasks 
can reduce performance and increase errors (Monsell 2003; 
Wylie and Allport 2000). 
Our analysis of personality traits revealed that character-

istics such as Neuroticism had a negative effect on task per-
formance, whereas Conscientiousness and Openness were 
associated with improved engagement. This study builds 
upon prior research by demonstrating that personality traits 
can be leveraged to match workers with tasks that line with 
their strengths, resulting in enhanced engagement and per-
formance (Kazai, et al. 2011) (Vander Shee, et al. 2020). 
Furthermore, our research discovered that the sequence in 

which tasks were carried out did not have a major effect on 
the performance or involvement of workers. This implies 
that the arrangement of tasks may be less crucial compared 
to the characteristics and intricacy of the tasks themselves. 
According to (Cai, et al. 2016), in order to improve the ef-
fectiveness of crowdsourcing, it is crucial to prioritize the 
design and complexity of tasks rather than the order in 
which they are offered. Our findings indicate that multitask-
ing can increase cognitive load and reduce accuracy, with 
personality traits playing a significant role in worker perfor-
mance. 
In conclusion, we have proposed a few CS task designs 

guideline for the requesters who have more than one task to 
be published: Publish the tasks based on your priority since 
most of the workers pick the tasks sequentially as their pub-
lished. This study is the first known attempt to investigate 
the influence of task selection techniques on worker perfor-
mance across numerous unique task types of comparable 
difficulty. 
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