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ABSTRACT

We present numerical simulations used to interpret laser-driven plasma experiments at the GSI Helmholtz Centre for Heavy Ion Research.
The mechanisms by which non-thermal particles are accelerated in astrophysical environments, e.g., the solar wind, supernova remnants, and
gamma ray bursts, is a topic of intense study. When shocks are present, the primary acceleration mechanism is believed to be first-order
Fermi, which accelerates particles as they cross a shock. Second-order Fermi acceleration can also contribute, utilizing magnetic mirrors for
particle energization. Despite this mechanism being less efficient, the ubiquity of magnetized turbulence in the universe necessitates its con-
sideration. Another acceleration mechanism is the lower-hybrid drift instability, arising from gradients of both density and magnetic field,
which produce lower-hybrid waves with an electric field that energizes particles as they cross these waves. With the combination of high-
powered laser systems and particle accelerators, it is possible to study the mechanisms behind cosmic-ray acceleration in the laboratory. In
this work, we combine experimental results and high-fidelity three-dimensional simulations to estimate the efficiency of ion acceleration in a
weakly magnetized interaction region. We validate the FLASH magneto-hydrodynamic code with experimental results and use OSIRIS parti-
cle-in-cell code to verify the initial formation of the interaction region, showing good agreement between codes and experimental results. We
find that the plasma conditions in the experiment are conducive to the lower-hybrid drift instability, yielding an increase in energy DE of
� 264 keV for 242MeV calcium ions.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0223496

I. INTRODUCTION

Cosmic rays have been studied for well over a century, and it was
only in the 1910s that we realized they came not from the Earth’s crust,
but instead bombarded the Earth’s upper atmosphere.1,2 Despite more
than a century of investigation, both the sites of acceleration3 and

plasma processes4 that generate the range of energies measured in cos-
mic rays remain open questions and, thus, topics of active research.

The energization mechanisms that are expected to operate in
astrophysical systems rely on collisionless interaction with the electric
and magnetic fields supported by the tenuous plasmas typical of these
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environments. The most widely invoked acceleration mechanism in
astrophysics is diffusive shock acceleration,5–8 an example of a first-
order Fermi mechanism. Two key requirements for such mechanisms
to occur are the ability to lift a subset of particles from the thermal gas
to energies where they decouple from the bulk flow, and a scattering
process that can sustain the acceleration and lead to the formation of a
non-thermal component, i.e., not simply a heating process. Both pro-
cesses rely on the interplay between particle transport and plasma tur-
bulence. Large-scale kinetic simulations of shocks suggest that the
diffusive shock acceleration process can be efficient under a broad
range of plasma environmental conditions.9 Moreover, satellite mea-
surements present compelling evidence for energization due to interac-
tions with whistler10 as well as lower-hybrid11 waves in the case of
electrons, or ion-cyclotron modes12 in the case of ions. These provide
possible routes to injecting particles into the shock acceleration pro-
cess. More recently, laboratory experiments and simulations of colli-
sionless shocks have shown electron and ion spectra consistent with
shock acceleration predictions.13–15

That said, particle acceleration does not occur only at shocks. The
acceleration mechanism originally proposed by Fermi16 posited that
particles are accelerated through repeated interaction with moving
magnetic field structures. In the original picture, charged particles
propagating through a magnetized medium can interact with magnetic
fields, the latter acting as mirrors changing the particle energy propor-
tional to the mirror velocity. If a mirror is moving toward a particle, it
will result in an energy increase. Conversely, if receding, the particle
gets decelerated. Unlike at shocks, where there exists a clear preferred
direction, here, the mirrors are assumed to be randomly oriented and
the resulting energy gain averaged over many interactions is thus sec-
ond order in the mirrors’ velocity.17,18 While less efficient than first-
order Fermi, the large extent of interstellar and intracluster mediums
can increase the likelihood of meaningful contributions from second-
order Fermi acceleration. Hence, it is expected to modify, rather than
dominate, the cosmic ray spectrum.19 Despite detailed theoretical stud-
ies,20,21 laboratory evidence of second-order Fermi ion acceleration has
remained elusive.

Inhomogeneous environments, which are common in astrophysi-
cal contexts, can also lead to instabilities. The lower-hybrid drift insta-
bility, which develops from misaligned gradients of density and
magnetic field, is one such example.22 When these gradients are pre-
sent, lower-hybrid waves can develop, generating electric fields that in
turn accelerate charged particles. Theoretical models have been pro-
posed to explain the hard x-ray tail emission in Cassiopeia, arguing the
lower-hybrid drift instability provides the necessary acceleration for
electrons.23 Simulations have expanded upon the quasi-linear theoreti-
cal framework,22 and have demonstrated that electrons can be self-
consistently accelerated.24 Measurements of accelerated auroral elec-
trons have been analyzed, showing lower-hybrid waves as the cause of
acceleration.25 Space probes have measured the lower-hybrid drift
instability in the magnetotail current sheet,26 showing that lower-
hybrid waves are generated at the separatrix. In the laboratory, high-
power laser experiments have demonstrated electron acceleration from
reflected ions in analogy to the solar wind interacting with a comet.27

While many acceleration mechanisms may be operating in astro-
physical environments, laboratory experiments offer the advantage of
tailoring plasma conditions to probe individual mechanisms. The
objective of this paper is to model experiments that measure ion

acceleration in a stochastic magnetized plasma at the GSI Helmholtz
Centre for Heavy Ion Research facility.28 We use a platform similar to
that fielded previously to study fluctuation dynamo,29–34 coupled with
the UNIversal Linear ACcelerator (UNILAC) of the GSI to launch
well-characterized ions through a stochastic magnetic field. Utilizing
the radiation-magneto-hydrodynamic (MHD) code FLASH, and the
particle-in-cell (PIC) code OSIRIS, we calculate the plasma conditions
along the calcium–ion flight path. From the plasma conditions
achieved, we can estimate the efficiency of the various acceleration
mechanisms and identify the dominant one. Experimental results
from a campaign were used to validate the predictive capabilities of the
FLASH code.

In Sec. II, we explain the platform employed at the GSI
Helmholtz Centre as well as the initialization of the FLASH simulation.
Section III describes the simulation results, the temporal evolution of
the plasma, plasma conditions achieved, and compares the simulated
results to the experiment results. In Sec. IV, we estimate energization
of the UNILAC ions from the plasma conditions obtained.

II. EXPERIMENTAL AND SIMULATION
CONFIGURATIONS
A. Experimental configuration

The experimental campaign was carried out at the GSI
Helmholtz Institute for Heavy Ion research in Darmstadt, Germany, to
observe ion acceleration in a stochastic magnetic field. The experimen-
tal configuration is shown in Fig. 1. Two 20lm thick, 1mm diameter
CH foils are separated by 1.95mm. These foils are machined to have a
grooved pattern on their inner surface, facing the opposing targets.
The grooves consist of ridges 10lm in height, which are 20lm wide,
with a 60lm spacing between them.

Two lasers, NHELIX (Nanosecond High Energy Laser for Ion
beam eXperiments) and PHELIX (Petawatt High-Energy Laser for
Heavy Ion EXperiments), are used to ablate two targets and form a

FIG. 1. A diagram of the experimental design fielded at the GSI Helmholtz Institute
for Heavy Ion Research. (a) A CAD rendering of target configuration, with two
grooved targets separated by 1.95mm. PHELIX and NHELIX beams, depicted in
green, impinge the inner target faces. The UNILAC ion beam, shown in red, has a
diameter of 100 lm, forming a cylinder that intersects the center of the domain
between the targets. (b) The upper target’s grooved surface, demonstrating the
10 lm tall, 20 lm wide, 60 lm spaced ridges. (c) The lower target’s grooved sur-
face demonstrates the groove offset and rotation.
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colliding plasma. The UNILAC generates Caþ18 ions with an energy of
242MeV (5.052MeV per nucleon) and spread in energy of 0.1%. The
ions are directed through the center of the experimental chamber,
between the two targets, forming a 100lm diameter, traveling into a
diamond detector on the other side of the chamber (see also Fig. 1).
An optical spectroscopy diagnostic collects light from over a path inte-
grated area with a 4.0mm diameter, encompassing the two target, to
measure electron density, electron temperature, and the RMS (root
mean square) velocity.

B. FLASH configuration

To model this experiment, we utilized the FLASH code.
FLASH35,36 is a publicly available, high-performance computing,
multi-physics, adaptive mesh refinement (AMR), finite-volume
Eulerian hydrodynamics and MHD code.37 FLASH has extensive
high-energy-density physics (HEDP) capabilities36 incorporated in
recent years, which enable it to model laser–plasma experiments.
HEDP experiments typically cannot be described by a thermal equilib-
rium between electrons, ions, and radiation. Therefore, we employ a
three-temperature (3T) description to solve the extended radiation–
MHD equations that describe our system. We also leverage other capa-
bilities in FLASH, such as laser ray-tracing, radiation diffusion, and
multi-material equation of state (EOS) and opacities. For a detailed
explanation, see Tzeferacos et al.36,38

The 3D FLASH simulations were configured to replicate the
experiments. The simulation domain extends 1.28mm in X and Y and
3.84mm in Z. The domain is resolved with � 6.3� 106 cells, with a
spacing of 10lm, which is sufficient to fully resolve the grooves,
recesses, and target thickness. Outflow boundary conditions are
employed to emulate the large experimental campaign. These bound-
ary conditions fix the gradients of the flow properties to zero, except
for the normal component of the magnetic field, which is set through
the solenoidality condition. The multi-group, flux-limited radiation
diffusion scheme uses six energy groups that range from 0.1 eV to
100keV. For heat exchange, magnetic resistivity, and electron thermal
conductivity, the Spitzer formula are used.39 The generation of the
magnetic field is modeled using a generalized Ohm’s law, which
includes the resistive and Biermann-battery terms.40,41

Two CH foils are initialized in the domain, using the parameters
from the experimental platform. To accurately model the EOS and
opacity of CH, a PROPACEOS42 table is used. The density of the
material is set to 1.04 g cm�3 and the initial temperature is set to room
temperature. The remaining computational domain is filled with He at
1:0� 10�6 g cm�3 and room temperature.

The NHELIX and PHELIX beams, each simulated using 10 000
rays, have a Gaussian radial profile with 100lm Gaussian FWHM
(full-width at half-maximum) radius of the focal spot. The PHELIX’s
laser wavelength is set to 1053 nm, while NHELIX’s is set to 1064 nm.
The beam power is described by a 3 ns ramp up, 4 ns plateau, and 3 ns
ramp down, with a plateau power of 7:85� 109 W.

III. EVOLUTION OF THE EXPERIMENT

Here, we describe the temporal evolution of the experiment as
seen in the 3D FLASH simulations. The evolution consists of three dis-
tinct phases. Phase I describes the laser ablation of the targets, which
generates two fully ionized, counterpropagating jets. Phase II begins
when the jets collide between the targets. During this phase, 1D

OSIRIS and FLASH simulations are employed to assess the impact of
kinetic effects during the formation of the interaction region, which is
the region bounded by two reverse shocks. Finally, Phase III describes
the temporal evolution and relaxation of the interaction region.

A. Phase I: Jet generation and propagation

The temporal evolution in the simulation is shown in Fig. 2. The
inner face of each target is illuminated by a single beam, absorbing laser
energy through electron free-free absorption, otherwise known as
inverse bremsstrahlung. This results in ablation of the targets, generat-
ing two expanding, supersonic, fully ionized, asymmetric jets. The
laser–target interaction generates Biermann-battery magnetic fields,43,44

which are flux-frozen into the expanding jets and advected with the jets
into the center of the domain. The jets retain a density variation, as a
result of the grooved pattern present on the target surface. The proper-
ties of the jets are summarized in Table I. Approximately, 3 ns after the
laser is turned on, the jets collide in the center of the domain. Phase I
concludes with the collision of the two jets.

B. Phase II: Collision and counterstreaming

While the two jets are well described by a Maxwellian distribu-
tion, this function cannot describe the immediately post-collision
plasma. The velocity (4:1� 107 cm s�1) and density (2:2� 1018 car-
bon ions/cm�3) at the jet front have an inter-jet carbon-ion mean free
path45 [Eq. (14.12)],

lmfp ’ 1:1
A

12 amu

� �2
2U

8:2� 107cm s�1

� �4

� nc
2:2� 1018cm�3

� ��1 Z
6

� ��4

cm; (1)

where A is the carbon-ion mass, nc is the carbon-ion density, Z is the
charge of the carbon ions, and U is the jet velocity (which is the jet’s
relative velocity). Thus, the inter-jet mean free path of the carbon ions
is significantly larger than the 1mm distance the jets can counterpro-
pagate before hitting the opposing target, giving rise to counterstream-
ing flows. While the initial plasma properties at the jet front yield
inter-jet mean free paths larger than the system size, the velocities
decrease and densities increase at later times, shortening the inter-jet
mean free path. This counterstreaming cannot be accurately modeled
in a single-fluid MHD simulation, and, therefore, we need to assess
how it affects the formation of the interaction region and how long it
will last.

To that end, we execute a 1D OSIRIS46–48 PIC simulation (which
can capture counterstreaming and kinetic effects). These 1D simula-
tions will result in a longer counterstreaming time than a 3D case, thus
giving an upper bound on the counterstreaming phase. The OSIRIS
simulation was initialized at the time when the two jets began to
merge. Two counterstreaming plasma jets, extending 12.4mm, were
initialized with spatially varying density and velocity profiles in the
28mm simulation domain. This setup ensured that the particle and
electromagnetic-field boundaries were transparent for the physical
region of interest (the central 2mm, or �1mm < z< 1mm, region).
By fine-tuning the density and velocity spatial profiles in the OSIRIS
simulation, the time-varying density and velocity profiles of the inflow-
ing plasma jets at z¼6 1mm were matched to those in the FLASH
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simulation. Within the 10ns simulation time, the inflowing jet velocity
decreases from 6� 107 to 6� 106 cms�1; the jet density increases
from 3� 1018 to 6� 1018 cm�3. The grid size of the OSIRIS simula-
tion was set to 3:9� 10�5mm, resolving the Debye length for the ini-
tial temperature. The numbers of particle-per-cell (PPC) for the three
species, namely, electron, carbon, and hydrogen, were 28, 24, and 4,
respectively. The choice of PPC numbers ensures the same numerical
weight of the charge for all particles, and thus conserves energy and
momentum for every binary collision event that is modeled by the col-
lision package49 in OSIRIS. In Fig. 3, we show a composite image of
the jet properties from the OSIRIS PIC simulation. The interpenetra-
tion is captured in Fig. 3(a), evidenced by the net positive velocity of all
particles that constitute the left jet. However, at 4 ns post-collision
[Fig. 4(b)], the interaction region has stagnated at the center of the
domain. A comparison of the density to the FLASH code [Fig. 3(c)]
shows similar interaction regions at 3 ns. Note that the particle

interpenetration is confined to the 1.5mm region in the PIC simula-
tions, indicating that the particles are bound between the 2.0mm
region between the two targets.

To build confidence in the 3D FLASH results, which cannot cap-
ture the short-lived counterstreaming phase, we compare 1D FLASH
simulations with 1D OSIRIS simulations to assess how discrepant the
plasma properties are in the interaction region. The 1D FLASH run is
initialized in an identical manner as is done in the OSIRIS simulations.
In Fig. 4, we compare the temporal evolution of the average electron
density over a 100lm region around the center of the computational
domains. Initially the electron density is higher in the FLASH calcula-
tions, as the jet is immediately stopped and cannot counterstream.
However, by 2 ns FLASH and OSIRIS predict similar densities. This
result suggests that while the two codes compute different plasma con-
ditions when the flows are counterstreaming, they quickly converge to
similar values. Comparing the size of the interaction region shows a

FIG. 2. The time history of the FLASH simulations. The top row shows the temporal evolution of the electron density, the middle row shows the temporal evolution of the elec-
tron temperature, and the bottom row shows the temporal evolution of the magnetic field. (a) Rendering of the electron density at t¼ 2 ns. In this visualization, the volume is cut
diagonally from the bottom front corner to the top back corner. The grid structure can be seen at the front of the jet as it expands toward the center of the domain. As time pro-
gresses, the jets collide in the center and the electron density increases, reaching �2:5� 1019 cm�3 (b). At later times, the beams have been turned off and the density of the
material in the center has reduced to �2:0� 1019 cm�3 (c). (d) Rendering of the electron temperature at t¼ 2 ns. The initial jets have temperatures �400 eV. As the jets
propagate and collide in the center, forming the interaction region (the region bounded by two reverse shocks), their temperature increases to over 500 eV (e). At later times,
the material has cooled down to tens of electron volts (f). (g) Rendering of the magnetic field at t¼ 2 ns. The magnetic field is generated through Biermann-battery laser–target
interaction and is advected toward the center of the domain with the plasma flow. As the magnetic field reaches the center of the domain, it is flux-compressed and increased
by �15% (h). At later times, the magnetic field strength in the interaction region is higher than in the surrounding region, but lower than what was observed at earlier times (i).
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smaller interaction region at first in the FLASH results, as expected. At
3 ns, the two simulations yield interaction regions of similar size as
well.

C. Phase III: Relaxation of the interaction region

At this stage, the density has increased in the center of the
domain resulting in a developed interaction region whose properties
are summarized in Table I. The interaction region is subsonic and
expands radially. Because the inflowing plasma jets retain the varia-
tions from the grooved pattern, their interaction results in shear and
stochastic fluctuations in the interaction region. While the plasma jets
continue to flow toward the interaction region, at 7 ns, the laser power
ramps down and turns off at 10 ns, leading to a reduction in the den-
sity, temperature, and velocity. As the simulation progresses, the
plasma temperature in the center reduces from hundreds to tens of
electron volts, while the electron density drops from 5�1019 to
2�1019 cm�3.

D. Magnetic field amplification

The laser–target interactions generate large temperature and den-
sity gradients, whose cross product gives rise to a Biermann-battery
magnetic field. There is no initial or background magnetic field. The
magnetic field is characterized by an RMS value of 165kG and is flux-
frozen into the plasma, as seen by the large magnetic Reynolds number
(>1000) in Table I. The magnetic field is advected toward the center

of the domain and undergoes some flux compression, which increases
its value to�200 kG.

Flux compression is not the only mechanism that can increase
the magnetic field strength. Given the counterstreaming, we need to
also consider the Weibel instability.50 The Weibel instability is a two-
stream instability present in nearly homogeneous plasmas with
momentum anisotropy. This instability can spontaneously generate or
amplify magnetic fields.44,51,52 Since the FLASH code does not include
the Weibel instability, we must assess if Weibel fields are relevant dur-
ing the formation of the interaction region. To that end, we follow the
work done by Ryutov et al.53,54 We solve the following dispersion rela-
tion to obtain the growth rate of the instability C:

k2 þ l
Cþ k2R
Cþ k2Vse

þ C
Cþ Vsk2

¼ k2

CðCþ Vbk2Þ þ Sk2
; (2)

where

l ¼ Amp

Zme
; R ¼ xpic

4pur
; Vse ¼

gsexpi

uc

Vb;s ¼
gb;sxpi

uc
; S ¼ c2s

u2
;

(3)

[see also Eqs. (18) and (19) in Ryutov et al.53]. A is the carbon-ion
atomic number, mp is the proton mass, Z is the charge of the carbon
ions, me is the electron mass, c is the speed of light, u is the velocity of
the jets, cs is the ion sound speed, and gb and gs are the bulk and shear
viscosities. These parameters are then modified to account for the

TABLE I. Simulated plasma properties prior to collision and post-collision.

Plasma property Formula Prior to collisiona Post-collisionb

Electron density q (cm�3) � � � 2:2� 1019 5:0� 1019

Ion density ni (cm
�3) � � � 6:7� 1018 1:4� 1019

Electron temperature Te (eV) � � � 391 584
Ion temperature Ti (eV) � � � 412 536
Average ionization Z � � � � 3.5 � 3.5
Average atomic mass A � 6.5 � 6.5
Flow velocity u (cm s�1)c � � � 4:1� 107 0:99� 107

Reynolds length L (cm)d � � � 0.1 0.008
RMS magnetic field B (G) � � � 3:8� 104 1:8� 105

Coulomb logarithm logK
23:5� logðn1=2e T�5=4

e Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10�5 þ ðlogðTeÞ � 2Þ2

16

r
8.35 7.2

Sound speed Cs (cm s�1) 9:80� 105 ðZTeþð5=3ÞTiÞ1=2
A1=2

1:2� 107 1:3� 107

Mach number M u=cs 3.41 0.76
Fluid Reynolds number Re

uL=� � ¼ 1:92� 1019
T5=2
i

A1=2Z4ni logK

 !
46,174 205

Magnetic Reynolds number Rm
uL=g g ¼ 3:2� 105

Z logK

T3=2
e

 !
2,544 36

Magnetic Prandtl number Pm Rm=Re 0.055 0.18

aProperties in the individual jets before collision.
bProperties in the interaction region 10 ns post-collision.
cPrior to collision the flow velocity is the bulk flow, while post-collision RMS velocity is used.
dPrior to collision, half of the distance between targets is used, while after collision, the ridge þ well width is used.
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addition of hydrogen, following the treatment in Sec. IV (in Ryutov
et al.53) yielding

c2s ¼
5Tið1þ aÞ

3mpðAZ þ aAHÞ ; (4)

x2
pi ¼ x2

pe
meðZ þ aÞ

mpðAZ þ aAHÞ ; (5)

gH
gZ

’ cHZ
2

ffiffiffiffiffiffiffi
AH

AZ

r
; (6)

FIG. 3. Time history of the velocity–density map of carbon ions in the OSIRIS
PIC simulations, with the solid line representing the density of the left jet and the
dotted-dashed line representing the right. (a) The velocity–density map at
t¼ 1 ns. The net positive velocity of the particles past the center of the simulation
represent the counterstreaming particles of the left jet penetrating the right.
While this counterstreaming is initially present, it reduces with time and has fully
ended by 4 ns, as the particles stagnate in the center of the domain, shown
in panel (b). To compare the formation of the interaction region, we show an
overlay of the FLASH 1D carbon density with the OSIRIS 1D results at 3.0 ns in
panel (c).

FIG. 4. Comparison of the 1D FLASH (solid line) and OSIRIS (dashed line) simu-
lated properties in the interaction region. The electron density in (a) is averaged
over a 100 lm region in the center of the domain. While both simulations are ini-
tialized with identical jet parameters, the FLASH calculation initially predicts
higher densities that the OSIRIS calculation. As more material accumulates in
the center of the domain, the OSIRIS particles stop counterstreaming and accu-
mulate, resulting in a similar value to the FLASH results. Similarly, the plot of the
interaction regions width in (b) shows that the interaction width predicted by
FLASH is initially smaller, but at ’ 3 ns, the widths match between FLASH and
OSIRIS simulations.
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where a is the number of heavy ions per hydrogen ions, AH and AZ

are the atomic masses of hydrogen ions and carbon ions, respectively,
and xpe is the electron plasma frequency. With these considerations,
we calculate the e-folding time to be �6:7 ns. Given the counter-
streaming only occurs for 3 ns in the OSIRIS simulations, the Weibel
instability cannot make meaningful contributions to the magnetic field.
Therefore, the magnetic field in the interaction region primarily origi-
nates from the advected Biermann-battery magnetic field, and not
other processes.

E. Validation of plasma properties

We leverage the ongoing experimental campaign to validate the
FLASH simulation with optical spectroscopy data. To provide electron
density, electron temperature, and a RMS velocity, an optical spectros-
copy diagnostic was employed, gathering data over a path integrated
area with a 4.0mm diameter, encompassing the two targets. From this
large collection region, a feature in the emitted light, near 470lm, was
fit using PrismSPECT,55 providing temperature, electron density, and
RMS velocity measurements. This peak in the spectra was the only
consistent feature across the experimental data and was therefore the
one used for the fitting procedure. The error bars on the values were
calculated using the 100 best data fits. The uncertainty of the timing of
the optical spectroscopy and the fitting procedure only gives approxi-
mate values. We therefore present individual values for each plasma
property from the experiment, which are representative of the condi-
tions from 15 to 25 ns, shown in Table II under the “Experiment” col-
umn. To directly compare experimental and simulation data, we
average the FLASH results over a 1.28� 1.28� 3.84mm3 region (the
entire simulation domain), masking for the unablated target. These
values are then averaged from 15 to 25 ns, which corresponds to the
experimental temporal window when the optical spectroscopy mea-
surement occurred.

The experimental plasma properties and values calculated in the
FLASH simulation (under the “Large Volume” column) are shown in
Table II. The simulated electron density is within the error bars of the
experiment, in good agreement with the spectroscopic data. The ion
temperature is somewhat higher than in the experiment, which is due
to the lack of the initial counterstreaming in the FLASH simulations,
resulting in higher temperature when the two jets collide. This is also
why the RMS velocity is somewhat lower in the FLASH simulations, as

more kinetic energy is converted into thermal energy than in the
experiment.

The comparison of the FLASH calculations and the experimental
results shows agreement over a large volume, but the values of interest
for energization are those along the calcium–ion flight path.
Employing the FLASH simulations allows us to obtain the plasma con-
ditions and magnetic field of the calcium–ion flight path. Both are
required to estimate the ion acceleration and both are different
between the large volume and the flight path. Since the FLASH calcula-
tions include the magnetic field generation terms and, as shown in Sec.
III, the Weibel instability is not expected to affect the magnetic field in
the interaction region, we can utilize the properties in the flight path
(Table II) to estimate the energization of the calcium ions.

IV. ION ACCELERATION
A. Plasma properties in the ion path

The plasma properties, through a 100lm diameter and a
1280lm long cylinder, were calculated, i.e., the calcium–ion flight
path. This cylindrical region is in the center of the domain, parallel to
the two targets, and the results of averaging over this volume are
shown in Fig. 5 (dashed line). As expected, the ions travel through
higher densities and temperatures than those measured in the large
volume (solid line) region. Conversely, the RMS velocity is lower in the
calcium–ion flight path because it does not include the inflowing mate-
rial. The reduced RMS velocities and increased electron temperature
and electron density highlight the need for the FLASH simulations,
which show that there is a substantial difference between the large vol-
ume and the calcium–ion flight path and will allow a more accurate
estimation of particle energization. We calculate the magnetic field in
the calcium–ion flight path, finding that it peaks at the 10 ns mark,
with a value of 200 kG, dropping to �80 kG by the 15 ns mark, and
reduces �50kG by the 30 ns mark. The calculated plasma properties
in the calcium–ion flight path are shown in Table II.

B. Acceleration estimates

The ion beam is not simulated in this work. The reason is two-
fold, FLASH cannot accurately capture the plasma and ion–beam
interaction and the computational cost associated with running this
form of simulation in OSIRIS is prohibitive. Instead scaling laws are
used to estimate the particle energization.

TABLE II. Simulated plasma properties in the calcium–ion flight path, large volume, and experimental data. The calcium–ion flight path data are used to estimate the
energization.

Plasma property Calcium–ion flight path Large volume Experiment

Electron density q (cm�3) 2.2� 1019 2.1� 1019 1.96 0.2� 1019

Ion temperature Ti (eV) 96 55 42.16 3.1
Velocity urms (cm s�1) 7.0� 106 8.1� 106 18.16 2.9� 106

Magnetic field B (G) 6:0� 104 3:5� 104 � � �
Ion path length L (cm) 0.4 0.4 � � �
Correlation length ‘b (cm) 0.013 � � � � � �
Electron plasma frequency (s�1) 2.6� 1014 2.5� 1014 2.5� 1014

Electron gyrofrequency (s�1) 1.1� 1012 8.8� 1011 � � �
Ion plasma frequency (s�1) 4.5� 1012 4.4� 1012 4.2� 1012
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From the late-time plasma conditions that FLASH predicts in the
calcium–ion path, we estimate the expected acceleration from first-
order and second-order Fermi mechanism, as well as the lower-hybrid
drift instability. The time frame of interest is 15–25ns, i.e., after the
interaction region has relaxed to the plasma conditions, also seen in
the experiment. These times were chosen as this corresponds to when
the ion bunches were launched through the domain in the experiment
and is also when the FLASH results match the experiment. To mirror
the experimental results, we average the plasma parameters from 15 to
25ns in the calcium–ion flight path and display them in Table II under
the “Calcium–Ion Flight Path” column.

The first-order Fermi mechanism relies on shocks. Since the
interaction region is subsonic, and the reverse shocks are outside the
calcium–ion path, this mechanism is not expected to contribute to ion
acceleration. However, second-order Fermi and lower-hybrid drift can
contribute, so we examine each separately.

1. Second-order Fermi acceleration

Second-order Fermi acceleration relies on interactions of particles
with magnetic mirrors. In our experiment, this translates to a diffusive
acceleration of the calcium ions through magnetic fluctuations [see
Figs. 2(g)–2(i)]. To calculate the energy diffusion, we follow a similar
calculation by Chen et al.21,31,56,57 The energy change from a single
deflection by the magnetic field is

dE � ZceurmsBrms‘b
c

; (7)

where Zce is the calcium–ion charge, ‘b is the correlation length of the
magnetic field,30 c is the speed of light, and urms and Brms are the RMS
velocity and magnetic field, respectively. As the charged calcium ions
traverse the interaction region, they undergo a number of such deflec-
tions, which results in a diffusion. The resulting change in energy is

DE � ZceurmsBrms‘b
ffiffiffiffiffiffi
N0

p
c

; (8)

where N0 is the number of deflections. This can be approximated as
N0 � L=‘b, where L is the distance the calcium ions travel through.
The collisional mean free path of the calcium ions is lmfp � 1:7� 104

cm, showing that collisions are not the dominant interactions these
particles experience. With this estimate, we find

DE � 9:7
Zc

18

� �
urms

7:0� 106cm s�1

� �

� Brms

60 kG

� �
L‘b

0:0052 cm2

� �0:5

keV: (9)

Using the plasma conditions and magnetic field obtained from the
FLASH simulations, we estimate the energization the calcium ions
would experience to be DE � 9.7 keV. Comparing this value to the 0.1%
(or 240 keV) energy spread in the generated ions shows that this mecha-
nism will not result in an observable change to the energy spectrum.

2. Lower-hybrid drift instability

The lower-hybrid drift instability is a kinetic instability that gen-
erates kinetic waves in a magnetized plasma when there exist gradients

FIG. 5. Simulated plasma properties as functions of time. The simulated plasma
properties are averaged over a 1280� 1280� 3840 lm3 volume (solid line), and
the calcium–ion flight path properties are averaged over a 100 lm diameter
� 1280 lm long cylinder (dashed line). The large volume average excludes the tar-
get, using a temperature threshold, but results in an over-inclusion of material ini-
tially. (a) Electron density of the simulated plasma over the large volume and small
cylinder. For the duration of the simulation, these two values remain similar. (b)
RMS velocity of the simulated plasma. The large volume velocity is initially signifi-
cantly larger as it includes the jets flowing into the interaction region. After the lasers
turn off, the solid and dashed lines converge. (c) Electron temperature of the simu-
lated plasma. Initially, the calcium–ion flight path yields significantly higher tempera-
tures, but as the lasers turn off, the temperature begins to drop.
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of density and magnetic field.22,58 These lower-hybrid waves induce an
electric field that can accelerate particles. It develops with a growth rate
of

c ¼
ffiffiffiffiffi
2p

p

8
vd
vi

2
xLH ¼ 3:4� 1010s�1; (10)

where vd is the drift velocity, vi is the ion velocity, and xLH is the
lower-hybrid frequency. The change in velocity of non-resonant
charged particles through a weakly turbulent medium susceptible to
this instability can be modeled as a diffusion problem, with the follow-
ing coefficient:25,59,60

D? ¼ 2
Z2
c

A2
c

x2
pi

Dx
W
nT

c2s : (11)

Here, Zc and Ac are the charge and atomic number of the beam ions,
xpi is the ion plasma frequency, Dx is the bandwidth of the lower-
hybrid turbulence (1% of the lower-hybrid frequency was used), W is
the wave energy density, nT is the plasma pressure, and cs is the sound
speed. The ratio of electrostatic wave energy density to thermal energy
at saturation becomes58

W
nT

� 0:05 1þ x2
pe

x2
ce

 !�1

; (12)

where xpe is the electron plasma frequency, and xce is the electron
gyrofrequency. Using the relation25 that D? ¼ jDvj2=s, the change in
velocity becomes

jDvj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
Z2
c

A2
c

x2
pi

Dx
W
nT

c2s
L
vi

s

¼ 1:7� 106
Zc

18

� �
Ac

48amu

� ��1 xpi

4:5� 1012 s�1

� �

� Dx
4:4� 1010 s�1

� ��0:5
W
nT

8:0� 10�7

0
@

1
A0:5

cs
9:0� 106cms�1

� �

� L
0:4 cm

� �0:5
vi

3:1� 109cms�1

� ��0:5

cms�1; (13)

where L is the length that the calcium ions traverse, and vi is the cal-
cium ion velocity. Using the parameters from Table II yields energiza-
tions of DE of 264keV. This corresponds to a � 0:11% change in
energy, which is larger than the calcium ion thermal spread and can be
resolved by the available time-of-flight diagnostics.

V. SUMMARY

In this paper, we have shown results of FLASH simulations of a
laser-driven experimental campaign at the GSI Helmholtz Institute for
Heavy Ion Research, which aims to observe ion acceleration in sto-
chastic magnetic fields. The laser ablation of two targets generates
weakly magnetized supersonic jets, which form an interaction region
at the center of the chamber. The magnetic field originates from the
propagation of the Biermann-battery generated magnetic field from
the laser–target interaction. While the Weibel instability may appear in
the interaction region during the counterstreaming phase, we found

that its growth rate is too small to have an appreciable effect on the
magnetic field.

We validated the simulation results with optical spectroscopy
from the experiments and then used the validated FLASH simulations
to infer the plasma properties on the calcium–ion flight path. Using
the plasma properties calculated using FLASH, we estimated the ener-
gization due to second-order Fermi acceleration and lower-hybrid drift
instability that would be expected in this experiment. While second-
order Fermi acceleration might be acting on the ions, the effect will not
be observable. Conversely, the electric field from the lower-hybrid drift
instability was found to have a more appreciable effect on the ion
energy. The latter is expected to result in energy gains of
DE � 264 keV, which can be resolved by the time-of-flight diagnostics
at the GSI.
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