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Abstract

Generative Artificial Intelligence use by students completing assess-
ments has been an area of concern for academics. Some educators
believe such use will undermine all assessment, while others think
it has the potential to revolutionise assessments. This has resulted
in some institutions and educators adopting various approaches to
control the use of Generative Artificial Intelligence However, much
of this is taking place without fully appreciating how students are
already making use of such tools. In this paper a practice where
an existing assessment is presented with the addition that students
are not prevented from using Generative Artificial Intelligence but
must declare and explain such use. These declarations and explana-
tions are considered to better understand how students approached
the assessment and how it could be refined in future.
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1 Introduction

The prevalence of Generative Artificial Intelligence tools and ser-
vices has grown in recent years. This has had an impact in higher
education, where educators and institutions have scrambled to ad-
just teaching and assessment. Adjustments include the regulation
of use through the creation of policies [14]. In Computing Science
(CS), Generative Artificial Intelligence tools can readily generate
working source code, particularly code which is less complex [12].
There is evidence students feel the use of such tools should be
limited [9]. However there is limited insight into how students cur-
rently make use of these tools. This paper presents the adaptation
of an assessment which requires students to declare the use of,
and an explanation of how such tools were used. The declarations
are analysed to establish themes which reflect use of Generative
Artificial Intelligence in assessment in a single context.

The expectation is that by understanding how learners are mak-
ing use of these tools in existing CS assessments that are not focused
on programming, educators will be better able to make informed
decisions around re-design of practice and assessment [13]. The
contributions of the present paper are:

e Reported experience of requesting students to declare and
explain use of Generative Artificial Intelligence in an existing
CS assessment.

e Reported experience of themes that emerged from consider-
ation of explanations in the context of a single course in a
single institution.

The aim is that by disseminating the practice of considering dec-
larations and explanations, educators may reflect and continually
refine their assessment in response to the use of tools and services
to tackle assessments.

2 Background

The challenge Generative Artificial Intelligence presents for CS
assessment in higher education is evident [3, 17]. Programming
exercises which were previously useful exercises for students to
complete from scratch for assessment purposes can now be ad-
dressed in-part using Generative Artificial Intelligence services
and tools [4]. Additionally, whilst not perfect, Generative Artifi-
cial Intelligence is also able to complete modeling tasks such as
the generation of UML diagrams [3]. It seems inevitable that these
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services and tools will continue to improve, and it will become in-
creasingly challenging to continue with existing practice in higher
education CS programmes. Stone outlines a scoping review into the
impact and use of generative artificial intelligence in learning and
assessing introductory programming [21]. Stone argues that the
potential of generative artificial intelligence in excelling education
is significant, if it can be harnessed effectively by educators and
learners but that it requires more research.

JISC presents three general approaches to manage this shift:
avoid, outrun or adapt [23]. If aiming to avoid the use of Generative
Artificial Intelligence by students in an assessment one must return
to assessments in controlled environments with no access to such
resources. This is an appropriate choice where we must be certain
students are able to demonstrate this knowledge and application
thereof without access to external resources. This can be referred
to as ‘zero latency’ knowledge, e.g. medical professionals in an
emergency situation must triage effectively and rapidly without
reviewing references. This option is arguably unrealistic for many
assessments given resource constraints and assumes controlled
environments can be consistently controlled to a level which com-
pletely stops such use. In practice, students may potentially find
ways around such restrictions. Additionally, given many organisa-
tions incorporate Generative Artificial Intelligence tools, it is not
unreasonable to expect students will be asked to work with them
in future roles.

To outrun Generative Artificial Intelligence requires assessments
to be re-designed to ensure that such systems cannot competently
complete them. In this approach, one may look to incorporate el-
ements which are less easily replicated by Generative Artificial
Intelligence, such as embedding personal reflection, assessment of
the process, and incorporating real world contexts and higher order
skills [1, 11]. For example, Williams evaluated the performance
across university biomedical essay type questions using three dif-
ferent Generative Artificial Intelligence tools (ChatGPT [18], Bard
[7], and Bing[15]) and using different levels of study (1st year, 2nd
year, 3rd year, postgraduate). The authors found that accuracy was
generally high, with ChatGPT performing best across all tools, but
performing least well at postgraduate level. However, Bing and Bard
performed better at postgraduate level, indicating some variability
between tools [24].

The final option proposed by JISC is to adapt where educators
accept Generative Artificial Intelligence and incorporate this into
assessments, e.g. using Generative Artificial Intelligence to generate
a security policy and critiquing the output. Generative Artificial
Intelligence has the potential to stimulate student learning [2, 10].
Another approach could be to ask students to declare and explain
their use of Generative Artificial Intelligence and focus marking
criteria on the process. For example, a programming project which
does not assess the code itself, but instead the process of generating
the code. Tang et al. argues that being transparent, declaring the
use of Generative Artificial Intelligence is crucial in maintaining
the credibility of a discipline and its instruments [22]. Similarly,
Overono and Ditta argues that requiring students to declare use
of such services will also prepare them to not only communicate
ethically about their use, but also serve as an opportunity to prompt
articulation of how output has been evaluated [19]. Consequently,
there could be considerable value to educators and learners in
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requiring them to declare and explain use of Generative Artificial
Intelligence.

Beyond the aforementioned approaches, there are other factors
to consider. If educators embrace Generative Artificial Intelligence
and expect it to be used by students, educators and institutions
may unintentionally introduce inequalities. For example, better
Generative Artificial Intelligence options are presently available for
those able and willing to pay. This model could result in a stronger
assessment submission, but is unlikely to be an option which all
students are able to use [25]. Additionally, where students work as
part of a team in an assessment which prohibits use of Generative
Artificial Intelligence, we may face additional challenges of some
team members using it without the knowledge of their teammates.
It is clear there is much to consider when reflecting on assessment
in the context of Generative Artificial Intelligence, but at present
there is limited information on how students use such tools and
services with existing assessments.

To better understand how students use generative Generative
Artificial Intelligence in an existing assessment, this paper presents
the practice of adjusting an existing assessment to require students
to declare and explain their use of Generative Artificial Intelligence
tools, provides a reflection on the reported use by students, and
considers how this might inform assessment design in future.

3 Context

The context for the assessment was a course delivered in the final
year of a three-year undergraduate program in computing science.
The undergraduate program is delivered on an ongoing basis by
the University of Glasgow as part of a transnational education
partnership with the Singapore Institute of Technology. The course
was focused on Forensics and considered theoretical and applied
aspects of the topic. The course is delivered intensively in a block
mode with assessments due on the final day of the block. A total of
more than 140 undergraduate students were enrolled in the course.
The students are typically from Singapore and the surrounding
region. It is expected that many of the students speak multiple
languages, with English as their first language, but this will not be
the case for all students. The degree programme and comprising
courses are delivered in English.

4 Assessment Design

The coursework comprised of two team assessments. Students were
required to self-organised into an assessment team that comprised
of no less than 3 members and no more than 4 members to complete
both assessments.

The first assessment required teams to create a digital investi-
gation process tailored for a fictional healthcare organisation that
had suffered multiple data breaches. The teams were also expected
to address other key challenges within the context including in-
creasing data volume with investigation, privacy and legal issues as
well as unpredictable and emerging threats due to rapidly changing
technologies and patient behavior. In development of the processes,
teams were required to take into account existing processes, case
studies, legal concerns, and future challenges. The final digital in-
vestigation process must be justified with research and presented
in a written report for a non-technical audience.



Generative Artificial Intelligence and Assessment

The second assessment required teams to evaluate a previously
conducted investigation at a fictional organisation. The investi-
gation considered the actions of a former employee that utilised
steganography to exfiltrate data out of the organisation to evade
security procedures. Teams had to critique the actions of the inves-
tigators as well as consider adherence to guidelines, best practice as
well as ethical and legal concerns. This was then assessed through
a 10-minute video presentation.

5 Declaration and Explanation of Generative
Artificial Intelligence

Teams were required to declare and explain any use of Generative
Artificial Intelligence in both coursework assignments. The dec-
laration had to cover both assignments and had to be included in
the appendix of the first assessment submission. The declaration
approach broadly followed the approach recommended and used
by Monash University [16]. Monash University provide guidelines
to students that support them in being transparent about their use
of Generative Artificial Intelligence. It requires students to explain
the solutions employed as well as the rationale for employing them.
It also requires students to document their interactions, in terms of
the iterations as well as prompts used. Students are also required to
describe the output received from tools and the changes they made
to their work based on the feedback received from the tools they
employed. In the present context, a similar approach was adopted.
Teams were advised for each interaction with a Generative Arti-
ficial Intelligence solution they should (a) declare the system, (b)
provide a rationale or explanation for using it, (c) the instruction
issued to it and then the (d) output received. The class was advised
the approach was modeled on that adopted at Monash University
and provided a link to resources at the institution.

6 Lessons Learned

The more than 140 students formed 37 teams, comprising of either 3
or 4 members. There was 74 submissions in total, 2 submissions from
each team for each assessment. 29 teams declared and explained
use of Generative Artificial Intelligence for their coursework. 8
teams did not declare use of Generative Artificial Intelligence and
the assumption is that those 8 teams (approximately 32 students)
did not use Generative Artificial Intelligence in attempting the
assignments.

The Generative Artificial Intelligence tools declared in descend-
ing order of popularity were: ChatGPT[18], Grammarly[8], Phind[20]
Google Gemini[6] and Github Co-Pilot [5]. ChatGPT was the most
popular service among teams, being declared by most of them. A
single team reported use of Github Co-Pilot and this was to produce
TeX source for their written submission. It should be noted their
was no specific template for the written submissions and teams
were permitted to submit Microsoft Word or PDF format. It is inter-
esting to note that teams did not use one tool exclusively as some
teams reported using multiple tools indicating students may have
identified some tools are more useful for a specific task than others.

The details of use and the prompts provided were reviewed
to identify common themes. A total of 4 themes were identified:
Written Quality, Research Assistance and Knowledge Building, Le-
gal, Privacy, and Ethical Concerns as well as Presentation and Script
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Creation. These 4 themes are considered in turn in the following
sections. Additionally, we also include a further section, Assess-
ment and Feedback, which does not represent a theme but was of
particular interest and was reported by a single team.

6.0.1  Written Quality. . A number of teams reported using tools to
improve the written quality of their submission, a prompt reported
by P3, “Improve the written language and readability” is representa-
tive of many prompts reported by teams. Teams also reported using
the tools to effectively produce parts of the written submission, P21
prompt: “Help me to write these pointers into paragraphs”.

Teams also declared more explicit content creation of written
reports, P4 declared the prompt “Summarise the detailed explana-
tions of digital forensic investigation models into one short paragraph
each”, P8 declared: “Summarise the healthcare sector’s privacy, legal,
and future challenges”. These prompts are just some of the exam-
ples from teams that declared using tools to perform parts of the
assessment.

Many teams declared prompts to tackle specific elements of the
assessment, e.g. P21 declared “Help me to improve the Ciardhuain
model section’s paragraphs in the report” and P19 stated “Help me to
improve the Casey model section’s paragraphs in the report”. Teams
also used the tools to consider the accuracy of formatting and
citation of written submissions. Teams were recommended to use
the ACM format, but this was not a requirement. Any published
and accepted citation format was permissible as long as it was
used consistently and accurately. P17 declared the prompt was
representative of most teams, “Are my citations correctly cited in
ACM format?”.

6.0.2 Research Assistance and Knowledge Building. Teams also de-
clared use of tools to try and understand and comprehend aspects
of the problem they has been set. P1 declared the prompt “Could
you explain the use of digital investigation models in the healthcare
industry?” and “What are some ways existing digital investigation
models can be improved?” as well as “What makes an investigation
forensically sound?”. There was also examples of teams declare the
use of tools to inspire and spark creatively, P10 declared the prompt
“Can you provide some ideas on how I can create a novel digital forensic
investigation model?”.

6.0.3 Legal, Privacy, and Ethical Concerns. Teams were also asked
to consider legal, privacy and ethical concerns as part of the assign-
ments. Teams declared use of tools to inspire tackling the require-
ment. For example P3 declared “Ideas for privacy, legal, and future
challenges in healthcare digital forensics” and P6 declared “Could
you name me some privacy and legal considerations?” whilst P13
stated “Summarize privacy, legal, and future challenges in digital
forensic investigations”.

6.0.4  Presentation and Script Creation. Some teams reported use of
the tools to generate content, in particular for the presentation e.g.
P18 declared “Based on the information above, generate a 2-minute
presentation script”. Teams also used tools to improve the overall
quality of the submitted artefacts with some teams using tools to
refine the quality of slides e.g. P14 declared the prompt “Help me
improve the quality of slides, in terms of language and terms used”.
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6.0.5 Assessment and Feedback. Whilst not a theme or common
prompt, one team reported the use of the tools to assess and provide
feedback on the quality of the work which was of interest. P20
declared ‘Ts this section worthy of an A based on the rubrics given to
you in the image attached?”. The team stated this was not to assess
the work, but to gain insight into how to improve the written quality
of the submission.

7 Discussion and Conclusions

The present paper has presented a review of students declarations
and explanations of how they used Generative Artificial Intelligence
tools on assessments for a single course. We identified four broad
themes in how students are currently using these tools and ser-
vices for existing assessments. Whilst some may come as no great
surprise, such as to improve written quality, others perhaps less
so. It was evident that many teams used the tools as an assistant -
software they could have a conversation with which would aid their
understanding of some of the key components of the assessment
such as privacy and ethical concerns in the given problem domain.
It appears Generative Artificial Intelligence was a starting point for
students to consider how to approach the assessment rather than a
shortcut to a solution.

There are many limitations in interpreting the experience of the
practice presented, notably that this was carried out in a single
course which is run in a block mode of teaching in single institu-
tion. The important aspect of this particular reported experience
is that the educators learned something about how students were
tackling their assessment, that they would not have known pre-
viously. Interpretation of declarations and explanations supports
the educators in refining the assessment, not to make it resilient to
generative artificial intelligence tools and services, but to ensure
that the assessment is assessing what the setter intended.

If we consider consumer-level generative artificial intelligence
tools and services at present we could liken it to use of calculator
in an assessment. There are some assessments, specifically exams,
where no calculators are permitted and then there are other assess-
ments where can make it explicit that no calculators are permitted
or we except some learners may use them. As many of the same
questions are relevant in such an analogy, for example some stu-
dents can afford more sophisticated calculators, some know how to
use them more effectively etc.

For the time being, what most educators in computing science
outside the realm of programming may want to consider asking
learners to declare and explain use of such services and tools. The
benefit for the learner is they can actually reflect and evaluate the
output they are considering and what value they as individuals are
bringing to the assessment. Similarly, the educator can reflect on
the value of the assessment in terms of how it is motivating the
learner to achieve the intended aims of the assessment.
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