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Abstract — In high-dose radiological environments, where precision and safety are of utmost importance, the 
ability to acquire accurate and clear visual information is of paramount importance for ensuring safety and 
reliability in critical industrial processes. However, these environments inherently introduce significant chal
lenges due to the adverse effects of radiation on imaging equipment. As a consequence, inspection videos 
captured within such high-radiation environments often contain a significant amount of noise. This noise 
substantially complicates the task of identifying and assessing potential defects in vital components. It also 
diverts attention and resources toward investigating false positives created by noise, leading to inefficiencies, and 
for industrial processes on the critical path, this can further prolong the outage. Addressing this noise is essential 
not only for precision, but also for ensuring safety, reliability, and efficiency in critical industrial processes.

In this paper, we present a custom-designed filter utilizing a priori information about camera position 
and trajectory to remove the noise from the inspection videos, making the defects easier to manually 
identify. As the camera movement is in one direction at a constant speed, the proposed approach uses this 
temporal and spatial information to accurately remove the noise. This approach applies to a subset of visual 
inspection problems throughout the nuclear industry, as well as many other industries where there is 
knowledge available about the camera speed and direction of travel. The proposed approach is compared 
with three accepted/well-known approaches, median filtering, bilateral filtering, and fast nonlocal means 
denoising, and an additional state-of-the-art deep learning model is also used for comparison. It was found 
that the proposed approach produces the most accurate video denoising in terms of visual quality and the 
retainment of the defect features throughout the videos tested.

Keywords — Video denoising, image processing, in-core reactor inspections, MCR pressure tube  
replacements, nuclear power plant. 

Note — Some figures may be in color only in the electronic version.

I. INTRODUCTION

Visual inspection plays a crucial role in the field of 
nuclear power, enabling the examination and assessment of 
various components, systems, and structures within nuclear 
facilities.[1] While various inspection techniques exist, 
including in situ visual inspections, remote boroscopic 
inspections,[2] and robotically deployed inspections,[3] 

they all face a common challenge: radiation-induced noise 
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in imaging equipment. This noise significantly complicates 
the identification and assessment of potential defects in 
critical components,[4] often leading to false positives and 
inefficiencies in industrial processes. The ability to acquire 
clear, accurate visual information in these high-radiation 
environments is essential to ensuring the safety, reliability, 
and efficiency of nuclear facilities.

In the majority of inspection applications, the collected 
visual data are analyzed and used to assess the condition of 
nuclear components, identify defects, plan maintenance or 
repair activities, and ensure the safe and reliable operation 
of nuclear facilities. These inspections contribute to the 
overall safety, efficiency, and regulatory compliance of 
nuclear facilities by providing vital information for decision 
making and preventive maintenance. Inspecting the inside 
of a nuclear reactor core with any type of camera is challen
ging due to the high-dose radiological environment. This 
can lead to artifacts, distortions, and fluctuating brightness 
in the videos, making it difficult to obtain clear and reliable 
images. Over time, radiation-induced damage to camera 
components can further degrade image quality.[5] To 
address these challenges, specialized cameras and shielding 
techniques have been developed to mitigate the impact of 
radiation noise and provide clearer images for analysis 
while ensuring the safety of operators and equipment in 
this extreme environment.[6]

In this work, we present and evaluate a novel denois
ing technique developed for real-world data in high-dose 
radiological environments, where acquiring accurate and 
clear visual information is crucial to ensuring safety and 
reliability in critical industrial processes. The primary 
contributions of this paper include the development of 
a custom-designed filter that utilizes a priori information 
about camera position and trajectory to remove noise 
from inspection videos, making defects easier to manu
ally identify. This approach is particularly valuable in 
nuclear and other industries where camera speed and 
direction of travel are known.

Our method addresses the significant challenges 
posed by radiation-induced noise in imaging equipment, 
which often leads to complications in identifying poten
tial defects in vital components and can result in ineffi
ciencies due to false positives. The proposed technique 
leverages temporal and spatial information, taking advan
tage of the camera’s constant speed and unidirectional 
movement to accurately remove noise. We provide 
a comprehensive evaluation and benchmarking of our 
approach against three well-established methods: median 
filtering, bilateral filtering, and fast nonlocal means 
denoising (FNLM), as well as a state-of-the-art deep 
learning model.

Our analysis demonstrates that the proposed method 
outperforms existing techniques in terms of visual quality 
and retention of defect features across various test videos. 
Section II provides essential background on video denois
ing techniques that are crucial for understanding existing 
methodologies. The proposed approach is introduced in 
Sec. III, followed by its evaluation and benchmarking in 
Sec. IV. Section V concludes the paper and outlines 
directions for future work.

II. BACKGROUND

II.A. Video Denoising

In digital image processing, images often contain 
unwanted noise that can significantly degrade the quality of 
the image. Noise can appear as random variations in pixel 
values, resulting from factors such as sensor limitations, 
transmission errors, or environmental conditions.[7,8] The 
primary goal of video denoising is to reduce or eliminate 
noise and unwanted artifacts that may degrade the visual 
quality of the videos. Video denoising in certain scenarios 
can be challenging due to various factors. One of the primary 
challenges arises from the diverse nature of the noise itself, 
which can manifest in different forms, such as Gaussian 
noise, salt-and-pepper noise, or even more complex 
patterns.[8]

Each type of noise may require specialized techniques 
for effective removal, making it challenging to develop 
a universal denoising solution. Spatial filtering techniques 
are an important part of video denoising approaches.[7] 

These methods operate on individual frames independently 
and aim to attenuate noise while preserving important 
details. Temporal filtering techniques, on the other hand, 
leverage the temporal coherence present in a video 
sequence.[7] They utilize information across multiple frames 
to enhance denoising performance. Additionally, machine 
learning–based approaches, such as deep neural networks, 
have demonstrated significant potential in video denoising 
by learning complex mappings between noisy and clean 
video data sets.[8]

In this section, three well-known conventional methods, 
median filtering, bilateral filtering and FNLM, are briefly 
introduced along with a state-of-the-art deep learning–based 
approach, all of them used for performance comparison.

II.A.1. Median Filtering

Median filtering is a widely used technique in video 
denoising[9,10] that aims to reduce noise and enhance the 
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visual quality of video sequences. Similar to its applica
tion in image processing, median filtering in video 
denoising involves replacing each pixel value in 
a videoframe with the median value of its neighboring 
pixels. This technique is particularly effective in scenar
ios where videos suffer from noise, such as salt-and- 
pepper noise, which appears as white and black pixels. 
However, its performance can be limited in scenarios 
involving complex noise patterns or when the noise 
level is high, potentially leading to the loss of fine details 
and reduced effectiveness in preserving video sharpness.

Median filtering successfully eliminates these out
liers without blurring or distorting the important motion 
details of the video. With its ability to enhance video 
quality and reduce noise artifacts, median filtering plays 
a vital role in various domains, including surveillance 
systems,[11] video compression,[12] and video 
restoration.[13]

II.A.2. Bilateral Filtering

Bilateral filtering is another technique used in video 
denoising to preserve edges and fine details while effec
tively reducing noise.[14] Unlike traditional filtering 
methods that consider only the spatial neighborhood of 
a pixel, bilateral filtering takes into account both the 
spatial and intensity similarities between pixels. It applies 
a weighted average to the neighboring pixels based on 
their spatial proximity and similarity in intensity values. 
However, it can be computationally expensive and may 
struggle with preserving fine details in areas of high 
contrast or with large amounts of noise.

By incorporating this additional intensity similarity 
factor, bilateral filtering can differentiate between noise 
and important image features, thereby preserving edges 
and fine details during the denoising process. This makes 
bilateral filtering suitable for denoising videos with com
plex motion and fine details, such as those encountered in 
video surveillance[15] and medical imaging 
applications.[16]

II.A.3. FNLM Filtering

Fast nonlocal means denoising filtering is a technique 
used for video denoising that offers superior noise reduc
tion while preserving fine details and textures.[17] FNLM 
filtering is based on the concept of nonlocal means 
denoising, which exploits redundancy in natural images 
to remove noise effectively. Unlike traditional denoising 
techniques that only consider local neighborhoods, 
FNLM considers the similarity of patches from different 

regions of the image to determine the denoised value of 
a pixel. This allows the algorithm to capture and utilize 
information from distant and structurally similar patches, 
resulting in more accurate noise estimation and reduction.

However, its computational complexity can be high, 
potentially limiting its efficiency and scalability for large 
data sets or real-time processing. FNLM filtering is used 
throughout many different domains, such as video 
surveillance,[18] microscopy,[19] and medical imaging,[20] 

where preserving fine details and textures is crucial for 
accurate analysis and interpretation.

II.A.4. Recurrent Video Restoration Transformer

The recurrent video restoration transformer (RVRT) 
is a recent deep learning architecture designed to enhance 
video restoration tasks by effectively processing local 
neighboring frames in parallel within a globally recurrent 
framework. This novel approach aims to integrate the 
advantages of existing methods, addressing their respec
tive limitations in model size, effectiveness, and 
efficiency.[21] By dividing the video into multiple clips, 
RVRT utilizes previously inferred clip features to esti
mate subsequent ones, achieving a balanced trade-off 
between high model efficiency and performance.

Within each clip, frame features are updated through 
implicit feature aggregation, while guided deformable 
attention facilitates accurate alignment across different 
clips by predicting and aggregating relevant features 
from the entire inferred clip. Extensive experiments 
across various video restoration tasks, including super 
resolution, deblurring, and denoising, demonstrate that 
RVRT achieves state-of-the-art performance on bench
mark data sets. It effectively maintains a well-balanced 
model size, testing memory, and run time, showcasing its 
efficiency and effectiveness in comparison to other 
approaches.[22]

II.B. Motion Estimation

Motion estimation is a fundamental process in video 
analysis and processing, essential for tasks such as video 
compression, stabilization, and denoising. It involves 
determining the movement of objects or the camera 
between successive frames to align them accurately.

Traditional motion estimation methods of motion 
estimation include block matching[23] and optical 
flow.[24] Block matching divides an image into small 
blocks and searches for the best match in the subsequent 
frame to estimate motion vectors. While effective, this 
approach can be computationally intensive and struggles 
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with issues such as occlusions and variable motion pat
terns. Optical flow methods estimate motion based on the 
apparent velocity of pixel intensities, providing a more 
detailed motion representation but also demanding sig
nificant computational resources.

More recent developments have introduced feature- 
based methods and deep learning approaches. Feature- 
based methods track distinctive points or features across 
frames, offering improved robustness against noise and 
occlusions.[25] These methods can provide accurate 
motion estimates with reduced computational cost com
pared to block matching. Deep learning techniques have 
further enhanced motion estimation accuracy by learning 
complex motion patterns from large data sets. However, 
these methods can be computationally expensive and 
require substantial training data.[25]

III. METHODOLOGY

III.A. Algorithm

Video denoising is crucial to improving the visual 
quality of videos captured under noisy conditions. In 
scenarios where camera movement is consistent and pre
dictable, motion estimation techniques can be leveraged 
to effectively denoise the video. This is because such 
techniques exploit the temporal redundancy present in 
consecutive frames. By calculating the motion between 
frames, these techniques can align corresponding pixels 
across frames, allowing for more accurate averaging or 
filtering of noisy pixels.

This approach is particularly advantageous given that 
the same surface or object in the video will appear in 
several frames with noisy pixels in different positions. 
This methodology section outlines the steps involved in 
our proposed video denoising technique, which employs 
motion estimation, frame realignment, and pixelwise tem
poral median filtering to produce high-quality denoised 
videoframes.

III.A.1. Video Denoising Algorithm

Initially, the frames are extracted from the video at 
the desired frame rate, resulting in a sequence of frames. 
The video denoising process involves selecting a set of 
frames before and after the frame under analysis, forming 
a temporal window. The colored shapes (circle, triangle, 
and square) in Fig. 1 represent distinct objects or features 
in the frame. Note that noise is not shown in this figure to 
clearly illustrate object movement.

In this approach, prior knowledge of consistent and 
predictable camera movement is leveraged, eliminating 
the need for motion estimation on a per-frame basis, 
a computationally intensive task in many conventional 
methods.[26] This can be computationally intensive and 
may not always yield accurate results, especially in cases 
where noise is prevalent. In contrast to other approaches, 
this methodology uses the information that the consistent 
camera movement allows for certain assumptions about 
the relative positions of frames within a specific time
frame. As a result, motion vectors are calculated based on 
this known camera movement pattern. These motion vec
tors describe how each frame within a predefined tem
poral window should be displaced to align with a central 
reference frame. By doing so, this significantly reduces 
the computational burden associated with estimating 
motion for each frame independently.

These vectors are then used to realign each frame 
within the temporal window to the coordinate system of 
the central frame, ensuring correct registration and com
pensation for the known camera movement. Temporal 
median filtering is then applied to these realigned frames 
within the temporal window. This involves pixelwise 
median calculation for each pixel location, computing 
the median value of the corresponding pixel across the 
realigned frames within the temporal window.

Frame reconstruction is then achieved by combining the 
pixelwise median values obtained in the previous step (see 
Fig. 2). For example, the pixels in the 100th column of the 
central frame are median filtered with the 96th column in the 
previous frame and the 104th column in the next frame if the 
camera movement is four pixels in the horizontal direction. 
The colored shapes (circle, triangle, and square) represent the 
same objects as in Fig. 1, now aligned across frames.

The use of temporal median filtering is considered 
appropriate, as it effectively reduces random noise by com
puting the median pixel value across multiple frames. Given 
the consistent camera movement and the realignment pro
cess, the risk of systematic noise patterns, such as lines, 
overlapping in successive frames is minimized. With no 

Fig. 1. Frame relative movement for the frame under 
analysis based on camera movement. In this example, 
objects in the frame move horizontally in the left to right 
direction.
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instances of such overlap observed in the case study data, 
the median filter was deemed suitable. However, should 
noise characteristics change, or for other applications, alter
native filters, such as bilateral or nonlocal means, may be 
explored for potential additional benefits.

III.A.2. Start and Stop Detection

In addition to the denoising methodology described 
previously, it is important to consider the specific context 
in which this technique is applied. In the following case 
study, the videos that were analyzed contained a dynamic 
scenario where the camera underwent three distinct 
phases. Initially, the camera was stationary, which was 
followed by the visual inspection of the asset, and finally, 
another stationary phase at the end of the video. Failure to 
account for these distinct phases can lead to inaccuracies 
in the denoising process. The proposed video denoising 
approach contains a start and stop detection mechanism.

This critical step involves identifying the transitional 
points within the video where the camera transitions from 
a stationary state to an inspection phase and then back to 
stationary. Accurate detection of these phases is crucial to 
ensuring the precise application of the denoising technique.

This is achieved by calculating the mean-squared error 
(MSE) between consecutive frames. The MSE is 
a measure of the average squared differences between 
corresponding pixels of two consecutive frames. Higher 
MSE values indicate greater differences between frames, 
which signifies camera movement or significant changes 
in the scene. By analyzing variations in MSE values over 
the sequence of frames, the algorithm identifies points 
where these variations exceed certain thresholds, indicat
ing transitions from stationary to inspection phases and 
vice versa. These identified transitional points serve as 
crucial markers for accurately applying the denoising tech
nique at appropriate stages of the video. Table I gives the 
steps of the video denoising algorithm, and Fig. 3 provides 
the algorithm flowchart.

In the initial stationary phase, where the absence of 
camera movement allows for stable conditions, denoising 

is achieved using a temporal window of consistent width 
equal to the duration of the stationary period. This con
ventional time-filtering method is straightforward and 
relies on temporal averaging to reduce noise effectively.

Upon detection of the transition from a stationary to 
an inspection state, the known movement vector of the 
camera is used following the video denoising process, as 
described in the previous section. Upon the camera 
returning to a stationary state, the temporal window 
width can once again be adjusted to match the dimensions 
of the stationary region. This approach allows for the 
stationary frames and the frames from the inspection 
phase to be processed differently, and allows for a more 
adaptive and context-aware denoising strategy that 
addresses the specific characteristics of each phase.

III.B. Metrics for Performance Evaluation

The performance of the denoising techniques was 
evaluated using a variety of metrics to assess the quality 
and fidelity of the denoised videos compared to the 
original noisy videos. The five metrics used were the 
peak signal-to-noise ratio (PSNR), structural similarity 
index measure (SSIM), blind/referenceless image spatial 
quality evaluator (BRISQUE),[27] natural image quality 
evaluator (NIQE),[28] and perception-based image quality 
evaluator (PIQE).[29]

A widely used metric for assessing the quality of 
denoised videos, PSNR measures the quality of the 
denoised video by comparing it to the original noisy 
video, providing a numerical value that represents the 
level of noise reduction. SSIM compares the structural 
similarity between the denoised and original videos, con
sidering brightness, contrast, and structure. BRISQUE 
quantifies image quality by modeling the statistical proper
ties of natural images, offering insights into perceived 
image quality. NIQE measures image quality by analyzing 
various statistics and texture features, providing 
a comprehensive assessment of image fidelity. PIQE calcu
lates a quality score that indicates how an image is likely to 
be perceived by human observers. It offers valuable insights 
into the perceptual quality of the denoised videos.

IV. CASE STUDY: CALANDRIA TUBESHEET BORE 
INSPECTION VIDEOS

IV.A. Data

The data used for this case study were a specific 
subset of the data gathered by Bruce Power (Ontario, 

Fig. 2. After correcting for relative movement, the med
ian image can be produced to remove noise.
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Canada) during the inspection of Calandria tube sheet 
bores (CTSBs) during their major component replace
ment program,[30] which included over 1000 individual 
360-deg scans (videos) of the inside of the CTSB surface. 
These scans were conducted using Ahlberg PTZ620 high- 
definition radiation-resistant cameras.[31]

Within these inspection videos, there was 
a significant amount of noise, primarily caused by the 
high-dose radiological environment. Additionally, other 
sources of noise, such as camera motion, fluctuations in 
lighting conditions, and equipment vibrations, also played 
a role in degrading the inspection video quality. Python 
was utilized for the analysis and processing of these data, 
enabling the implementation and evaluation of the pro
posed video denoising techniques.

The scans were all captured with a constant and 
predictable camera movement; therefore, this provided 
a rich database of inspection videos that contained sig
nificant noise and the prior information required for the 
proposed technique to be effectively tested. In addition to 
the noise, it should also be noted that there were saturated 
regions on the left and right regions of the images (see 
Fig. 4).

IV.B. Denoising Analysis

IV.B.1. Quantitative Comparison

In the comparison of the proposed denoising 
approach, a comprehensive analysis was conducted by 
first testing three widely recognized and established 
video denoising techniques: median filtering, bilateral 
filtering, and FNLM. These three approaches were 
selected as reference points to assess the effectiveness 
and performance of the proposed denoising approach. 

Comparison with a state-of-the-art deep learning–based 
video denoising model (RVRT) was also performed.

The initial comparison was performed by evaluating the 
PSNR and SSIM metrics for each denoising technique. In 
addition to this, three no-reference image-quality metrics 
were calculated for each denoising technique. These metrics 
were BRISQUE, NIQE, and PIQE. Table II presents the 
results for each metric relating to the average results for 
several frames of five randomly selected videos from the 
data set.

The results of the comparison revealed that while the 
visual quality of the videos produced by the proposed 
denoising technique was better than the traditional meth
ods, the quantitative results of the PSNR and SSIM 
scores showed a worse performance. This is a common 
issue when comparing denoising techniques[32] with 
objective metrics, such as those described previously, 
and will not necessarily align with the engineer’s percep
tion of visual quality.

When compared to the deep learning–based RVRT 
model, the performance of the proposed denoising tech
nique was similar. While RVRT demonstrated impressive 
results, the proposed technique showed comparable per
formance in terms of the metrics calculated. In fact, these 
two were consistently the top two denoising approaches 
out of all the approaches tested. Again, as with the tradi
tional approaches, when comparing visual quality to an 
engineer, the proposed approach outperformed the state- 
of-the-art deep learning approach, as discussed in the 
following.

IV.B.2. Qualitative Comparison

In addition to quantitative analysis, a series of in- 
depth qualitative evaluations were undertaken to deter
mine the visual quality of the denoised videos. These 

TABLE I 

Steps of the Video Denoising Algorithm

Step Description

1 Extract frames from the video at the desired frame rate, resulting in a sequence of frames.
2 Select a set of frames before and after the frame under analysis, forming a temporal window.
3 Calculate motion vectors based on the known camera movement pattern, describing how each frame within the 

temporal window should be displaced to align with a central reference frame.
4 Realign each frame within the temporal window to the coordinate system of the central frame using the calculated 

motion vectors.
5 Apply temporal median filtering to the realigned frames within the temporal window, 

Medianðx; yÞ ¼ medianðP1
ðx;yÞ;P

2
ðx;yÞ; :::;P

N
ðx;yÞÞ . (1)

6 Reconstruct the frames by combining the pixelwise median values obtained in the previous step.
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evaluations were designed to capture aspects of the 
denoising process that might not be fully represented 
through numerical metrics alone. Expert and nonexpert 
evaluators reviewed the denoised videos from each 
method and provided subjective feedback regarding arti
facts, blurriness, and overall visual appeal. This qualita
tive analysis provided valuable insights into the 
perceptual quality of the denoised videos, complementing 
the quantitative metrics obtained from the PSNR, SSIM, 
BRISQUE, PIQE, and NIQE evaluations. The images 
used in the qualitative analysis are shown in Fig. 5.

The results of the analysis are shown in Table III. 
While the quantitative metrics did not fully capture these 
qualitative improvements, the subjective observations 
from the analysis highlighted the practical significance 
of the proposed method. From the study, there were 10 
evaluators, and for all but three cases, the evaluators 
selected the proposed approach as the best denoising 
approach. In this nuclear inspection application, the engi
neers were looking to precisely identify features on the 
CTSB surface. The removal of the majority of the noise, 
even with the added drawback of adding a small amount 
of blurring, still allowed for a more effective interpreta
tion of critical features on the CTSB surface during the 
inspection.

IV.C. Noise Distribution Analysis

Following the quantitative and qualitative analyses 
of the denoising technique, an investigation into the 
distribution of noise within the videoframes was under
taken. The purpose of this investigation was to under
stand the spatial patterns of noise across the entire 
video, providing insights into the behavior of noise in 
different regions of the frames. Fig. 6a shows the binary 
classification of the noisy pixels in a single frame, 
where noisy pixels are white and the rest of the pixels 
are black. This was repeated for the entire video, and 
a histogram of the noise for both the x and y axes are 
shown in Fig. 6b.

The histogram for the x-axis showed a skew toward 
higher noise distribution in the central region of the 
frames, indicating a concentration of noise in the middle 
area. This concentration was due to consistently satu
rated pixels on both the left and right sides of the frame, 
as observed in the regions of Fig. 6a where no noisy 
pixels were detected. The y-axis histogram, however, 
exhibited a dent in the central region, suggesting 
a lower concentration of noise in the middle portion of 
the frames, with relatively higher noise toward the top 
and bottom edges. This pattern was consistent with the 

Fig. 3. Video denoising algorithm flowchart.

Fig. 4. Representative frame gathered from the CTSB 
visual inspection. The red boxes highlight the regions at 
the left and right ends of the image where the white 
pixels correspond to saturated pixels.
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expected behavior based on the frame’s characteristics 
and orientation.

The results showed that the noise was uniformly 
distributed across the frame for the entire duration of 
the video, except in the expected saturated regions. This 
uniform distribution indicated a consistent noise pattern, 
confirming that the proposed approach will produce 
a consistent level of quality throughout the video.

V. CONCLUSIONS AND FUTURE WORK

In conclusion, this paper presented an approach to 
denoising inspection videos, especially in contexts where 
prior knowledge of camera movement is available. 
Leveraging movement vectors, the technique showed 

great potential in enhancing content quality, particularly 
in scenarios featuring both stationary and moving camera 
footage. However, it is important to recognize the inher
ent limitation of this method, which relies heavily on 
prior information about camera movement.

This approach streamlines the denoising process by 
capitalizing on the anticipated camera movement, thereby 
enhancing efficiency and accuracy. This allows for a set 
of frames to be processed that is already aligned based on 
prior knowledge, making subsequent denoising and filter
ing steps more effective in producing high-quality, noise- 
free videoframes. This approach is particularly advanta
geous in scenarios where consistent camera movement is 
a defining characteristic, as it simplifies the denoising 
workflow and yields superior results compared to tradi
tional, frame-by-frame motion estimation methods. It is 

TABLE II 

Quantitative Results*

Video Name
Denoising 
Approach PSNR SSIM BRISQUE PIQE NIQE

Video 0 Original 38.73 47.88 5.05
Video 0 Bilateral 33.24 0.80 48.87 69.72 33.24
Video 0 FNLM 35.06 0.88 38.66 74.64 35.06
Video 0 Median 33.51 0.72 46.05 64.48 33.51
Video 0 Proposed 34.26 0.75 33.63 43.57 34.26
Video 0 RVRT 32.72 0.70 22.25 60.63 32.72
Video 1 Original 24.94 30.40 4.26
Video 1 Bilateral 33.89 0.81 47.33 74.22 33.89
Video 1 FNLM 34.11 0.82 40.67 76.02 34.11
Video 1 Median 34.26 0.76 41.28 64.71 34.26
Video 1 Proposed 35.28 0.79 18.40 33.60 35.28
Video 1 RVRT 33.32 0.71 30.68 62.59 33.32
Video 2 Original 21.34 36.01 4.64
Video 2 Bilateral 33.05 0.79 43.07 72.44 33.05
Video 2 FNLM 33.39 0.80 35.24 76.94 33.39
Video 2 Median 33.47 0.74 43.79 67.64 33.47
Video 2 Proposed 34.68 0.80 33.11 37.56 34.68
Video 2 RVRT 32.92 0.73 38.00 65.80 32.92
Video 3 Original 37.61 47.07 5.11
Video 3 Bilateral 34.09 0.81 48.08 75.87 34.09
Video 3 FNLM 35.67 0.87 43.26 76.22 35.67
Video 3 Median 34.55 0.72 48.07 63.40 34.55
Video 3 Proposed 32.81 0.57 36.46 36.52 32.81
Video 3 RVRT 32.97 0.66 34.41 50.19 32.97
Video 4 Original 27.08 33.44 5.40
Video 4 Bilateral 32.09 0.80 39.53 71.08 32.09
Video 4 FNLM 33.07 0.84 39.40 70.40 33.07
Video 4 Median 32.24 0.70 42.26 64.73 32.24
Video 4 Proposed 32.97 0.73 40.52 53.05 32.97
Video 4 RVRT 32.17 0.75 31.83 60.00 32.17

*For both the PSNR and SSIM, higher score values reflect a better image quality. For BRISQUE, PIQE, and NIQE, lower score 
values reflect a better perceptual quality of the image. 
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Fig. 5. (left to right) Original frame, bilateral filtering, median filtering, FNLM, RVRT, and the proposed approach for five 
different videos (each row). The quality difference in the images can be appreciated by zooming in.

TABLE III 

Qualitative Results*

Name Original Bilateral FNLM Median Proposed RVRT

Video 0 0 0 0 0 10 0
Video 1 0 0 0 0 8 2
Video 2 0 0 0 0 9 1
Video 3 0 0 0 0 10 0
Video 4 0 0 0 0 10 0

*Evaluator preferences for each denoising method based on visual quality, where higher scores indicate a greater number of 
evaluators favored that method. 

Fig. 6. (a) Binary noise classification and (b) histogram of noise pixels for both the x-axis and y-axis.
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also worth noting that, while the proposed method intro
duces a slight amount of blurring, this trade-off appears 
acceptable in the context of the CTSB inspection.

The subtle blurring, as indicated by the qualitative 
analysis, did not compromise the overall interpretability of 
crucial features. Instead, it served as a compromise to 
achieve a cleaner, less noisy representation that aided in 
the identification of essential details on the CTSB surface. 
In addition, our approach intelligently adapted to the vary
ing dynamics of the video, employing different denoising 
strategies for stationary and moving phases. By incorporat
ing a start and stop detection process, we not only enhanced 
the accuracy of denoising, but also ensured that the visual 
quality of the video was consistently improved across all 
phases of the recording, delivering optimal results tailored 
to the specific context of the video footage.

Future work in this field should focus on two primary 
areas: first, the generalization of camera movement detec
tion to make it less dependent on a priori knowledge, 
and second, the integration of start/stop detection mechan
isms to dynamically assess the need for filter application 
based on camera movement presence or absence.
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