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Abstract: Citizens face online privacy threats from social media, online service providers and govern-
ments. Privacy-enhancing tools (PETs) can prevent privacy invasion, but the uptake of these is limited.
We developed a novel conceptual framework for privacy self-protection, consisting of a classification
framework of four distinct privacy threats and our own novel staged model of PET adoption requisites.
Through an expert survey (N = 12) and a lay user survey (N = 500), we identified suitable PETs for
non-expert users and identified potential barriers to PET adoption. Based on the studies and our theoreti-
cal framework, we then developed and implemented a PET decision support tool called PEDRO, and
conducted expert evaluations (N = 10) to confirm the validity of its recommendations.

Keywords: privacy-enhancing tool; technology adoption; stage model; PET decision support tool

1. Introduction

Privacy threats from social media and other online service providers are acknowledged,
given that they collect personal information and use this to increase their profit margins [1].
Even so, Internet users employ these platforms and accept the privacy risks. The role of
government, on the other hand, as a potential threat to digital privacy, is seldom considered.
Citizens’ privacy can easily be sacrificed by the heavy-handed actions of government
agency employees. For example, in 2020, ‘kiosks’ were introduced by Police Scotland
to triage mobile devices during police investigations. The kiosk software was able to
extract extensive private information from a smart mobile device. After protests by NGOs
and consequent debates in the Scottish Parliament [2], the Information Commissioner
condemned the kiosks for potentially violating privacy rights of citizens [3]. The UK
government is proposing the use of AI-powered facial recognition across the country [4],
as does the Metropolitan Police in London [5] and railway stations across the UK [4]. The Big
Brother Watch privacy watchdog is calling out these proposals for their potential to violate
privacy (https://bigbrotherwatch.org.uk/campaigns/stop-facial-recognition/, accessed
on 7 October 2024). The UK’s Regulation of Investigatory Powers Act 2000 (https://
publications.parliament.uk/pa/cm201415/cmselect/cmhaff/711/71103.htm, accessed on 7
October 2024) provides powers to intercept the content of communications, for example,
by listening to telephone conversations or voicemail messages, to a wide range of public
authorities. As such, UK citizen privacy is under threat from a range of entities, both Big
Brother (government) and Middle Brother (organisations).

Privacy-enhancing tools (PETs), such as virtual private networks (VPNs) and anony-
mous browsers, are available to online users who want to protect themselves from these
kinds of privacy threats. Although some of these are widely advertised, the uptake of PETs
remains modest, thereby reducing the potential of users to protect their privacy online. A
recent (April 2024) survey [6] found that 80% of a UK sample (N = 201) had heard of at least
one of the following PETs: VPNs, device encryption, webcam covers, non-tracking search
engines, anonymous browsers, and Faraday bags. However, 49% had not used any of these

Appl. Sci. 2024, 14, 9275. https://doi.org/10.3390/app14209275 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app14209275
https://doi.org/10.3390/app14209275
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-7187-6531
https://bigbrotherwatch.org.uk/campaigns/stop-facial-recognition/
https://publications.parliament.uk/pa/cm201415/cmselect/cmhaff/711/71103.htm
https://publications.parliament.uk/pa/cm201415/cmselect/cmhaff/711/71103.htm
https://doi.org/10.3390/app14209275
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app14209275?type=check_update&version=1


Appl. Sci. 2024, 14, 9275 2 of 13

PETs in the last year and 63% were currently not using any. Moreover, even if users were to
use one particular PET, this would only partly protect them, as different PETs protect from
their own distinct kinds of privacy threats.

Although 100% protection is infeasible, using a range of different PETs that each
protect against a specific class of privacy threats will result in a more comprehensive
privacy protection regime. This paper outlines how a decision support tool called PEDRO
was developed to help online users to encourage the adoption of PETs. The design of this
tool builds on an existing classification of privacy threats [7], our novel staged model of
PET adoption, and empirical research that is presented in this paper.

The aim of PEDRO was to deconstruct common barriers to adoption based on the
staged support of adoption requisites [8], advancing from privacy- and threat awareness to-
wards achieving self-protection via PET adoption. Similar to the Transtheoretical Model [9],
our approach challenges existing dominant ‘stageless’ theories of tool adoption, such as
Protection Motivation Theory [10].

To develop the tool, we carried out three studies. The first was an expert survey of PETs,
in which cybersecurity experts focused on the effectiveness and feasibility of PET adoption by
lay users. The second study was a lay user survey of PETs, in which we asked crowd workers
to rate their current adoption of PETs according to our adoption model and to identify PET
adoption barriers. The third study developed and evaluated the PET adoption decision support
tool (PEDRO), building on the insights gained from studies 1 and 2.

2. Background
2.1. Current State of Research

Existing research on classifying and adopting PETs is reviewed here, as this fed into
our creation of the PEDRO adoption decision support tool.

2.1.1. Classification of Privacy-Enhancing Tools

Support for privacy-enhancing tool (PET) adoption decisions needs to build on a solid
foundation of privacy threats. Such a classification allows researchers to compare PETs
not only in terms of their capabilities [7], but also explicitly links each PET to the privacy
threat(s) it mitigates. The Heurix et al.’s [7] taxonomy meets this need by linking privacy
threats (called ‘aims’ in [7], pp. 6–7). The taxonomy builds on four distinct threats:

• Indistinguishability “which makes it impossible to unambiguously distinguish an entity from
another entity”. For example, if a snooper is able to distinguish one particular user from
another, they can track the user’s activities to violate their privacy; a VPN can prevent this.

• Confidentiality is the requirement to keep personal data “protected from unintended
disclosure”. Encryption keeps users’ data and information protected from unintended
disclosure, even if leaked.

• Deniability is “the ability to plausibly deny a fact, possession or transaction” and “is the
direct opposite of accountability”. For example, when an online user employs a private
search engine, no one can link them to their searches, enhancing deniability.

• Unlinkability “indicates that an entity cannot be linked to another entity where the entities
need not necessarily be of the same class”. For example, when an online user makes use of
a private browser, they cannot be linked to another piece of data (such as, for instance,
personal identity and/or other visited sites).

2.1.2. Adoption of Privacy-Enhancing Tools

Existing research on privacy self-protection has focused on awareness or education
[11–13]. Specifically, research has been conducted on a possible learning taxonomy for
PETs [14,15], as well as privacy awareness and knowledge [16,17], but does not address
other factors that contribute to PET adoption such as barriers to adoption and challenges
faced by adoptees.

Stageless, multifactor technology acceptance modelling has a long tradition. Re-
searchers have investigated the influence of a variety of factors on technology adoption.
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Examples include the technology acceptance model (TAM) [18] and the unified theory of
acceptance and use of technology (UTAUT) [19]. Influential factors on adoption include
perceived usefulness and perceived ease of use. The technology acceptance model has
been applied and extended to help understand users’ acceptance of privacy-enhancing
tools [20,21], but does not address the PET adoption process stages.

Another line of technology adoption research has used technology diffusion the-
ory [22], which distinguishes a knowledge stage from a persuasion stage. This research
has focused on (workers in) organisations rather than on personal adoption. Influential
factors include relative advantage, ease of use, compatibility, image, result demonstrability,
visibility, voluntariness, and trialability ([23], p. 507). However, this work has not addressed
the adoption of privacy protection tools.

According to stageless protection models such as Protection Motivation Theory
(PMT) [24], the Health Belief Model (HBM) [25], and the Theory of Planned Behaviour
(TPB) [26], intention to protect oneself has a positive effect on self-protection behaviours,
and intention itself is influenced by other social–cognitive variables such as threat and
coping appraisal (in Protection Motivation Theory). The Theory of Planned Behaviour [27]
and Protection Motivation Theory [28] have been applied to understand the determinants
of the adoption of privacy-enhancing tools. However, by their nature, stageless models do
not address the adoption process.

In staged protection models, such as the Transtheoretical Model of Change (TTM) [9], “The
stage dimension defines behaviour change as a process that unfolds over time and involves progress through
a series of stages” (p. 845). The TTM has mainly been used in health, but also in other domains such
as reducing energy consumption [29]. Nevertheless, it has not been applied to PET adoption.

In sum, missing from the existing research is a model that explicitly represents the
staged PET adoption process. The current study contributes to support for PET adoption
by proposing such a model and uses this as a basis for developing the PEDRO decision
support tool to encourage the adoption of PETs by removing barriers to adoption.

2.2. PET Adoption

The aim of PETs and encouraging their adoption is to cultivate citizens’ self-protective
behaviour. For this, we developed a novel staged PET adoption model (Figure 1). The
central idea of the model is the staged development of adoption requisites [8], advancing
from privacy and threat awareness towards achieving adoption of a range of PETs. Similar
to the Transtheoretical Model [9], our approach challenges existing dominant ‘stageless’
models of self-protection, such as Protection Motivation Theory [10].

PET adoption is not a one-off simple A-or-B decision; such adoption is a process [30],
similar to other kinds of adoption in this domain [31]. Consider that, for a PET to be
adopted, the adopter needs to proceed through a number of stages, as shown in Figure 1:

Stage 1. Awareness of privacy threats [32,33].
Stage 2. Wanting to preserve privacy [34].
Stage 3. Knowing about privacy enhancing tools (PETs) [35,36].
Stage 4. Believing that PETs will enhance privacy [37].
Stage 5. Knowing how to use the PET [38,39].
Stage 6. Feeling empowered to use the PET [40].
Stage 7. Not being afraid to use the PET [41].

If all these stages are successfully traversed, adoption becomes possible.
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Jo is aware of privacy threats

Jo wants to preserve privacy

Jo knows about privacy enhancing technologies (PETs) 

Jo believes PETs will preserve privacy

Jo knows how to use PETs

Jo feels empowered to use PETs

Jo is not afraid to use PETs

Jo deploys PETs and prevents privacy 
invasion

Stage 1

Stage 2

Stage 3

Stage 4

Stage 5

Stage 6

Stage 7

PMT, HBM

PMT, HBM

PMT, HBM

TPB, HBM

PMT

Figure 1. Stage model of PET adoption.

3. Study 1: Experts

We recruited cybersecurity experts using snowball sampling based on personal con-
tacts. They completed a survey to give us insights into the feasibility of PET adoption by
lay users. Our expert survey of PETs was guided by the following research question: RQ1:
Which PETs do experts believe are feasible for lay users to use? For each of the broad threat
categories of: (a) distinguishability, (b) linkability, (c) lack of confidentiality, and (d) lack of
deniability (see Section 2.1.1), we identified both software- and hardware-based tools that
effectively mitigate each kind of privacy threat (Table 1).

Table 1. Privacy threats (PTi) and PETs that counter them.

Privacy Threat [7] Software PET Hardware PET

PT1. Distinguishability Virtual private network
(VPN)

Switch off microphone on
smart TV

PT2. Lack of confidentiality Encryption Webcam cover
PT3. Lack of deniability Private search engine Anonymous letter
PT4. Linkability Anonymous browser Wrapping smartphone in

tin foil

We developed an online survey (https://osf.io/up83r/?view_only=7c89cb6f0d85423
cbcf152d141074c11, accessed on 7 October 2024). For each of the chosen PETs, the survey
asked about the effectiveness of, feasibility of, challenges of, and ways to encourage the
use of PETs that home users could install and deploy.

3.1. Materials and Methods

A list of feasible PETs (for home users) with their features was produced (Table 1).
We surveyed 12 experts to gauge the feasibility of PET usage by non-expert home users

(i.e., choose, install, and deploy) and the effectiveness thereof in mitigating the applicable
privacy threat.

Metric. We considered PETs to be infeasible for home usage if a majority of experts
did not believe the PET was either feasible for home users (i.e., non-experts) or if its
effectiveness in mitigating the threat was questioned.

Recruitment. We used personal contacts and snowball sampling to contact privacy ex-
perts in the UK and USA. The UK participants were compensated with shopping vouchers.

Participants. There were 12 participants (10 male; 2 female).

https://osf.io/up83r/?view_only=7c89cb6f0d85423cbcf152d141074c11
https://osf.io/up83r/?view_only=7c89cb6f0d85423cbcf152d141074c11


Appl. Sci. 2024, 14, 9275 5 of 13

3.2. Results and Discussion

The experts did not consider “switching the microphone off” and “anonymous letters” to
be feasible, nor did they consider the former particularly effective (Table 2). There was general
agreement that all the others could be adopted and are effective to a certain extent, with a general
lack of awareness being considered the major deterrent (Table 2). We also considered the experts’
personal usage of each specific PET in deciding whether to retain a PET for our next study.

Table 2. Evaluation of PETs by cybersecurity experts (PTi = privacy threat from Table 2).

Effectiveness;
Feasibility

Challenges Barriers How to Encourage

Switch Off
TV Micro-
phone
(PT1)

10 Effective/2 Not;
10 Feasible/2 Not

Complicated; finding set-
ting; TV untrustworthy

Setting not available; apa-
thy; loss of features

Awareness

2 always do; 1 sometimes do; 2 never do; 7 do not own a smart TV
Webcam
Cover
(PT2)

12/12 Effective;
12/12 Feasible

None Cost; bulky covers Stories; awareness

8 use; 2 do not use; 1 used to but does not anymore; 1 did not want to say
Anonymous
Letter
(PT3)

12/12 Effective;
12/12 Feasible

Old fashioned; loss of let-
ter; hard to mail; hard to
be anonymous; effort

CCTV; cost; cumbersome;
time

Hard to see purpose; re-
duce apathy

2 have written an anonymous letter; 9 have not; 1 did not want to say
Wrapping
Phone
(PT4)

7 Effective/5 Not; 4
Feasible/8 Not

Not easy to use; lack of
convenience; additional
steps

Prevents phone working;
cost; stigma; perception of
paranoia

Awareness

10 never used; 1 prefer not to say
VPN
(PT1)

10 Effective/2 Not;
10 Feasible/2 Not

Installing and under-
standing; initial setup;
use of CAPTCHAs;
non-functioning websites

Choosing trustworthy
providers; skills and
mental models; device
compatibility; cost; some
devices do not sup-
port; language; govt.
prohibition

Awareness; secure de-
faults; reduce cost; im-
prove usability

12 use a VPN
Encryption
(PT2)

11 Effective/1 Not;
10 Feasible/2 Not

Worries about losing en-
cryption key; complicated

Difficult to install; age-
related accessibility issues

Awareness; know-how;
make encryption de-
fault

8 use on all devices; 2 do not; 2 prefer not to say
Non-
Tracking
Search En-
gine
(PT3)

11 Effective/1 Not;
11 Feasible/2 Not

Finding a suitable one;
knowing how to change
default search engine;
change resistance; lock
into Google in software
apps

Not knowing which one
to use; poor quality of
search results; some re-
sults not being shown; in-
accessibility

Awareness

6 use a non-tracking search engine; 5 do not; 1 prefer not to say
Anonymous
Browser
(PT4)

10 Effective/2 Not; 9
Feasible/3 Not

Usability issues; difficulty
installing; speed issues;
hard to configure; change
resistance

Too complex; worried
that it is only for bad peo-
ple; speed; TOR block-
ing; govt. monitoring; lan-
guage

Awareness; do not en-
courage; distribute by
default; instructions;
feedback

7 sometimes use; 4 do not; 1 prefer not to say

3.3. Conclusions

From study 1, the answer to RQ1: (Which PETs do experts believe are feasible for lay users
to use?) is that the PETs that should be considered for inclusion in our decision support tool
are VPN, encryption, non-tracking search engine, anonymous browser, wrapping phones,
and webcam covers.

4. Study 2: Lay Users

We surveyed 500 crowd workers to identify PET adoption barriers to address the
following research questions: RQ2a: What is the level of PET adoption by lay Internet users;
and RQ2b: What barriers prevent people from using PETs?
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4.1. Materials and Methods
4.1.1. Research Design and Procedure

We used a 1-factor survey design with two survey conditions (one for software PETs
and another for hardware PETs). The factor was PET (Table 1) and most of the PETs were as
used in study 1 (see Section 3), with face mask substituted for switching off microphone on
smart TV. For each PET, we (a) explained the privacy threat, (b) introduced the mitigating
PET, (c) took them step-by-step through the stages shown in Table 1 and asked for their
position regarding the adoption barrier in each of the stages.

4.1.2. Instrumentation and Participants

We constructed an online survey (https://osf.io/up83r/?view_only=7c89cb6f0d85423
cbcf152d141074c11, accessed on 7 October 2024) that was implemented in two versions:
one for hardware PETs and another for software PETs. For each of the PETs, the survey
posed a set of questions according to the stage model (Table 3 and Figure 1). Five hundred
crowd workers were recruited from an online survey panel to take part in the survey. In the
hardware PET condition, 255 took part and in the software PET condition 245. There were
100 participants in each of the age bands 18–30, 31–40, 41–50, 51–60, and over 60. There
were 252 female and 248 male participants.

Table 3. Survey questions to analyse PET adoption barriers. Stages refer to Figure 1.

Stage 1 Have you heard of this privacy threat?
Stage 2 How important is it to you to prevent this kind of privacy threat?
Stage 3 Have you heard of this PET?
Stage 4 To what extent do you think this PET will prevent this kind of privacy threat?
Stage 5 Do you know how to use this PET?
Stage 6 Do you feel empowered (encouraged and supported) to use this PET?
Stage 7 Are you afraid to use this PET?

Do you use this PET?
(If used to but not anymore) Why have you stopped using this PET?
(If no) Why do you not use this PET?
(If yes) Why do you think other people might not use this PET?

4.2. Results
4.2.1. Adoption Model Stages

Model stage 1. A majority of participants were familiar with the privacy principle of
confidentiality (hardware condition: 67%; software condition: 76%), but only a minority
were familiar with the principles of deniability, indistinguishability, and unlinkability
(18–35%).

Model stage 2. A majority (hardware: 79%; software: 75%) considered confidentiality
very or extremely important, but, in comparison, for the other principles the figure varied
around 50% (38–57%).

Model stage 3. The majority were familiar with the following PETs: encryption (85%),
VPN (82%), and webcam cover (67%), but the majority were unfamiliar with wrapping
phone (83%), face mask (78%), and anonymous letter (62%). Roughly equal numbers were
familiar or unfamiliar with non-tracking search engines (45–47%) or anonymous browsing
(46–47%).

Model stage 4. A majority (58%) found encryption either quite or very effective. Most
of the other PETs were found to be either effective or quite or very effective by a majority.
However, this was a minority for face masks (32%) and wrapping phones (34%).

Model stage 5. For all the PETs, only a minority knew how to use them. Compared to
other PETs, the number of those with knowledge of how to use a VPN was relatively high
(49%), but for encryption the number without this knowledge was relatively high (56%).

https://osf.io/up83r/?view_only=7c89cb6f0d85423cbcf152d141074c11
https://osf.io/up83r/?view_only=7c89cb6f0d85423cbcf152d141074c11
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Model stage 6. A majority felt empowered to use a webcam cover (64%) or a VPN
(60%). The feeling of empowerment was equally split for encryption and non-tracking
search engine. A majority did not feel empowered to use anonymous browsing (57%),
anonymous letter (75%), face mask (82%), or tin foil (83%).

Model stage 7. Fear to use was relatively low for each PET (1–18%).
PET use. Current users were the minority for each PET. These were relatively large mi-

norities for webcam cover (28%) and VPN (25%). Next, were encryption (16%), anonymous
browsing (14%), and non-tracking search engine (11%). Anonymous letter, face mask, and
tin foil were used by 5% or less.

4.2.2. Extent of Privacy Self-Protection

By definition, users will more fully self-protect their privacy the more PETs they use.
Therefore, we undertook an analysis of the extent of self-protection (‘defence in breadth’)
in terms of the number of PETs in relation to the adoption model stages, including PET use
(Figure 2).

Hardware PETs. There was limited evidence for defence in breadth for the different
model stages, and even less so for PET use. For each of the model stages, the percentage of
users declined with the number of PETs.

Software PETs. There was limited evidence for defence in breadth for familiarity with
privacy threat and knowledge how to use PET, and even less so for PET use. For the
model stages familiarity with privacy threat, knowing how to use a particular PET, and
PET use, the percentage of users declined with the number of PETs. However, this trend
did not occur, and the distribution was more even, for familiarity with PETs and feeling
empowered to use PETs.

Overall, the majority of users did not employ any of the PETs. Therefore, only a
minority of users employed one PET. Even fewer users employed more than one PET.
In conclusion, the respondents did not protect themselves against a range of threats to their
online privacy by adopting PETs.

Figure 2. Frequency distribution of PETs per model stage (‘defence in breadth’) (study 2).

4.2.3. Barriers to PET Adoption

A thematic content analysis was conducted of the open-ended questions asking about
reasons for not using a PET, reasons for stopping PET use, reasons why others may not use
a PET, and reasons for fear of using a PET (Table 4). The sub-themes (with more than one
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response providing evidence for a theme) from the analysis are barriers to PET use. These
were organised in main themes and are presented in Table 4. The largest main themes
(in terms of the number of sub-themes) are a lack of awareness or perceived benefit and
incompatibility with ways of working or other technology. Other main themes are a lack of
knowledge, a lack of empowerment, a lack of social acceptance, and a lack of trust. The
main themes provide further support for our stage model of PET adoption. In particular,
a lack of PET awareness represents the model stages awareness of privacy threat and
awareness of PET. The theme of a lack of perceived benefit represents the model stage
effectiveness. Incompatibility is not explicitly represented in the stage model, but could
cause a lack of empowerment. A lack of knowledge represents the model stage knowing
how to use a particular PET and a lack of empowerment represents the stage empowerment
to use the PET. A lack of social acceptance could be a cause for a lack of empowerment and
a lack of trust could be a cause for not using the PET, although neither of these lacks are
explicitly represented in the stage model.

Table 4. Barriers to PET adoption (study 2)—stages i from Figure 1.

Lack of Awareness or Perceived Benefit (Stage 1/2/4)
The user is not aware of the privacy threat and/or a particular PET to protect themselves against the privacy threat (stage 1).
The user does not feel a need to use a PET to protect this privacy aspect/does not want to protect this privacy aspect (stage 2).
The user sees no need for using the PET because of their misunderstanding of the technical aspect of the privacy threat.
The user feels the PET (e.g., a letter) will not be effective at preserving their privacy (stage 4).
The user feels that the benefits of the PET are less than the effort required (‘privacy calculus’ (stage 4).
The user has the habit of using convenient technology without the PET (stage 4).
The protection mechanism that the PET provides is not appropriate for the activity/work the user does (stage 4).
The user does not use the technology/activity that would require using the PET.
The user employs another solution instead of using the PET or the PET is already installed.
The PET is prohibitively expensive or a cheaper alternative is available.
Lack of Knowledge (Stage 2/5)
The user feels they have insufficient knowledge about the PET (Stage 2).
The user sees no need for using the PET because of their misunderstanding of the technical aspect of the privacy threat.
Lack of Trust (Stage 4)
The user does not trust the PET to protect their privacy.
Lack of Empowerment (Stage 6)
The user does not feel empowered to use the PET.
Lack of social acceptance.
Incompatibility with ways of working or other technology.
The PET (e.g., webcam cover) can damage hardware (webcam) or is incompatible with other technology.
The PET has known unfavourable consequences/side effects.
Afraid to Use (Stage 7)
The PET poses a threat to security.
The PET (e.g., webcam cover) can reduce performance or functionality of hardware (webcam) and software.

Note: Main themes in italic. Sub-themes as plain text.

4.3. Conclusions

We can now answer RQ2a (What is the level of PET adoption by lay Internet users). The
level of PET adoption varied considerably between model stages. In particular, in stage 1
(awareness of privacy principle) and stage 2 (importance of privacy principle) the level was
either high or low; in stage 3 (awareness of PET), high or middling; in stage 4 (effectiveness
of PET), predominantly high, but also middling or low; in stage 5 (knowing how to use
PET) and stage 6 (empowerment), middling or low, in stage 7 (fear), low. In addition, the
extent to which PETs were used varied, but a majority did not use each of the PETs. The
stage model results provide a PET adoption baseline. The introduction of the PET decision
support tool may increase adoption.

With respect to RQ2b, (What barriers prevent people from using PETs?), we found a
number of barriers that impact PET adoption, which aligned with our staged model. These
will be used to organise the guidance for non-specialist users within the tool (study 3).
Based on the barriers that were identified, anonymous letter and face mask were not
included in the design of the PET decision support tool (study 3). This is because our
sample did not consider these to be socially acceptable or effective. In the remaining set
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of PETs, there is considerable variation in the level of adoption at the different adoption
model stages and between PETs.

The conclusion from studies 1 and 2 is that the PETs that should be considered for
inclusion in our decision support tool are VPN, encryption, non-tracking search engine,
anonymous browser, Faraday bag (Note that we moved from “wrapping phone” to the
more effective ‘Faraday bag’ for this decision support tool, the latter being more effective
than the former), and webcam cover.

5. Study 3: PEDRO: Design, Implementation, and Evaluation
5.1. Design and Implementation

The design of the PEDRO (PET Decision Support Tool) website was implemented
using HTML to preserve the privacy of users, and uses JavaScript version 3.7.1 to support
interactivity (see Figures 3–5).

Intro to 
PEDRO

WHY
Privacy?

WHAT
are 

Privacy
Threats?

HOW to
Preserve 

My 
Privacy?

VPN Encryption WebCam
Cover

Non-Tracking 
Search Engine

Anonymous
Browser

Faraday
Bag

INDISTINGUISHABILITY

CONFIDENTIALITY UNLINKABILITY

DENIABILITY

Figure 3. PEDRO architecture.

Figure 4. PEDRO home page.
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Figure 5. Confidentiality ‘how’ page.

PEDRO addresses each of the privacy threats introduced in the background section,
and also explains why privacy is important (Section 2), what privacy threats exist (Section 1),
and how privacy can be assured in the face of these threats (Section 3). In some cases,
advice is directly provided, and, in others, helpful YouTube videos are embedded. URLs
for advice sources are provided.

The core page for each of the six PETs is interactive, addressing each of the adoption
requisites shown in Figure 1 and providing information that can remove those barriers.
Each of the pages opens with a story—originally generated by ChatGPT version 4oand
tweaked as feedback was provided by experts. All images on the site are either non-
copyrighted or generated by ChatGPT to match the context. Each emoticon in the left
panel can be clicked on, with the information on the right changing to provide specific
information (see Figure 5).

5.2. Expert Evaluation

We carried out two studies to validate the website: the first with five cybersecurity
experts and the second with five usability experts. All experts were recruited via con-
venience sampling and given shopping vouchers to thank them. An online form was
created with screenshots of every PEDRO page. Under the screenshot was a text area
where they could provide comments on that page, whether related to the veracity of the
advice or comments on usability issues. All feedback was used to iteratively improve
the website as each evaluator reported issues. For a final check, one cybersecurity ex-
pert and one usability expert evaluated the revised version of the tool, and, based on
their feedback, the tool was improved one last time. The production version is hosted at
https://pedro.infinityfreeapp.com/index.html, accessed on 7 October 2024., see Supple-
mentary Materials.

6. General Discussion

The aim of this study was to cultivate citizens’ self-protective behaviour by developing,
refining, and using a novel staged PET adoption model. Three studies were conducted.

https://pedro.infinityfreeapp.com/index.html
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First, in our expert survey of PETs, cybersecurity experts analysed the feasibility of PET
adoption by lay users.

Second, in our lay user survey of PETs, crowd workers rated their level of adoption
according to the stage model and identified PET adoption barriers. The conclusion from
these two studies regarding the selection of PETs for use in the tool that was to be developed
was the same: VPN, encryption, non-tracking search engine, anonymous browser, Faraday
bag, and webcam cover.

Third, we then developed a PET decision support tool called PEDRO based on the
results of study 1 and study 2. Specifically, the tool explicitly represents and addresses
the adoption model stages. Specific barriers that were identified in study 2 were explicitly
addressed in the content of the tool to promote PET adoption.

Previous research has studied people’s use of existing PETs and grouping PETs without
an underlying theoretical model [42]. Other research has proposed a user-centred approach
to develop an interactive tool that assists citizens in the process of learning and adopting
PETs without a theoretical framework for classifying privacy threats and PETs, without an
underlying adoption model [43]. Previous research has also developed new PETs and
studied their acceptance (for example, Lucier), but not provided decision support for
PET use. Existing research has also studied people’s interest in PET use [44] rather than
PET decision support. In sum, previous research has not systematically designed and
implemented decision support for PET use based on responses from experts and lay users.
Our work is unique in addressing this design and implementation.

The decision support tool that has been developed opens opportunities for future
work in several areas. Our conceptual framework, consisting of the stage adoption model
together with the classification of privacy threats, allows for potential new PETs to be added.

Empirical evaluation of the tool will be important to establish to what extent using the
tool leads to the adoption of PETs. In addition, when the tool has been publicised, responses
by online users to the tool will be useful to further improve the tool design. In the first
instance, non-specialist UK citizens and, more generally, citizens from English-speaking
countries are the target user population. A potential further development is a foreign
language version in collaboration with international partners. The potential impact of
the tool will include increased PET use by online users and, as a result, better privacy
self-protection against a range of privacy threats (defence in breadth).

7. Conclusions

Many PET adoption models rely on effective communication of the risks of not using
a PET and the benefits of adopting one. This paper proposes a staged model, each stage of
which represents a particular barrier to adoption which, if removed, could open the way
to adoption of the tool. We have published the PEDRO website to address each of these
barriers in turn to encourage PET adoption.

Supplementary Materials: The following supporting information can be accessed at https://pedro.
infinityfreeapp.com/index.html, accessed on 7 October 2024.
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