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Abstract—The detection and localization of the grid os-
cillations stemming from subsynchronous control interactions
(SSCI) presents notable challenges. These include the limited
reporting rate of Phasor Measurement Units, spectral leakage,
and picket fence effects, which inadvertently misreport the
amplitude and frequency of modes constituting these complex
oscillations. To accurately detect the oscillations and localize
the participating sources, a systematic approach employing
synchro-waveforms is proposed. Firstly, the modes of oscillations
are extracted using a time-frequency transformation, where, a
realigned instantaneous frequency-based synchro transform is
developed to address noise and time-varying constraints. This
is further improved by employing an adaptive window which
improves the energy concentration to retain the reconstruction
of modes for strongly time-varying signals with significant noise.
A decoupled admittance model is then extracted from the modes
obtained at varying operating conditions. Consequently, a global
admittance matrix is constructed identifying the active/reactive
source of complex oscillation in the network. The efficacy and
robustness of the proposed method against the state-of-the-art are
proven by employing numerical simulations on sample networks
and real-world data obtained from networks experiencing SSCI
oscillations.

Index Terms—Subsynchronous control interaction (SSCI),
Realigned instantaneous frequency (IF), Oscillation detection and
source localization, Synchro transform.

I. INTRODUCTION

THE integration of solar and wind energy into power grids
is essential to ensure the transition to net-zero at pace

[1]. The seamless integration of these energy sources into the
grid necessitates the incorporation of modern power converter
topology and advanced control mechanisms. As a result, the
dominance of power converters in power systems is increasing,
examples of such technologies include double-fed induction
generators (DFIGs), high voltage DC (HVDC) systems, and
flexible AC transmission (FACTs) devices. However, this shift
towards inverter-based resources (IBRs) introduces notable
challenges in reliable and secure operation of the power
system. The control of interconnected power converters can
incite resonances and control-based interactions with other
components of the power system [2], and can result in es-
calating power oscillations [3].

Unlike low-frequency oscillations or torsional oscillations
in conventional wind power systems, recent studies show that
complex electromagnetic oscillations in weak grids emerge
due to sub-synchronous control interactions (SSCI) between
components of the weak grid and control of IBRs [3]. The
phenomenon is demonstrated by incidents reported in the
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Fig. 1: dq transformation and coupling frequency effect due
to (a) symmetrical gains, (b) unsymmetrical gains.

last decade [4], emerging primarily due to the employment
of phase-locked loop (PLL) and d-q transformation-based
IBR control [5], resulting in complex sub- and/or super-
synchronous oscillations [6], [7]. Examples of such incidents
are widely reported in power networks around the world,
examples include Hami [7], ERCOT [8], and Guyuan [9]
networks.

When an IBR with PLL for control and grid synchroniza-
tion experiences a disturbance with Inter-harmonic Frequency
(IhF), subsequent effect in terms of coupled frequencies can
be observed in the output [10] as shown in Fig. 1. For balanced
grid and symmetrical gains of PLL as shown in Fig. 1a, the
IhF with 15 Hz component in the dq rotating frame will
appear as 35 Hz component at the control input. Similarly,
for unsymmetrical gains and unbalanced grid conditions, an
additional coupled frequency appears at the control inputs
of current loops as a result of voltage perturbation by IhF
[11]. To make it simple, the interpolation of these coupled
frequency-based modes (sub-synchronous (subSR) and super-
synchronous (supSR)) into fundamental frequency interacts
with other network components and emerges as complex and
multi-mode synchronous resonance (MSR) based oscillations
in the network [12]. Therefore, the theoretical bounds suggest
a potential increase in the complexity of the phenomena for
networks dominated by IBRs, significantly impacting the PCC
impedance at varying operating conditions due to complex
modes [13]. The accurate information pertinent to the modes
constituting complex oscillations leads to accurate determina-
tion of the impedance, therefore, enabling identification of the
source of disturbance up/downstream of the interconnecting
point. Therefore, it is of great interest to detect all possible
modes using a systematic approach such that preventive mea-
sures can be employed and thus contribute to realistic self-
healing and resilient power systems.

Assuming that the oscillations have a single mode (e.g.
subSR), and are stationary in nature over a designed window,
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it is relatively straightforward to detect its presence by using 
synchrophasors data, Discrete Fourier Transform (DFT) based 
algorithms [14], [15], and designing bandpass filters [16]. 
However, the constraints on reporting rate and superimposition 
of data with filters typically limit the observability of network 
disturbances constituted by modes with indistinct frequency 
bandwidths and inter-harmonic orders. An approach reported 
in [17], [18] proposed DFT based technique to detect the 
supSR modes while considering the theoretical constraints 
such as spectral aliasing and reporting rate limitation. This is 
only applicable if the event is stationary, modes are distinct and 
located within the defined bins of DFT spectra. Other methods 
employing waveform data for the nonlinear and non-stationary 
single mode SR-based oscillations are reported as Hilbert 
transform [19], Time Frequency (TF) transformation, and 
synchrosqueezing transformation (SST) [20]–[22]. However, 
the reported methods suffer from the non-reassigned point-
ing for the modes with strong frequency-proximity, thus the 
performance is further compromised with noise and strongly 
time-varying signals.

Amongst the different variants of power network os-
cillations, low-frequency oscillations have been extensively 
studied for modes detection and source localization [3]. Most 
of the methods consider the phasor measurement units (PMUs) 
data to measure the energy threshold over specified frequency 
bands [23], dissipating energy flow ( DEF) t hrough t he node 
[24], and mode shape estimation approach [25]. The energy 
based method specifically r ely o n e xtensive b aseline studies 
to set the threshold for oscillation detection. However, such 
methods require two important considerations, i.e. a careful 
estimation of the threshold and accurate identification of 
frequency bandwidth. It is therefore explicitly challenging to 
determine a single universal threshold valid for the entire 
range of operating conditions. Similarly, the DEF method is 
an improved approach as compared to the original energy 
based approach as proposed in [26]. Similarly, its effective-
ness has been demonstrated by testing simulated cases of 
sustained oscillations, including both poorly damped natural 
and forced oscillations and more than 30 actual events in 
ISO New England (ISO-NE) and two events in Western 
Electricity Coordination Council (WECC) systems. However, 
the variants of DEF also assume a single operating condition 
which is practically unrealistic as the operating conditions of 
IBRs-dominated networks significantly c hange a nd r esult in 
uncertain R/X ratios [27], [28].
In contrast, literature on the detection of SSCI-driven MSR 
oscillations and identifying the characteristics of their sources 
in a power network is limited. This is intrinsically justified 
by the limitation and fidelity o f a pproaches e stimating and 
reporting the modes using synchronized phasors and waveform 
data [29]. Similarly, computing the intact states of impedance 
for varying operating conditions becomes challenging when 
the modes involve frequency coupling. Extending the applica-
tion of synchronized waveform measurement units (SWMUs)
[30] to detect the MSR-based oscillations, this work offers a
systematic method for identifying MSR oscillations using a
novel realigned instantaneous frequency-based synchro trans-
form (IFST) with adaptive window. The proposed method
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Fig. 2: Performance of DFT for undersampled signals (a)
signal with 84.5 Hz and 15.5 Hz modes and its spectrum, (b)
role of Nyquist window for fi > fn/2 modes, and the folded
spectral magnitude.
uses synchronized voltage and current waveforms typically
available at the grid nodes and point of common coupling
(PCC) of IBRs. Furthermore, this paper proposes a modes-
based approach for the reconstruction of power flow at varying
operating conditions to characterize and localize the participat-
ing sources of both active and reactive power oscillations in
the network. The key contributions are summarized as follows:
• A novel realigned adaptive IFST (AIFST) is proposed to

facilitate the accurate identification of complex oscillation
modes at varying conditions of the power network.

• The admittance model subjugated by MSR due to coupled
frequencies at the specific operating point conditions is
derived from the reconstructed modes.

• Taking into account the reconstructed modes and the subse-
quent admittance model, the complex power flow is derived.
This enables the characterization of the oscillation sources
for the active/reactive oscillations in the network.

The remainder of the paper is organized as follows:
Section II provides the motivation for this work, presenting
the limitations of synchrophasors under multimode SR. Sec-
tion III presents the proposed method; with results provided in
Section IV. Section V concludes the paper.

II. FIDELITY OF PMU BASED OBSERVABILITY

Electromagnetic oscillations originating due to control
interactions of IBRs in weak grids have been a focus due to a
limited understanding of their origin [3]. The presence of com-
plex modes in SSCI based oscillation is different as compared
to the mechanism of harmonics, low-frequency oscillations
and forced oscillations due to time-varying frequency and
damping characteristics. Typically, such oscillations involve
a wide band of frequencies, where the dominating modes
have coupled frequencies resulting in MSR-based oscillations
[5]. They usually originate as a result of PLL response to
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unbalanced grid conditions. Consequently, in such conditions 
the control system starts interacting with the power network 
components, resulting in complex oscillations, and making it 
challenging to detect.

This phenomenon is illustrated in Fig. 2 which is best 
aligned with Fig. 1 based on coupled frequency concept. 
The observability constraints of such disturbance in power 
networks using PMUs (instruments operating on DFT based 
approach) can be explained by assuming a non-stationary, 
multi-component signal with sub synchronous component of 
frequency fsub and super synchronous component of fre-
quency fsup, originating as a result of SSCI. The instantaneous 
signal comprised of fundamental component (f0) and accom-
panied by sub-synchronous and super-synchronous modes can 
be modeled as

x(t) = A0 cos(2πf0t+ ϕ0) +
2∑

i=1

Aie
σit cos(2πfit+ ϕi)

(1)
where A0, f0 and ϕ0 denote the amplitude, frequency and
phase of the fundamental component, the subsequent indexes
(i = 1, 2) for Ai, fi and ϕi corresponds to SSCI components
(fsub, fsup), and σi represents the damping factor of each SSCI
mode.
Typically, the reporting rate of PMUs for wide area monitoring
systems (WAMS) is between 10−100 fps. Considering a PMU
with a fixed sampling rate fR = 100fps, the expression in (1)
at nth sample can be expressed as

x(n) = A0 cos(2πf̂0n+ ϕ0) +

2∑
i=1

Aie
σ̂in cos(2πf̂in+ ϕi)

(2)
where f̂0 = f0/fR and f̂i = fi/fR is the normalized fre-
quency of the fundamental and SSCI component, respectively.
Similarly, σ̂i denotes the damping factor normalized at the
fixed sampling rate.
Conventionally, a rectangular window of length NR = fR/f0
is applied to obtain synchrophasors using a DFT-based al-
gorithm. The DFT window length and the sampling period
determine the number of spectral bins and the respective inter-
bin distance for the frequency components in (2). Therefore,
considering 100 fps reporting rate of PMU with fixed DFT
window length, the fundamental and subsequent frequency
components can be expressed in spectral bins as

f̂n =
f0
fR

=
2∑

i=0

Υi

fR
, (3)

where Υi = Γi + ℏi represent the spectral bin of frequency
components and their inter-bin location for fundamental and
subsequent SSCI based components depending on the index
(i = 1, 2 · · · ). Subsequently, ±Υsub and ±Υsup represent the
spectral bins of SSCI components when synchrophasors with
fundamental frequency (f0 = 50/60 Hz) are generated using a
rectangular window of length NR for a signal presented in
(2). The frequency component lie at integral bin for ℏ = 0
if f0 = f̂n. However, for SSCI components where assuming
fsub ∈

[
1, 25

]
and fsup ∈

[
60, 100

]
, then Γ1 ̸= Z& ≤ 1.

Similar is the case for Υ2, where Γ2 ̸= Z and this deduce

ℏi ̸= 0 which implies f0 and subsequent fi components do not
lie on integral bins and estimated synchrophasors are affected
with spectral leakage as illustrated in Fig.2.

The DFT spectrum of (1) for f0 and superimposed by
fSSCI components is constituted by their respective positive
and negative spectra [14], given as

[ν] = ν[k,Γ]±f0 + [k,Γ]±fSSCI
(4)

(4) can be written for the ±Γ and using rectangular window
taking sample at each nth interval as

ν̌[n,Γ]±f0 = Â0 cos

(
2π

Γ0

f0 ·NR
(n+ Γ0) + ϕ0

)
e−j2π

Γ0
f0

(5)

ν̌[n,Γ]±fSSCI
=

1

fi ·NR
e

ℏi
NR

[
fi−1∑
i=1

Âie
ℏi
NR

cos

(
2π

Γi

fi ·NR
(n+ Γi) + ϕi

)
e
−j2π

Γi
fi

]
(6)

(5) and (6) can be simplified using Euler identity to nor-
malize the estimated phasors for corresponding reporting of
synchrophasors algorithm, well derived in [10]. Therefore, this
can be written as

Ψ0 (Γ0 + n) =
1− ej2π(Γ0+n)

1− ej2π
(

Γ0−n

f̂0

) ,

Ψi (Γi + n) =
1− ej2π(Γi+n)+

ℏi
f̂n

1− ej2π
(

Γi+n

f̂n

)
· ℏi
f̂n

,

(7)

where Γ0 and Γi denote the bin distance between fo, fSSCI

in (1) and any nth positive sequence harmonic content that
illustrates the MSR and non-stationary complex signal. (7)
implies that Ψ(0,i) for fo and fSSCI depends on the sampled
signal reported at nth interval by the synchrophasor. This leads
to two important conclusions
• The synchrophasor-based estimation algorithm primarily

depends on the fo and assumes that [ν] has finite stationary
cycles over the applied window.

• For any fSSCI with ωi(t) ̸= Z constituting ν[n] with∑t=0:k:1
i=1,2··· Âicos(wit+ϕi) as superimposed components, the

NR doesn’t guarantee the minimum conditions for Nyquist
theory.

This implies that if NR≪ 2fSSCI , the spectrum of frequencies
for f0 and fSSCI folds up at each respective ±Γ, and results
in aliased spectral leakage as illustrated in Fig. 2(a, b). This
affects the accurate estimation of synchrophasors which sub-
sequently leads to erroneous estimation of the associated pa-
rameters, consequently misleading the impedance proportional
to the respective modes and nominating the wrong candidate
as a source of disturbance in the network.

III. PROPOSED METHOD

Time synchronised waveforms (also referred to as
synchro-waveforms [30]) and AIFST are employed to deter-
mine the complex and non-stationary modes, followed by the
identification of the sources to characterize their participation
for either injecting or absorbing oscillations in an IBR-based
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network. The method is described in detail in the following 
sub-sections.

A. Mathematical Background of SST

Assuming a non-stationary time-varying complex signal
as illustrated in (1), we transform it into the time domain to
facilitate the derivation and its Fourier Transform (FT), written
as

X(ω) =

∫ +∞

−∞
x(t)e

−jwt

dt (8)

The short-time Fourier transform (STFT) of x(t) ∈ L2(R) for
real and even sliding window gσ ∈ L2(R) is given as

S(t, ω) =

∫ +∞

−∞
x(u)e−ȷω(u−t)gσ(u− t)dx (9)

STFT calculates the FT of x(t)gσ(u− t) for shorter duration
as u ∈ [t−∆t, t+∆t]. Therefore; for STFT it is essential to
assume that the magnitude and phase components of the signal
in (1) fulfill the criteria of |A′

i(t)| ≤ ε and |ϕ′′

i | ≤ ε, where
ε is a sufficiently small value. In addition, the components
of the signal x(t) should have sufficient separation distance
as 2∆ω < ϕ′k(t) − ϕ′k−1(t) satisfies only if ϕ′0,i ∈ x(t) are
weakly time varied. With this condition, (1) is considered as
a weakly time-varied sinusoidal signal and is approximated to
have only harmonic components for all duration of u [31].
Using Taylor expansion, (9) can be modified for (1) and can
be approximated for a fixed time interval (t̂) as

S(t, ω) =

∫ +∞

−∞
gσ(u− t̂)A(t̂) eȷ(ϕ(t̂)+ϕ′(t̂)(u−t̂))e−ȷω(u−t̂)dx

= A(t̂)eϕ(t̂)ĝσ(ω − ϕ
′
(t̂))

(10)
(10) is generalized for fundamental (A0, ϕ0) and subsequent
terms (Ai, ϕi) reflecting (9) and the components of x(t). We
further replace t̂ with t for ease of simplicity, while detailed
mathematical derivation can be seen from [31]. This leads to
the estimation of IF (ϕ

′
) in time-frequency frame with (t, w)

as

ω̌x(t, w) = Re

{
δt S(t, w)

ȷ S(t, w)

}
= Re

{
δtA0(t)e

ȷϕ0(t)ĝσ(ω − ϕ0′(t))
ȷA0(t)eȷϕ0(t)ĝσ(ω − ϕ0′(t))

+
δtAi(t)e

ȷϕi(t)ĝσ(ω − ϕi′(t))
ȷAi(t)eȷϕi(t)ĝσ(ω − ϕi′(t))

where by solving for δt,
= ϕ′0(t) + ϕ′i(t),

(11)

where ℜe is the real part of ω̌v(t, w). (10) and (11) provides a
biased estimate of the modes in x(t), with the unsymmetrical
alignment of ϕ(t)

′
to |A(t)| and the energy concentration

scatters around the ridges. To gain concentrated information
and squeeze energy in the region around the coefficients
∀ϕi ∈x(t), the reassignment operator can be employed as
Dirac delta function for ω as

T̃ (t, ψ) =

∫ +∞

−∞
S(t, ω)δ [ψ − ω̌x(t, w)] dω (12)

Therefore, substituting (10) and (11) into (12) provided that
condition for sufficient separation of modes is met, the coeffi-
cients are reallocated from S(t, w) → (t, ω̌S(t, w)) using the
coefficient reconstruction as

ăk(t) ≈
1

2πgσ

∫
|ω−ϕ′

k(t)|<τSSCI

T̃ (t, ψ)dψ (13)

This implies the following argument proved in [32]

1

2πgσ

∫
|ω−ϕ′

k(t)|<τSSCI

T̃ (t, ψ)dψ − ăk(t) ≤ κε̃ (14)

where τSSCI controls the bandwidth for reconstructing the
coefficients, κ is a constant, and ε << 1 is a precision for
ensuring that each component is reconstructed with a tiny
error, and the coefficients are tightly concentrated in their
respective bands (t, ϕ

′

k(t)).
To extract a concentrated coefficient with intact information,
the STFT is iterated to obtain SST, however, it has the
following limitations:
• The input signal for SST is assumed to be weakly vary-

ing in time, an assumption impractical for IBR-dominated
networks. As a result, any input signal with non-stationary
oscillations is approximated as a counterpart of harmonic
oscillations for determining the SST coefficients.

• SST employs a fixed window that is insufficient for acquir-
ing concentrated information around ridges for calculating
the coefficients. A small window size for high frequencies
and a larger window size for for lower frequencies is a
requirement to compute the exact modes.

B. Adaptive SST

The energy concentration of SST is improved by an
iterative process of STFT using a constant window. The
concentration around ridges still deteriorates when subject to
strong noise and time-varying signals. In-depth mathemati-
cal analysis discussing the limitations of constant window-
based SST operation and challenges associated with acquiring
the higher resolution TFr of MSR-enforced multi-component
signal is presented in [33]. Therefore, an adaptive time-
varying window is considered for this study. We begin this
by considering a Gaussian window whose Fourier transform
is given as

ĝσ(t) =
1√
2πσ

e
−t2

2σ2 (15)

where, σ is computed as
√∑

|t−t̄|2
n−1 at each n− 1 sample of

N . Based on (15), (10) can be rewritten as

S(t, ω) =

∫ ∞

0

A(t+ u)
1√
2πσ

e
−u2

2σ2 e−jωudu (16)

To facilitate the derivation, a constant chirp signal-
based approximation of x(t) is considered as x(t) =

Ae[ϕ0(t)+ϕ′(t)(u−t)+ 1
2ϕ

′′(t)(u−t)2] [34] that yields

=

∫ +∞

−∞
Aej[ϕ0(t)+ϕ′

0(t)u+
1
2ϕ

′
0(t)w

2] 1√
2πσ

e−
u2

2σ2 e−jωudu

(17)
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=
A√
2πσ

ejϕ0(t)

∫ +∞

−∞
e−

1
2 [

1
σ2 −jϕ′

∅(t)]u
2−1[ω−ϕ◦(t)]udu (18)

The partial derivative of 18 yields

∂x(t, ω) = x(t, ω)

{
jϕ′(t) +

ϕ′′(t)[ω − ϕ′(t)]
1
σ2 − jϕ′′(t)

}
(19)

Substituting (19) in (11), the IF can be estimated as

ω̌x(t, w) =
ϕ′′(t)2

1 + ϕ′′(t)2
[ω − ϕ′(t)] + ϕ′(t) (20)

Implying the condition in (14), (20) can be written as

|ω̌v(t, w)− ϕ′(t)| < ε

∣∣∣∣1− 1

1 + ϕ′′(t)2

∣∣∣∣ (21)

From (21), if the x(t) has MSR components that are varying
slowly in time, then ε is small enough to assume oscillation
components as an approximation of harmonic order of x(t).
Therefore, the condition satisfies if ω̌v(t, w) = ϕ′, otherwise,
it can be observed from (20), that the estimate of ω̌v(t, w)
depends on ϕ′′(t) which is rate of change of IF. It is clear that
for slow variation, the ϕ′′(t) is small and is negligible, however
for strongly time-varying signals, the ϕ′′(t) is large enough
to provide a biased estimate of IF using (20). Therefore, the
continuous iteration of (20) provides concentrated TFr with
reduced error between ω̌v(t, w)

N and ω̌v(t, w)
N−1 for optimal

solution of ε̃. This is expressed as

T̃ (t, ψ) =

∫ +∞

−∞
S(t, ω)δ

[
ψ − ω̌N

v (t, w)
]
dω < ε (22)

In theory, the above solution converges as the TF coefficients
are reassigned to (t, ω̌N ), however, the frequency estimator in
discrete implementation is rounded to the nearest Z to satisfy
ω = ϕ

′
(t). This leads to a non-realignment issue with IF

estimators (ω̌N ) and results in a deviated approximation of
MSR modes in discrete implementation. Therefore, we ensure
that the IF estimator is correctly aligned to its realignment
region for approximation of all MSR (ϕi) modes. It is intrinsic
to ensure accurate reference for obtaining the accurate esti-
mation of ω. Therefore, we further modify the reassignment
operator as δ[ω − ω̌(t̂)] provided by [31]. This modification
has the effect of sharpening the frequency localization of the
SST and reducing the interference between adjacent frequency
components, resulting in a clearer and more interpretable
TFr of the signal. The new reference can be written as
w̃ref = ω̌(t̂)−ω = 0. It is best to center align the IF estimator
across each MSR component present in x(t), this allows the
location of the band center of all MSR components before
the realignment of ω̌(t̂) [33]. Therefore, (11) is discretized at
k = (1, 2, · · · ,K) and can be formulated for IF band center
as

w̃ref =

 kω

∆kω > |ω̌v(t, kω)− kω|
1 > ∂ωω̌x (t, kω)
|ω̌v(t, kω)− kω + 1| ≥ |ω̌v(t, kω)− kω|


(23)
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Fig. 3: A schematic of DFIG connected with the grid through
a compensated transmission line (XTL).

Here, w̃ref ⊂ω such that ω ∈
[
w̃+

ref , w̃
-
ref

]
, and limits of

∆w̃ref = w̃-
ref <ω< w̃

+
ref . The boundary limits of the new IF

for the kthω bandwidth can be written in discrete domain as

∆w̃ref =

{
w̃-

ref , maxδωω̌v(t, kω) ≥ 1|| ω < w̃i
ref

w̃+
ref , minδωω̌v(t, kω) ≥ 1|| ω > w̃i

ref
(24)

where the subscript i = [1, 2 · · · ] refers to frequency bands of
the corresponding MSR modes. From (24), the IF estimator
can be realigned across i = [1, 2 · · · ] bands of frequencies in
(8) and ω̌v(t, w) for ith modes is written as

ω̌v(t, w) =

 ω̌v(t, kω)i=1, w̃-
ref,i=1 < kthω < w̃+

ref,i=1;
...

...
ω̌v(t, kω)i=n, w̃-

ref,i=n < kthω < w̃+
ref,i=n;

(25)
where w̃±

ref,i refers to the frequency boundries of IF bands
of ω̌v(t, w) aligned at its center. Therefore, the coefficients of
STFT can be reallocated by using these realigned IF estimators
across each frequency band’s center as

T̃v(t, ω̌) =
∑

∆kω̌
2 >|ω̌v−kω̌|

S(t, ω̌)∆kω̌ (26)

Following the realignment process for each mode, the coeffi-
cients in the discrete domain can be reconstructed as

ăk =
1

2πgσ(0)

∑
τSR>|kω̌−ω̌|

T̃v(t, ω̌)∆kω̌ (27)

C. Sequence Reconstruction and Source Characterization

Assuming that all the branches and nodes connecting the
IBRs and conventional power sources are well observable for
a simplified network as shown in Fig. 3, the complex power
for that specific node can be written as

S =
...k∑
j=1

Pj, k + ℑ
...k∑
j=1

Qj, k (28)

where the terms k, j refer to the nodes in the network and
operator “ℑ” is the complex number. The active and reactive
power at the nodes can be deduced from (28) as

Pj,k =Po +
∑

i=1···n
ViI

∗
i cos(θi,V − θi,I)

Qj,k = Qo +
∑

i=1···n
ViI

∗
i sin(θi,V − θi,I)

(29)

where Po, Qo refers to the fundamental frequency compo-
nents, the subscript (i) refers to the modes (i.e., subSR,
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supSR and harmonic noise), and operator “∗” refers to the 
conjugate. From (28) and (29), it can be said that the resultant 
power at any specific node is the sum of fundamental and non-
fundamental components of the system. The identification of 
frequency modes relies on (26) and (27), however, character-
izing the source for its active participation in SSCI oscillations 
is intrinsically dependent on the network admittance. The 
complex power for MSR-based oscillations is accurately ob-
servable if the system admittance is computed at that specific 
operating point. Previously, the source characterization for 
SSR and SSCI interaction is persuaded on the basis of a single 
operating point [27], [35]. However, it is not practical for an 
IBR-dominated network to consider a model solely derived 
for a single operating point [36]. This lacks confidence in 
deriving an accurate relation between the MSR and the system 
model. Therefore, the relation between the MSR modes and 
the admittance matrix (AM) obtained at varying operating 
points can be written as[

vsub
vsup

]
(s,zκ)

=
[
Y (s,zκ)

]−1
[
isub
isup

]
(s,zκ)

(30)

where isub, isup, vsub, vsup are sub synchronous and su-
per synchronous current and voltage modes respectively, zκ
denotes the operating point condition and [Y ] is the AM.
The frequency coupled AM (Y FCAM ) can be obtained by
modifying (30) as

YFCAM (s, zκ) =

[
Y (s, zκ)ii Y (s, zκ)ij
Y (s, zκ)ji Y (s, zκ)jj

]
(31)

where Y (s, zκ)ii and Y (s, zκ)ij represent the elements of
the admittance matrix at the specific operating point (zκ).
For simplicity, (30) and (31) can be further manipulated by
taking into account [Ysub](s, zκ) = [isub] × [vsub]

−1 and
[Ysup](s, zκ) = [isup] × [vsup]

−1 at each operating condition
(zκ). The frequency coupled AM in (31) can be updated
subsequently and in accordance with the obtained voltage and
current modes. This can be written in a simpler form by
representing in complex plane as[

Ysub
Ysup

]i
(s,zκ)

=

[
Gsub + ℑBsub

Gsup + ℑBsup

]i
(32)

Using (30), (31) and (32), the power for each MSR mode can
be deduced as

[
ssub
ssup

]i
(s,zκ)

=

 i2sub

Yii
+

ℑ (i∗subi
∗
sup)

Yij

i2sup

Yjj
+

ℑ (i∗subi
∗
sup)

Yji

i

(33)

The Y ii and Y jj , refers to WTG and grid side impedance,
while the diagonal terms

(
Y ij = Y ∗

ji) refer to the impedance
due to coupled frequencies, respectively. Simplifying (33)
further yields[
ssub
ssup

]i
(s,zκ)

=

[
i2sub
i2sup

] [
1/Gsub + ℑBsub 0

0 1/Gsup + ℑBsup

]
(34)

1 2
Compute 
TFR & IF

Data 
Initialization

4
& 

fi

3
Realignment 

of IF

5
Source Filtering & 

Classification
of fi

Characterization

Fig. 4: Flow-chart of the proposed method

Subsequently, (28) can be modified using (34) to compute
the MSR-based power either consumed or absorbed at the
respective node as

S(s, zκ) = ssub + ssup = P ± ℑQ

=

(
i2sub
Gsub

+
i2sup
Gsup

)
±ℑ

(
i2sup
Bsub

+
i2sup
Bsup

)
(35)

From (35), any IBR-induced oscillations in a weak grid
can be a resultant of disseminating power at SSCI modes
i.e., active and reactive power oscillation. The participating
unit can inject or absorb either mode of the oscillations by
varying the impedance of the node at that specific operating
condition. Therefore, (35) concludes that negative P and Q
implies the node as an active source of oscillations and vice
versa.

To summarize, the overview of the proposed method is
illustrated in Fig. 4, where the source and network can be
characterized for SSCI power flow using five main steps as
provided in algorithm 1. In the first step, the initialization
is ensured to confirm the data meets the minimum sampling
requirements and is well synchronized. This is achieved with
SWMUs as they are capable of capturing data with high
samples at nodes where the WTGs are connected. Therefore,
we ensure that data at the central location is synchronized
and has no missing data and outliers. If so, the bad and
missing data is replaced with interpolation. In the second step,
the SST is applied using (22). In this step, the preliminary
information on instantaneous frequency (ω̃v) and phase (ϕ

′
) is

obtained. In the third step, the T̃ (t, ψ) is obtained using (26)
to retrieve the complex TFr. This is achieved by computing
w̃ref = ω̌(t̂)−ω = 0 using (23). In this step ω̃v is realigned to
its centre location for each mode. This avoids mixing low
and high-frequency modes and provides the complex TFr
of the event. In the fourth step, the frequency modes are
selected based on conditional selection and the SSCI modes
are reconstructed using (27). Finally, the complex SSCI power
flow is derived using (35) at that specific operating point. The
characterization of the source is assessed by the direction of
power flow derived from the SSCI modes. The efficacy of the
proposed method is demonstrated through numerical examples
and a detailed case study.
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IV. CASE STUDY

The proposed method is first verified using a synthetic
signal to prove the detection accuracy in the presence of
noise and time-varying frequencies, then its effectiveness is
evaluated for real-world cases that exhibit SSR-driven oscilla-
tions and SSCI events. Dataset for two real events [37], one
obtained through replication of an event through a PSCAD
simulation and another recorded through PMUs, is used to
verify the accuracy of modes detection. The detection accuracy
is compared against methods recently reported in the literature,
i.e., improved DFT (IpDFT) [17] and Prony analysis provided
in [38]. Further, a modified IEEE-9 bus network is used
to characterize the SSCI based power flow, replicating the
ERCOT incident [39].

The identification and characterization algorithm is im-
plemented in MATLAB/Simulink running on a desktop com-

Algorithm 1 Complex SSCI Detection & Characterization

STEP 1:INITIALIZATION
Compute: ĝσ , Length (N): of signal From (1),
Sampling frequency (1/T), Nominal f0.
STEP 2: COMPUTE STFT & ω̌v ▷ using (22) & (21)
STEP 3: REALIGNMENT OF IF
for t = 1 : N do

Calculate w̃ref From (23)
▷ Compute k

for n = 1 : k do
Compute w̃+

ref & w̃-
ref From (24)

Calculate ω̌v From (25)
end for

end for
Output: T̃v(t, ω̌)
STEP 4: CLASSIFICATION OF fi
fi ← ω̌ From (22)
while fi ∈ [fsub, fsup]× N do

if fi = [T̃v(t, ω̌)]
2×1 & sum = 2 · f0 then

[X]2×1 ← ăk ▷ Multimode SSCI
else if f0 ≤ fi & fi /∈ [nth · f0] then

fsup ← fi
X ← ăk From (27)

else if fi ≤ f0 & fi /∈ [nth · f0] then
fsub ← fi
X ← ăk From (27)

end if
end while
STEP 5: Source Characterization
for t = 1 : N do

X ∈ R
while |X| ̸= 0 do

Compute Admittance Matrix From (32)
Compute Power Flow From (35)

end while
end for
for i = 1 : j do

S(s, zκ)
i Find power flow direction

end for
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Fig. 5: Modes detection in strongly time varied sinusoidal
signal as shown in (a), using (b) TFr of the proposed method,
(c) Spectrum of IpDFT, (d) Prony method.

puter with a Core i7-11700 processor and 32GB random access
memory. The algorithm takes an average computational time
of 400 ms for the proposed method when the voltage and
current waveforms are sampled at 1.6kHz. This sampling rate
is sufficient enough to satisfy the Nyquist criteria for observing
the complex SSCI modes up to 1kHz. The computational time
increases to approximately 800 ms when the waveforms are
severely contaminated by noise and harmonics.

A. Verification through Synthetic Data - Case I

We first verify the accuracy of the proposed method for
a synthetic signal having time-varying frequency modes as
M1 and M2, where M1 varies from 13.80 Hz→23.89 Hz and
M2 as 104.93 Hz→145.75 Hz with time. The signal is further
corrupted with 40 dB noise and interharmonic components
of magnitudes less than 1% to achieve an overall THD of
7.3%. Fig. 5 shows the modes detection comparison using the
proposed method (AIFST), IpDFT, and Prony method. The
TFr of the synthetic signal is obtained using the proposed
method and shown in Fig. 5b. It can be observed that AIFST
detects the modes with high accuracy as compared to IpDFT
and Prony methods as shown in Fig. 5c and Fig. 5d, respec-
tively. Comparatively, the IpDFT performance significantly
deteriorates when the input signal is constituted with time-
varying modes and is affected by noise above 40 dB. It
is clear from Fig. 5b, that the coefficients of DFT do not
lie within the integral bins and so the exact magnitudes at
corresponding frequencies cannot be determined. In contrast,
the Prony method requires a large window to estimate the
modes in the signal. In addition to that, the modes M1 and
M2 in this case are determined as an average over the period
of the window and fail to provide accurate information on
computing the frequencies at each operating interval. This
limits the viability of the Prony method for constructing an
admittance matrix for complex modes and at varying operating
conditions. However, the proposed method precisely detects
the modes (M1,M2) constituting the synthetic signals.
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TABLE I: TABLE I: Identified Modes in Case I , Case II, Case III, Case IV, and Comparisons with IpDFT and Prony Method
Case I Case II Case III Case IV

Results Simulation results of time
varying modes with noise

Simulation results of the Hammi network
without noise

Actual data of the Hammi network with
noise only

EMT simulation of ERCOT with
harmonics and noise

Methods IpDFT Prony AIFST
( Improved) IpDFT Prony AIFST

(Improved) IpDFT Prony AIFST
(Improved) IpDFT Prony AIFST

(Improved)
fo 60 59.891 60 50 49.99 50 49.9935 49.9946 50 59.1022 59.6 60
fsub / 11.21, 27.55 13.8, 23.89 24.5753 24.5751 24.6008 8.287 8.2788 8.2570 12.11 11.3058 10.19
fsup / 100.83, 140.27 104.93, 145.75 75.4247 75.4252 75.4005 91.7129 91.6999 92.805 107.5998 108.7982 109.8

Fig. 6: Network of North China power grid experiencing SSO
incident [37].

B. Verification through Real World Dataset - Cases II & III

The accuracy of mode detection and its feasibility for
real-world systems is further evaluated by selecting the Hami
power grid in northwest China as shown in Fig. 6. The network
comprises static VAR generators (SVGs), three wind farms
based on type-3 WTGs, turbo generators and passive network
components. The network has experienced two distinct SSCI
events. For the first case, the instantaneous waveforms are
obtained through PSCAD/EMTDC while incorporating factors
producing the nearest replica of the event. Whereas, the dataset
of the second event is recorded by both PMUs and waveform
recorders [18], [37]. For both cases, the comparative evaluation
of the proposed method with IpDFT and Prony analysis is
presented next.
Case II: Fig. 7 (a) shows the current waveforms obtained
through PSCAD/EMTDC simulation of the network shown in
Fig. 6. Fig. 7 (b) shows the TFr of the SSCI event that occurs
due to dynamic interaction between different network compo-
nents, such as wind farms and SGs. The nearest estimation of
fo, fsub, and fsup using Prony analysis are 49.9 Hz, 24.575 Hz
and 75.425 Hz, respectively. The TFr of Fig. 7 (a) shows a
distinct mode having coupled frequencies (fsub and fsup) at
24.600 Hz and 75.400 Hz. The reconstructed modes at these
frequencies are shown in Fig. 7 (c)-(e), and the key distinctions
against both methods are summarised in Table (I).
Case III: The efficacy and sensitivity of the proposed method
are further evaluated on the real data of the SSCI event
as shown Fig. 8. A brief comparison is provided in Table
(I) for the proposed, IpDFT and Prony method. It can be
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concluded from the results that the ipDFT method reports
the fsub and fsup only when the intact information on
respective bins is constant and doesn’t interpolate in the
subsequent bins. Conversely, the Prony method estimates the
nearest instantaneous frequency of both modes as fsub →
8.278Hz, fsup → 91.6999Hz, however, the mode detection
subsequently deteriorate when strong variations in frequency
are observed. Conversely, the proposed method is adaptive to
frequency variations, flexibly adjusts the window and detects

8

A realigned instantaneous frequency approach for SSCI oscillation localization in power networks



~

WF 1

Fault
Event

300 DFIG WTs

T1

T1'

Bus 9

T2

      WF 2
267 DFIG WTs

T1

T1'

Bus 8

T2

        WF 3
166 DFIG WTs

T1

T1'

Bus 7

T2

Bus 3 Bus 4 Bus 5

~

CA CB

L2

Grid 2Grid 1

L1 75 km
39 km

39 km

67 km
63 km

110 km

Bus 2

Bus 1

Bus 6

i1 i2 i3

v1 v2 v3

Network Parameters
Sbase = 100 MVA
Vbase = 345 kV
rl / km = 0.002937 mΩ p.u
xl / km = 0.002937 mH p.u
T1 = T1

' = 34.5/0.575 kV
T2 = 345/34.5 kV

zc z3

Yg/Δ

Δ/Yg

Δ/Yg

Yg/Δ Yg/Δ

Δ/Yg

Δ/Yg

Δ/Yg

Δ/Yg

z4

z5

z2

z1

Fig. 9: Circuit schematic of ERCOT replication using IEEE 9
bus network.

(d)(c)

(e) (f)

(b)

3 4 5 6 7 8
Time (s)

-1

0

1

V
 p

.u

Windfarm 3 TFR of Windfarm 3

3 4 5 6 7 8
Time (s)

20
40
60
80F

re
q 

(H
z)

3 4 5 6 7 8
Time (s)

-1

0

1

V
 p

.u

Windfarm 2 TFR of Windfarm 2

3 4 5 6 7 8
Time (s)

20
40
60
80F

re
q 

(H
z)

3 4 5 6 7 8
Time (s) (a)

-1

0

1

V
 p

.u

Windfarm 1 TFR of Windfarm 1

3 4 5 6 7 8
Time (s)

20
40
60
80F

re
q 

(H
z)
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(c) WF3.

fsub → 7.195 Hz, fsup → 92.807 Hz, and consequently con-
structs the corresponding modes as shown in Fig. 8 (c-e). This
concludes that both ipDFT and Prony methods capture the
nearest modes if the noise ratio is above 40 dB. Furthermore,
both approaches yield the mean values of the overlapping bins
due to resolution limitations which inherently pose challenges
in precise characterization of the modes. Alternatively, this can
lead to indeterminacy of characterizing the SSCI source and
deteriorate the overall identification and mitigation process.

C. Verification through Simulation Modelling - Case IV
The testbed, as shown in Fig. 9, is based on an IEEE-9 bus
system, developed by the University of Florida [39], incor-
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Fig. 12: Wind triggered SSCI showing, (a-c) current wave-
forms, (d-f) TFrs of detected modes in current waveforms, (g-
i) voltage waveforms, (j-l) TFrs of detected modes in voltage
waveforms.

porating real-time data to replicate the ERCOT network and
reproduces the sub-synchronous oscillation event. The testbed
has three wind farms of type-III configuration interconnected
to 345kV substations. The transmission line specification and
impedance data are obtained from [40]. We first validate the
developed ERCOT model for the disturbance that produced
the oscillation event. The event is initiated by a 3-phase fault
leading to a line outage between Bus2 and Bus3. This outage
leads to a radial connection between the series compensated
line and wind farms connected at Bus3 and Bus4 as illustrated
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Fig. 13: Illustration of modes reconstruction and power flow characterization from SSCI-event showing:(a-c) subSR modes in
current for WFI, WF2 and WF3, (d-f) supSR modes in current for WFI, WF2 and WF3, (g-i) subSR modes in voltage for
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WFI, WF2 and WF3, (p-r) reactive power flow at detected modes for WFI, WF2 and WF3.

in Fig.9. The voltage profiles obtained through simulation
results on buses connecting the WTGs are shown in Fig.10.
The instantaneous values are sampled at 1.2 kHz and the TFrs
obtained through AIFST are shown in Fig.10(b d f). These
results demonstrate and provide the early intervention of SSR
modes at those particular nodes due to network disturbance.
It is evident from Fig.10, that fault perturbs the voltage on all
nodes, however, the oscillations emerge due to alteration in the
topology of the network. In addition to that, the authors in [27],
[39] analyze this event with a DFT-based algorithm which
consequently estimates only subSR modes due to its band-
width limitations. However, analyzing such an event using the
proposed method demonstrates an additional mode involved
in the SSCI-based oscillations as shown in Fig.10(b, d, f). The
TFRs show that fault initiates control interaction and affects all
three WFs as depicted in Fig.11. The WF3 mitigates the effect
by damping these oscillations prevailing stable active/reactive
power. However, it becomes prevalent that the isolation of
the faulty section leaves WF1 and WF2 in radial connection
with the line compensation (Zc) as depicted in Fig.9. The
triggered SSCI modes show that WF1 and WF2 have the
highest contribution of subSR and supSR modes. On the other
hand, the TFR of WF3 shows only subSR mode lasting for
500ms approximately. Therefore, this approach is an early
contribution to suggest that the limitation and measurement
fidelity of the DFT-based approach provide only a single
subSR mode. Conversely, the accurate estimation and modes
detection approach with the capability being adaptive to vari-
ance in frequencies for different operating conditions suggest

coupled-frequency-based modes for the event. It is clear from
the topology of the network that WF1 and WF2 are in radial
connection of the series compensation and provide sufficient
evidence of being involved in SSCI-driven oscillations.

On the contrary, this becomes severely challenging if
the network components are not isolated, oscillating and
threatening the whole network with explicit variations in
the active/reactive power regulation. Therefore, to verify the
proposed method for deriving SSCI based power flow due to
IBRs injecting both subSR and supSR modes in a network,
we further modify the network by tunning the parameters as
listed in Table II.

The key results from this test can be concluded as follows:
Fig. 12 illustrates the current and voltage waveforms of wind-
farms connected at Bus 9, 8, 7 for the network shown in
Fig. 9. The instantaneous values are sampled at 1.2 kHz at their
respective nodes for modes identification and SSCI source
characterization. The TFrs of the current and voltage wave-
forms are shown in Fig 12 (d-f) and Fig. 12 (j - l), respectively.
The system parameters and control variables are deliberately
tuned to induce harmonics and noise in the current and
voltage waveforms to verify the sensitivity and efficacy of
the proposed method against noise discrimination. At t= 2.5 s,
the SSCI oscillations start in the system by varying the wind
speed from 11 m/s to 7 m/s. Fig. 13 (a, d), Fig. 13 (b, e) and
Fig. 13 (c, f) present the corresponding MSR modes for cur-
rent values, while Fig. 13 (j, m), Fig. 13 (k, n) and Fig. 13 (l, o)
present modes for voltages obtained at interconnecting nodes
of WF1, WF2 and WF3, respectively.
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TABLE II: Wind Turbine Parameters for Test-Case III
Parameter Value (SI) Per-unit (pu)

Rated power 1.5MW 0.9
DC-link voltage 1150 V
Rated voltage 575 V 1
Nominal freq. 60 Hz 1

Wind speed at Pmax 11 m/s
Lls (Xls) , Rs 94.5µH, 5.6 mΩ 0.18, 0.023
L′
lr

(
X′

lr

)
, R′

r 84.0µH, 3.9 mΩ 0.16, 0.016
Lm (Xm) 1.5mH 2.9

Inertia, poles 8.03H, 6
Friction factor 0.01

Cdc 10mF 0.3, 0.03
Lc (XLc) , Rc 0.16mH, 0.59 mΩ 0.267

C1 (B1) 2.9mF Kpig = 0.83,Kiig = 5
Current control (GSC) Kpdc = 8,Kidc = 400

DC-link control Kpac = 8,Kiac = 400
Vac control Kpir = 0.6,Kiir = 8

Current control (RSC) Kpq = 0.4,Kiq = 40
Q control KpPLL = 60

PLL KiPLL = 1400

The characterization of SSCI source is persuaded on
the basis of the power flow direction. From (35), the power
flow is solely derived based on detected SSCI modes for
the network shown in Fig.9. Further, the admittance matrix
in alignment with the coupled frequencies is constructed
from these modes, and the corresponding complex admit-
tance is computed. According to the definition of (35), the
substantial indications regarding the SSCI power flow de-
termine the participant of highest contribution of particular
SSCI power, so the source characterization can be concluded
from Fig. 13 (m, p), Fig. 13 (n, q) and Fig. 13 (o, r), analysing
the active and reactive power flow at each interconnected
node of respective windfarms. It is important to recall from
(35) that the absolute positive value of S(s, zk) for any
network component determines it as the sink of the SSCI
power (active/reactive) at that node, and vice versa. From
Fig. 13 (o, r), the reconstructed SSCI modes show that WF3
has active and reactive power oscillations in the network
with a major contribution of -1.4 MW active power and -
0.15 MVAR reactive power. The negative sign illustrates that
WF3 has injected both active and reactive power oscillations
into the network at SSCI modes. The ranking of WF3 as a
source of both active and reactive power oscillations is decided
by the cumulative value of S(s, zk) in (35). Conversely, the
active powers reconstructed from the SSCI modes for WF1
and WF2 are positive and are illustrated in Fig. 13 (m, n).
Thus, according to (35) and source-sink criteria, the positive
active power oscillations of 0.45 MW for WF1 and 1.2 MW
for WF2 rank them as the sink of active power oscillations
in the network. Similarly, the SSCI based reactive power
for WF1 and WF2 is illustrated in Fig.13 (p ,q), respectively.
Interestingly, it can be observed that WF1 acts as a sink
of reactive power oscillations initially, and gradually starts
to inject reactive power oscillations into the network. This
behavior is in alignment with the induction generator effect,
where the rotor side resistance of the generator gradually
mimics large negative resistance as a consequence of the
unstable dq control loop. Therefore, from (35) and SSCI
based active-reactive power flows as illustrated in Fig.13, the
S(s, zk) for WF1 is “P±ℑQ”; WF2 is “P−ℑQ”; and WF3 is
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Fig. 14: SSCI based power flow: (a-b) active and reactive
power on Bus 2; (c-d) active and reactive power on Bus 6.
“−P −ℑQ”. Thus, S(s, zk) < 0 for WF3 means that it is the
source of both active and reactive power oscillations at SSCI.
Similarly, the “P −ℑQ” for WF2 and WF1 suggest that they
are participating in the network at SSCI as the sink of active
power oscillations and source of reactive power oscillations.
Therefore, it can be concluded from the power flows that all
three WFs behave either as a source or sink of active/reactive
power or both and vice versa at SSCI frequency.

It is important to highlight that the reconstruction of
SSCI based active/reactive power flow for each source in the
network explicitly directs toward the involvement of control
loops in the IBRs. Therefore, the quantified and substantial
power flow at SSCI modes for each WFs indicates hints
toward inherent iteration in the control loops of the IBRs.
Furthermore, the SSCI-based power flow for bus 2 and bus 6 of
the network shown in Fig. 9 is illustrated in Fig. 14. It can be
observed that S(s, zk)> 0 for both buses (i.e. bus 2 and bus 6),
indicating that these parts of the network actively absorb the
SSCI oscillations. Consequently, it can be concluded that SSCI
oscillations arise from wind farms and disperse active/reactive
power throughout the entire network. The grid units, including
synchronous generators and loads connected at the far ends of
the network, thus act as absolute sinks for these oscillations.

Further, the comparative evaluation of the proposed
method in contrast to IpDFT and Prony demonstrates that both
techniques determine all the modes (fo, fsub, fsup). However,
this accuracy is contingent upon the condition that the data
under the applied window is not time-varying and the noise
ratio is considerably low as shown in Fig. 7. Otherwise, this
results in an inadequate estimate of the fsub, fsup and its
associated parameters. This is demonstrated in Case III where
control parameters are deliberately tuned to get 9.8%ThD. A
20 dB noise in the voltage and current waveforms is further
included to examine the sensitivity for real-world complex
systems. It is evident from the comparative data in Table. I,
that the proposed method provides an accurate estimate of
all frequencies and associated parameters, such as phase and
impedance, and consequently realizes appropriate characteri-
zation of the SSCI source.

V. CONCLUSIONS

This article proposes a systematic approach for deriving
complex power flow and identifying sources associated with
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SSCI-driven oscillations. First, it is analytically found that 
the detection of these oscillations using synchrophasors and 
DFT-based algorithms leads to erroneous estimation of modes 
having time-varying frequencies. Then, the limitation of SST 
is highlighted using an analytical approach to ascertain that 
its performance is affected by noise and strongly time-varying 
signals. Consequently, AIFST is proposed to improve the 
accuracy of modes detection and the corresponding particulars 
of SSCI-driven oscillations can be estimated adaptively in 
the presence of noise. Based on the identified m odes at 
that particular operating point, a global admittance matrix is 
derived to identify the origin of SSCI-based oscillations. To 
identify the active/reactive source or sink of SSCI oscillations, 
modes-based power flow i s d erived a t e ach o bservable node 
and characterization is carried out based on the active/reactive 
power flow. T he p erformance o f t he p roposed a pproach is 
compared in four cases against the state-of-the-art methods 
by employing numerical simulations. The adaptivity and ap-
plicability for real-world applications are further demonstrated 
by using real-world data obtained from networks experiencing 
SSCI-driven oscillations. As a result, a new diagnostic tool 
to support IBR-dominated grids may be realized, supporting 
effective mitigation of SSCI-driven oscillations.
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