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Abstract—Structural health monitoring (SHM) using vibrom-
etry is a key technique for the maintenance of bridges and other
infrastructure. Conventional methods require in-situ placement
of sensors which can be costly and inconvenient. This paper
presents a remote monitoring method for extracting vibrational
information from very high-resolution SAR data. This was
achieved using a combination of a modified back-projection
algorithm, spectrogram, and cadence-frequency analysis, which
was applied to SAR data of a bridge. The extracted vibrations
were validated against synchronous in-situ ground truth mea-
surements.

Index Terms—SAR, micro-Doppler, structural health monitor-
ing

I. INTRODUCTION

Structural health monitoring (SHM) is widely used to assess

the condition of bridges and buildings. Vibration-based SHM

is a key technique which measures the dynamic behaviour

of structures and their modal parameters, such as natural

frequencies, damping, and mode-shapes [1]. Monitoring these

parameters over time can identify damage or degradation, as

changes in stiffness affect the modal properties [2]. Measure-

ment of bridge vibrations is conventionally performed during

random ambient excitation with sensors such as linear variable

differential transformers (LVDTs) or accelerometers. These

devices require in-situ placement which can lead to high costs

due to road closures, installation, and maintenance [3].

Different remote sensing approaches have been explored:

laser Doppler vibrometers [4] are accurate, but require the

installation of a relatively large and expensive device; whereas

motion detection cameras [5] are more affordable, but can be

vulnerable to picking up vibrations of the sensor (rather than

the target) and require sufficient illumination to function.

Radar offers an alternative which is robust in all weather

and lighting conditions, where implementations for infras-

tructure monitoring have been both ground-based, such as

interferometric radars [6], and spaceborne, namely synthetic

aperture radars (SAR) [7]. A SAR system has the potential to

provide the best coverage – the large observed area during
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a data collection allows simultaneous monitoring of many

targets, and as an orbiting sensor, the same satellite can

observe structures anywhere along its flight-path. Spaceborne

satellites and constellations also provide frequent repeat passes

for close monitoring, and archive data can be used to measure

past states. Previous work using spaceborne SAR for this

application typically used long time-series interferometric data

for deformation analysis [8], [7]. More recently, an emerging

category of techniques exploits the micro-Doppler (m-D)

effect [9] to characterise the vibrations of structures during

the period of the acquisition.

The signature of a sinusoidally vibrating target is shown in

Eq. 1 [10]:

sv(x, t) = σve
i 4π

λc
R(x)ei sin(2πfvt) (1)

as a function of along track position x and time t, σv

and fv are the radar cross section and vibration frequency

of the target respectively, R(x) is the slant range and λc

is the carrier wavelength. In SAR, image reconstruction is

achieved by compensating for the phase changes due to the

platform motion and the varying distance to the assumed to

be static scene. The phase from target movement is generally

uncompensated and manifests as imaging artefacts, such as a

displacement of the target from its true position (for constant

velocity) or as ‘ghost targets’ (for vibration as shown in Eq.

1). If the phase modulations induced by movement can be

measured, they will yield information on the target motion.

Numerous techniques exist for SAR m-D extraction: in

[11], this was treated as a polynomial phase signal estimation

problem and was used to measure the vibrational motion of a

corner reflector on a dam; in [12] and [13] a sub-pixel offset

tracking approach was used to determine the magnitude of

vibrations of both dams and bridges.

This work presents a novel technique for SAR m-D extrac-

tion starting from new, long-dwell, SAR data and employing

a modified back-projection algorithm (BPA) combined with

consolidated m-D measurement tools. The method validation,

using Umbra [14] data acquired over a suspension bridge

and including simultaneous ground truth measurements using

accelerometers on the structure, is also a significant novelty.

II. MICRO-DOPPLER PROCESSING TECHNIQUES

Micro-Doppler extraction requires the target phase history,

where in SAR this necessitates some 2D localisation of the



target to reduce clutter interference. An approach to this is

the formation of sub-aperture images by focusing subsections

of the full acquisition (aperture). This creates a sequence of

images containing the target phase history, which is still also

spatially localised – albeit with a lower cross-range resolution

and signal to clutter ratio (SCR). In this paper we introduce a

modified version of the BPA for sub-aperture image formation

from unfocused SAR data.

A. Back-projection Algorithm

A BPA image is formed onto an arbitrary, predefined grid,

where each pulse’s contribution to each pixel is coherently

summed after adjusting for the respective time delays and

phase shifts. The per pixel response is given by Eq. 2 [15]:

I(~r) =

Np
∑

n=1

sint(~r, τn) (2)

where Np is the total number of pulses, ~r is the pixel location,

and τn is slow-time. The pixel value, sint(~r, τn), is assigned

given the time delay between the pixel and antenna locations,

and designated sint as the discretely sampled range bins do

not match ~r exactly and so an interpolation step is required.

By modifying this procedure a new signal of interest (SoI)

can be generated. Instead of the final summation, the back-

projected pulses can instead be concatenated to form a 3D

data cube where the new dimension represents the time axis.

This is shown in Eq. 3 where ++ represents concatenation.

I(~r) = sint(~r, τ1) ++ sint(~r, τ2) ++ ...++ sint(~r, τNp
) (3)

By selecting a pixel of interest (by either geographical coor-

dinates, or by detection in the fully formed image), e.g. one

with a dominant vibrating scatterer, changes in phase of the

pixel can be observed as a function of time.

Use of the BPA to form the SoI in this way is beneficial for

four main reasons: 1) all well-established m-D techniques [16]

[17] are applicable to the SoI without further preprocessing; 2)

the method allows highly localised and precise m-D extraction

in both time and location; 3) the pulses can be summed

in smaller batches before concatenation, increasing SNR but

reducing the effective pulse repetition frequency (PRF); 4) the

method allows for eventual image formation by summation

along the third dimension. The main drawback is the large

amount of memory needed to store the final data cube, but

the computational time is the same as the standard BPA.

B. Time-frequency Analysis

The primary m-D extraction is performed with the spectro-

gram function, defined as the square magnitude of the short-

time Fourier transform (STFT) shown in Eq. 4 [18]:

χ(ν, k) =
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for a signal s(n) as a function of n and total length N , a

window function w of length k.

The spectrogram output is typically expressed pictorially

and shows the changing frequency of the signal over time.

Repeating patterns can be measured from the spectrogram by

again applying an STFT in the time dimension as shown in

Eq. 5, to form a cadence-velocity diagram (CVD) [19].
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where the STFT is calculated over the full signal. The CVD

shows the periodicity of the Doppler frequency components,

where a Doppler bin can be taken to form a cadence-frequency

spectrum (CFS) to show this more succinctly.

C. Micro-Doppler Extraction Algorithm
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Fig. 1. Algorithm diagram.

The algorithm is shown in Fig. 1, where in summary:

1) The BPA is used to form the sub-aperture images from

batches of NB pulses.

2) A pixel of interest is selected using the focused image.

3) The mean signal level is subtracted from the SoI.

4) The SoI is lowpass filtered (LPF) with a cut-off fre-

quency of fc.

5) A spectrogram is formed from the SoI using a window

size of w and an overlap of M%.

6) A CVD is formed as defined in Eq. 5.

7) The zero Doppler bin of the CVD is extracted to give

the CFS.

III. MEASUREMENTS

The data were collected on 16th May 2024, where the target

was the South Portland Street Suspension Bridge in Glasgow,

Scotland. This is a 126 m footbridge across the River Clyde

as shown in Fig. 2. The SAR data were acquired using the

Umbra constellation [14] with the parameters shown in Table

I, and supplied in the compensated phase history data (CPHD)

format.

Fig. 2. South Portland Street Suspension Bridge (lat.: 55.854937, lon.:
−4.255578).

The fully-focused image from this acquisition, processed

with the BPA, is shown in Fig. 3. The ground truth measure-

ments were made using 10 single-axis PCB Piezoelectronics

Model 393B12 accelerometers [20] in the positions shown in



TABLE I
SAR ACQUISITION AND IMAGE PARAMETERS.

Center frequency 9.6 GHz

PRF / effective PRF 6.06 kHz / 242.4 Hz

Range / azimuth resolution 0.63 m / 0.074 m

Range / azimuth pixel spacing 0.581 m / 0.056 m

Grazing / azimuth angle 41.70◦ / 101.33◦

Slant-range 776.2 km

Platform velocity 7.67 km s−1

Dwell-time 22.663 s

Fig. 3. To reconstruct the motion of the bridge, the sensors

were paired with one in a vertical orientation and the other

in a horizontal orientation, on opposing sides of the bridge as

shown in Fig. 3. Accelerometer data acquisitions were then

synchronised with the tasked SAR acquisition.
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Vertical accelerometers
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Fig. 3. SAR image of the bridge focused with the BPA, with accelerometer
sensor positions overlaid.

A. Ground Truth Projection

The vertical and horizontal ground truth acceleration mea-

surements are combined in the pairs indicated in Fig. 3, and

projected onto the radial axis of the radar to give aGT,r(t).
This process is shown in Eqs 6, 7, and 8:

aV,r(t) = −aV(t) cos (γV − γS) (6)

aH,r(t) = −aH(t) cos (φ − φH) cos (γS) (7)

aGT,r(t) = aV,r(t) + aH,r(t) (8)

where the variables are defined as: the accelerations a with

subscripts V and H to indicate accelerometer orientation, and

r to indicate the radial projection; the grazing angles γ with

subscripts V and H to indicate the accelerometer orientation

and S to denote the satellite grazing angle; and the azimuth

angles φ with subscripts indicating the value for the horizontal

accelerometer and for the satellite. The grazing angle of

vertical sensor is by definition 90◦. The velocity time-series

was calculated by integrating the acceleration history, after

which the velocity spectrum was calculated using an FFT.

IV. RESULTS

Processing was conducted using fc = 10 Hz to remove

clutter/noise moving at a higher velocity than what is expected

from the bridge. The other parameters were set: NB = 25,

w = 50, and M = 98%. For brevity, the analysis focuses only

on measurements from near sensor pair A4, where the velocity

spectrum of the bridge at this point is presented together with

the SAR estimate in Fig. 4. The spectra were normalised,

where first the low frequency spike of the CFS was removed

by setting values below 0.3 Hz to zero. The recovered modes

are shown in Table II. The ground truth frequency of 1.86 Hz
was not detected, and spurious frequencies at approximately

1.3 Hz, 2.30 Hz, and 3.24 Hz were produced by the process-

ing. The peak at 3.24 Hz is a suspected CVD harmonic of

the 1.63 Hz mode. In general, the frequency of the modes

recovered by the SAR are very good, with more than half of

them falling within a single DFT bin width (CFS spacing is

0.045 Hz) of the ground truth. The relative amplitudes of the

modes do not match so well, but this is not unexpected. The

magnitude of the spectrum from the accelerometers depends

on the displacement of the bridge, whilst the CVD measures

a cadence whose magnitude depends on the reflectivity of the

target.

TABLE II
GROUND TRUTH AND SAR MEASURED MODES.

Sensor pair A4 [Hz] SAR [Hz] Absolute error [Hz]

0.398 0.380 0.018

0.531 0.514 0.017

0.752 0.693 0.059

0.840 0.827 0.013

0.973 0.961 0.012

1.593 1.632 0.039

1.780 1.721 0.059
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Fig. 4. Vibrational spectrum of the bridge as measured by accelerometer pair
A4 and by SAR.

V. CONCLUSION

A method to extract the vibrational modes of infrastruc-

tures from SAR data was presented, based on the BPA

and followed by a spectrogram/CFS extraction of the m-D

signal modulation. The proposed method was demonstrated

to be able to estimate most of the main modes of vibration

with good agreement to in-situ measurements, with over half

falling within a DFT bin width of the CFS. As future work,

incoherent and coherent integration of signal samples will be

explored to improve SCR, the frequency extraction will be

fully calibrated, and possible methods for calibrating spectrum

magnitudes from the CVD explored.
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