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Optimizing Participant Selection for Fault-Tolerant
Decision Making in Orbit Using Mixed Integer
Linear Programming

Robert Cowlishaw

Abstract—In challenging environments such as space, where de-
cisions made by a network of satellites can be prone to inaccuracies
or biases, leveraging smarter systems for onboard data processing,
decision making is becoming increasingly common. To ensure fault
tolerance within the network, consensus mechanisms play a cru-
cial role. However, in a dynamically changing network topology,
achieving consensus among all satellites can become excessively
time consuming. To address this issue, the practical Byzantine fault-
tolerance algorithm is employed, utilizing satellite trajectories as
input to determine the time required for achieving consensus across
a subnetwork of satellites. To optimize the selection of subsets for
consensus, a mixed integer linear programming approach is devel-
oped. This method is then applied to analyze the characteristics
of optimal subsets using satellites from the International Charter:
Space and Major Disasters (ICSMD) over a predefined maximum
time horizon. Results indicate that consensus within these satellites
can be reached in less than 3.3 h in half of cases studied. Two
satellites that are within the maximum communication range at
all times are oversubscribed for taking part in the subnetwork. A
further analysis has been completed to analyze which are the best
set of orbital parameters for taking part in a consensus network as
part of the ICSMD.

Index Terms—Consensus algorithm, fault-tolerant decision
making, mixed integer linear programming (MILP), on-orbit
decision making, practical Byzantine fault tolerance (pBFT),
satellite communication.

1. INTRODUCTION

S THE use of smarter technologies for onboard satellite

data processing increases, decisions are beginning to be
made automatically on a variety of matters. These can range
from orbit maneuvers to the selection of Earth observation (EO)
data to collect. Given the challenges of accurate data collection
in space, along with the diversity of satellite operators and
capabilities, these Al-driven decisions need to be verified or
cross-checked in a secure and trustworthy manner.
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Data or decisions produced can be inaccurate and biased, and
can originate from obstructive or adversarial sources, whether
intentionally or accidentally. When collaborative international
initiatives, such as the International Charter: Space and Major
Disasters (ICSMD) [1], are part of those decisions, neutrality
and geopolitical bias must be weighed up as wrong or delayed
decisions can reduce their value. In another instance, accuracy
in collision detection messages is imperative for orbital moni-
toring in space environment management. These messages play
a pivotal role in ensuring the safe operation of spacecraft, as
the expense and necessity of maneuvering them underscore the
importance of averting potentially disastrous collisions. Con-
sequently, the reliability of decisions made in orbit transcends
mere financial concerns, extending to the realms of operational
safety and efficiency.

A method to achieve a more neutral and trustworthy archi-
tecture is to use a distributed network of satellites to make
decisions, this can reduce operator bias via diverse perspectives,
reduce inaccuracies in the data provided and potentially reduce
delays in bottle necked communications. Through the use of
consensus mechanisms between the communicating satellites
there would be no reliance on ground-based infrastructure, a
potential source of bias, errors, and delays in operations. The
studies completed in [2] and [3] discuss current intersatellite
communication projects but limited to a constellation of satel-
lites with similar orbital parameters. Projects such as SpaceX’s
Starlink [4] produce a peer-to-peer network, however, diversity
of neighbors remains low. Implementing intersatellite and inter-
constellation networks will create a diverse network; however,
the highly varied orbital arrangements will pose challenges
in determining which participants should be included in the
consensus mechanism.

With these differing orbital arrangements network topology
and latency vastly change over time. One method for reducing
this problem is by implementing signal routing. The authors
in [5], [6], and [7] investigate optimal signal routing strategies
within satellite networks, yet they reveal vulnerabilities when
the network is subject to adversarial interference. Although
consensus mechanisms may incur additional time and commu-
nication overhead, they offer heightened security and reliability
for transmitted messages. Particularly in scenarios demanding
reliable communication, such as those involving costly or high-
risk decisions, leveraging consensus mechanisms can effectively
mitigate obstructive behavior.
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The authors in [8], [9], [10], and [11] examine networks char-
acterized by fixed topology, changing topology, and communica-
tion time delays within a fixed topology context. However, they
do not address scenarios involving switching topology and time
delays. The work here presented diverges from the deterministic
approach by proposing a methodology to identify consensus
participants in highly combinatorial situations. Specifically, it
explores the application of this method in quasi-stochastic net-
works, such as satellites orbiting in space, aiming to understand
how consensus participants can be identified in such dynamic
environments.

In another study, Coelho et al. [12] employ a mixed integer
linear programming (MILP) model to assess consensus mech-
anisms, specifically Byzantine fault-tolerance (BFT) systems,
under various adversarial attacks. This indicates a precedent
for utilizing MILP in evaluating consensus mechanisms. This
approach primarily focuses on identifying scenarios where con-
sensus mechanisms fail. This contrasts with the emphasis of the
work here presented, which aims to uncover scenarios demon-
strating the success of consensus mechanisms. More specifically,
contributions of this research include the following.

1) Demonstrating the use of a consensus mechanism in very
high latency and ad hoc topology in-orbit rather than
ground-based low latency fixed topology systems.

2) The MILP mathematical formulation for optimally select-
ing a subset of satellites for executing the BFT consensus
mechanism in orbit.

3) The solution of the formulated MILP problem for the
satellite-based emergency mapping scenario with the de-
terministic MILP solver.

The rest of this article is organized as follows. Section II
presents and discusses the consensus mechanisms and under-
lying issues, such as the time required for completion. This
issue is formalized in Section III as an MILP problem, aiming
to select participants in the consensus process to minimize time
delays caused by their orbital configurations. An example for
the satellite-based emergency mapping satellite selection pool
problem is then solved with the Gurobi solver [13] in Section I'V.
Finally, Section V concludes this article.

II. CONSENSUS ALGORITHM

Consensus protocols have been used before in space missions
as demonstrated in [ 14], specifically addressing the coordination
and alignment of orbits for cluster missions. However, this
particular form of consensus diverges in its focus; while it
serves as a means for synchronization, its primary objective
does not involve the mitigation of obstructive nodes within the
network. Consensus mechanisms for the application described
in this article exist and are used in many distributed networks
on the ground. BFT algorithms [15], Paxos/Raft [16] / [17],
and directed acyclic graphs (DAG) [18] are some examples.
Some consensus mechanisms that are not BFT require trusted
parties, and therefore, cannot achieve the goals set in this
article. Therefore, in the scenario considered in this work is
that of a heterogenous network of satellites that private and
public operators can subscribe to and operate together with.
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However, BFT algorithms such as practical Byzantine fault-
tolerance (pBFT) [15] algorithms can tolerate a proportion of
nodes in the network being obstructive. Specifically, it can
handle up to one-third of the nodes involved in consensus being
obstructive. As the number of satellites in consensus increases,
the number of obstructive nodes that pBFT can tolerate also
increases. However, as the number of nodes participating in the
consensus mechanism grows, there is a corresponding increase
in communication demands, leading to higher communication
overhead.

Wang et al. [19] demonstrate the feasibility of reducing the
number of replicas (synonymous with nodes in consensus mech-
anisms) in BFT systems and organizing them into smaller groups
without compromising security. This strategy not only mitigates
communication overhead but also enhances decision-making
efficiency. In contexts where communication latency during a
single consensus round is notably high, diminishing the number
of replicas significantly reduces the time required for achieving
consensus. Leveraging the insights from [19], this approach
could be applied to facilitate interconstellation decisions, with
constellations serving as the subgroups. Furthermore, the con-
cept of sharding, where networks are subdivided by replicas to
complete numerous tasks more efficiently, as discussed in [20],
presents a similar methodology that holds promise for achieving
analogous outcomes.

In this work, the pBFT algorithm has been selected as the con-
sensus mechanism for on-orbit study. The specifics of how this
operates are discussed in the following section; see Section II-A.

A. pBFT Algorithm

The pBFT protocol, as referenced by [15], functions as arepli-
cation mechanism aimed at achieving consensus while exhibit-
ing resilience against Byzantine faults. These faults manifest
when a node participating in the decision-making process is
uncooperative, whether intentionally or inadvertently, leading
to potentially erroneous outcomes. Integration of a consensus
algorithm such as pBFT enables the system to manage a certain
degree of faulty replicas while guaranteeing liveliness and safety
of the network, albeit at the expense of increased message
transmission. Within the context of pBFT, the protocol can
accommodate a specified number of faulty replicas (denoted
as f) among the total number of replicas (r) involved in the
process. The correlation between r and f in pBFT, ensuring
fault tolerance, is expressed as

r=3f+1. (1)

Therefore, if you required the system to tolerate a single faulty
satellite you would require four satellites in the consensus round.
In the opposite way, if you had 20 satellites in the consensus
round, the consensus could tolerate up to six faulty satellites.
The pBFT algorithm has five phases; request, pre-prepare,
prepare, commit, and reply. The actual complexity of the al-
gorithm is reduced by only studying the time requirements
and replicas participating are considered. The initial request
is assumed to come from the primary node, and therefore, the
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Fig. 1. pBFT algorithm scenario with four replicas, where replica 3 is faulty

and C is client not part of the consensus mechanism [15].

request step is not required. The overall process can be seen in
Fig. 1 and the reduced list of phases is described as follows.
1) Pre-Prepare: The primary replica sends the message to all
other replicas.
2) Prepare: All replicas, not including the primary, send the
message to all other replicas, including the primary.
3) Commit: All replicas, including the primary, send the
message to all other replicas, including the primary.
4) Reply: All replicas, not including the primary, send the
message back to the primary.

B. Problem

Due to the differing orbit configurations and pointing require-
ments, intersatellite communication is intermittent and differing
in topology over time. Commercial intersatellite communication
networks exist such as Viasat communication relay [21] however
these reintroduce a centralized owner for the communication to
pass through. Current intersatellite communication discussed
in [2] ranges from a maximum of 5 to 1000 km. Currently
Starlink makes up a large portion of all satellites in orbit and
could, therefore, be considered as state of the art of satellite
communication and their current application with the Federal
Communications Commission states that the satellites involved
will be in orbit at an altitude of 525, 530, and 535 km [22]. If
these satellites and the distance they communicate to the ground
were considered as the satellite communication distance, these
distances would not be unreasonable assumption for intersatel-
lite communication range. Therefore, generalizing across these
intersatellite capabilities stated in [2], and [22], a value of 500 km
is considered as the maximum communication range in the net-
work for the simulations in this work. This distance is however
a hyperparameter that can be adjusted, without compromising
the solution process proposed here, if different requirements are
set.

To minimize the time required to achieve consensus, a method
to determine the best subset of satellites is designed. Formulating
the problem as an MILP problem, it is solved with state-of-the-
art deterministic strategies, to determine the optimal subsets for
different time periods. Furthermore, the orbital parameters of
the optimal subset of satellites are analyzed to identify which
parameters and configurations influence their frequency of se-
lection for consensus. As the consensus time is being minimized
in all cases, the number of satellites in the consensus subset will
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be four, as this is the minimum number of replicas possible to
have fault tolerance in pBFT. Adding more satellites will only
increase consensus time. Thus, a constraint on the minimum
number of satellites in the consensus network is added to the
problem. Another assumption imposed on the problem is the size
of the selection pool. As of [23], there are currently 9195 active
satellites in orbit, resulting in 3 x 10*'> possible combinations.
To address this complexity, the size of the selection pool, denoted
as n, needs to be reduced to a meaningful subset.

In order to establish a more pertinent selection pool, the
ICSMD [1] serves as the basis. The charter identifies 82 ac-
tive satellites designated for satellite-based emergency mapping
purposes. With the implementation of a consensus mechanism,
these satellites possess the capability to autonomously make
decisions among themselves regarding the occurrence and lo-
cation of disasters, as well as providing specific disaster-related
information. The 82 satellites in the selection pool are further re-
fined to simulate the computational limits of onboard edge com-
puting capabilities. The computational capabilities considered
are somewhere between the first launch in 2020 of Al compute
capabilities from European Space Agency Phi-Sat 1 [24] and the
next generation of satellite computing capabilities coming from
Planet implementing NVIDIA Jetson Edge Al platforms [25] in
a future launch. Therefore, the computational power used in this
simulation is between 0.0144 TFLOPS from the Intel Myriad
VPU used in Phi-Sat 1 [26] and NVIDIA’s lowest electrical
power Jetson Chips, which could be used by Planet in the future
at 0.472 TFLOPS [27]. The 30 satellites selected account for the
top 50% of all timesteps where interactions occur over a period
of 1 day, therefore, representing a suitable pool to complete
the pBFT mechanism in an acceptable time frame for disaster
response. These 30 satellites can be seen in Fig. 2 from the set
of all 82 ICSMD satellites. The ID for each of the 30 satellites
is also given for future reference. The number of satellites in the
selection pool is a hyperparameter that can scale with available
on board computational power.

With these assumptions in place, the problem is formally
defined next.

III. PROBLEM DEFINITION

First the number of satellites in the selection pool and mini-
mum number of satellites in the consensus subset are defined.
n € N is the number of satellites in the selection pool, where
the selection pool is all the satellites available to be part of con-
sensus. This was decided to be 30 as discussed in Section II-B.
m € N is the number of satellites in the consensus subset, where
the consensus subset is the satellites taking part in the consensus
algorithm. This can be computed from (1) as a minimum of one
faulty node is required for the pBFT algorithm to be useful.
Therefore, four replicas are required, giving m = 4.

Next the indexes used throughout the definition are set.
S ={1,...,n} is the set of indexes of satellites in the selection
pool (i,j € S are the index of two satellites in the selection
pool). These are shown in Fig. 2. P = {1,...,4} is the set
representing the consensus phases indexes (p € P is the index of
a phase). The phases are in order, pre-prepare, prepare, commit,
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Fig. 2. Number of time steps where a satellite is within interaction range
of another over 1 day. The red line shows the top 30 satellites chosen for the
selection pool.

and reply, as discussed in the pBFT algorithm in Section II-A.
T ={1,...,tmax} is the set representing the discretized time
steps, where ty.x is the maximum number of time steps over
which consensus can be computed.

A. Precomputed Data

Next, the precomputation of the satellite interactions is under-
taken to reduce computational expense when solving the MILP
problem. The satellite data are produced from PyEphem [28]
and is stored in C. C = [¢; 4] is the matrix storing the recom-
puted coordinates of the satellites positions across the whole
time horizon. All satellites are compared against each other to
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Fig. 3. Shownis [; ; for a given 4, j satellite combination and the time steps
where communication can occur. For the same 7, j satellite combination in T, for
t1, 12 between the two time steps each color represents a different time window.
Therefore, 7; ;41,12 for blue is 0, for red is 1, and for green is also 1.
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Sat2
Sat3
Sat4
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Fig. 4. Example phase of satellites communicating. Sat 2 (blue) completes
after t = 2 and sat 3 (red) completes after ¢t = 5.

t=7

produce L. L = [I; ; ;] is a binary matrix defined as follows:
1 if
0 if

||Ci,t — Cj7t|| <= 500km

2
llcie — ¢j.ell > 500km. 2)

it =
To finish precomputation, from this L all the ranges of time
periods in all satellite combinations are computed to determine
if an interaction occurs in these time ranges. T = [7; j ¢, +,] is a
binary matrix of whether there is any 1 in a moving window of
variable size across L, where t; < tg and t1,to € {0,. .., tmax }-
This is defined as follows and can be visualized in Fig. 3:

Loif 332, lije >0

3
0, if 3242, lije=0. ©)

Ti,jt1,ta =

B. Decision Variables

2 p,t 1s a binary decision variable in X where sat ¢ in phase
p in time step ¢ is 1 if it completes phase p and otherwise O.
Yi,p,t 18 a binary decision variable in Y that follows a similar
logic where sat ¢ in phase p at time step ¢ is the sum of all
Tip,(0,) 18 1, otherwise y; , ¢ is 0. This Y signifies if a phase
change for the specific satellite has occurred in the past. On
top of these, two decision variables are defined to identify
the satellites in the specific consensus round. q € {0,1}" is
a binary vector of length n representing the selection of the
primary satellite in the consensus network. w € {0,1}" is a
binary vector of length n representing the subset of satellites
selected for running the consensus mechanism (excluding the
primary). To better describe the function of X and Y, an example
phase is shown in Fig. 4 with the corresponding matrices in
(4). In the matrices in (4), the example is shown for a single
phase where the columns IDs identify satellites and the rows IDs
identify time steps. X represents when a satellite has received
all communications for that phase to themselves. Therefore, in
the example, sat 2 completes at t = 2 and sat 3 completes at
t = 5 with a corresponding in the X matrix. Assuming sat 1 and
sat 4 are not requiring communications in this example phase,
they complete immediately at ¢ = 0. If this assumption is not
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true, this phase would be infeasible within this time period, and
therefore, more time steps would be required. In Y, all values
are 1 after a satellite has completed the phase as shown in the
following matrix:

“)

o o = O o0 o o O
e e
e i e i i e = =)
—_ = =0 O O O O

—_ = = = e e e

O O O O O O O =
O O O O O = O O
O O O O O o O =

C. Constraints for thepBFT Shape

Constraints are applied to q and w to make sure q defines the
primary satellite and w defines all the satellites in the current
consensus round excluding the primary. To do this, at least m
satellites must be selected in the consensus network for pBFT,
therefore as w excludes the primary, the sum must be more than
or equal to 3 as shown in the following equation:

S wzs 5)
=1

Next, a constraint to make sure only one primary satellite is
selected

> ai=1 (©)
i=1

Finally, a constrain enforcing that the primary satellite index
shall not be present in the consensus network vector, w

q +w; <=1 Vi e S. (7)

X and Y are made to be dependent on q and w to make sure
the correct satellites/columns are being used in X and Y. More
specifically, for each satellite in the consensus subset and for
each phase, the columns of matrix X should sum to 1, except for
the last phase where only the column representing the primary
satellite should contain a single 1. We use the notation [ 4 to
denote an indicator variable that takes a value 1 if condition A
is true and O otherwise.

tmaax

Z Tipt = i + willpzy
pary

VieS,peP.  (8a)

Y then is defined from X as stated previously as Y should
be 1 for all later time steps after X is 1.

t+1
Yipt =Y Tipk Vi€ SpePteT. 9)

k=0
D. Constraints for Communication Direction

To make sure that the correct satellites communicate in the
correct order, the following two sets of constraints are applied.
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First, all satellites must complete the previous phase before
completing the next. This means that

Tipt S Yjp—1t VEET,s€ S p=2,...4 (10a)

Second, whenever a satellite wants to send a communication for
a phase, they must have received all required communications
from the previous phase. Therefore,

Tjpt < Yjp-14+ (1 —w; —qlp=2)

VeTieS,jeSp=2...,4. (11)

E. Constraints for Time Dependencies

The previously defined constraints only enforce X, Y, q, and
w to be in the shape that represents the pBFT communication
mechanism and has many feasible solutions. To constrain the
problem based on the relative positions of the satellites to allow
intersatellite communication, a final of sets of constraints needs
to be defined.

First as shown in the example in Section III-B, if the satellite
has already received or does not require to receive any messages
for this phase the earliest possible time step is chosen. Therefore,
as the primary does not receive any messages in phase 1, it
completes in the first time step

q;i = Ti1,0 VieS. (12)

For the remaining constraints, satellites can only communicate
if they are able to interact during a specific time step. This
constraint is defined as follows: if a satellite had the opportunity
to communicate in a time step where the previous phase was
completed, then a phase change is permitted to occur. Therefore,
we have

Tjity S QiTiji+1+1—q VipeT,i€S,jeS

(13a)
to+1
Tjpits < Z (Tijtrto+1¥ip-1,60) + 1 — wi — gillp—s3
t1=0
VioeT, i€ S,j€S8,p=23,4. (13b)

F. Objective Function

To complete the definition of the MILP problem, an objective
function must be specified. The objective, as stated, is to mini-
mize the consensus time. This is formulated in (14) as t,,,x minus
the sum of Y in the final phase. Here, Y is set to 1 only for the
primary satellite after it has received the final communication

n tmax

D D) e (14)
j=0t=0
IV. RESULTS

The results presented here are based on the selection pool
of 30 satellites discussed in Section II solved with the Gurobi
solver. To ensure that outcomes are not affected by the choice of
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Fig. 5. Percentage of times each satellite in the selection pool is chosen for
consensus and chosen as primary. The red lines show the top satellite, top 20%,
and the top 50%.

Satellite Interactions

Interactions with other satellites

Timestep

Fig. 6.  Each subplot reports when a satellite in the selection pool is in range
to communicate with other satellites in the selection pool, sorted by the number
of rounds consensus the satellite is chosen.

the initial time, 200 problem instances were solved for consec-
utive time steps. Each time step was set at a 30-s interval, with
a maximum number of timesteps set to 400. This is equivalent
to 200 min, which is the average time for two complete orbits
to occur for the 30 satellites in the selection pool where the
average orbital period of the selection pool is 14.709 orbits per
day [23]. This is also a duration deemed acceptable for achieving
consensus in an emergency scenario.

The 30-s interval was chosen based on the communication
range, which has a radius of 500 km. As satellites in LEO, has
a mean orbital velocity of 7.8 km/s [29], if two satellites where
travelling in opposite directions, they would have a relative
velocity of 15.6 km/s. Over the 500-km radius, this would mean
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that they would remain approximately 30 s within communica-
tion range. This is therefore used as the time step to allow for as
many interactions as possible.

From the 200 problem instances, 100 are found to be feasible
with the constraints applied within 400 time steps. The number
of times each satellite is chosen for consensus is shown in Fig. 5.
All satellites are selected for at least one round of consensus;
however, not all are chosen to be the primary. Not considering
satellites with IDs 1 and 2, there appears to be no correlation
between the number of time steps that allow for communication
and the frequency with which a satellite is selected for consensus.
This suggests that selection is more dependent on the sequence
of interactions rather than the duration of satellite-to-satellite
communication.

Satellites with IDs 1 and 2 are seen to be chosen more often
for both participation and for being primary in the different



COWLISHAW et al.: OPTIMIZING PARTICIPANT SELECTION FOR FAULT-TOLERANT DECISION MAKING IN ORBIT

Argument of Periapsis

16967

Eccentricity Inclination

lllll

Cower Uoper o 2
50% o Sateieg 50% of Sateige, 0% Of Sateles

(a)

Mean Motion

rrrrrrrrr

ecton 0 208
i) 0K O Sty SO OfSuteggg " Satelites

Right Ascension of the Ascending Node

lect Top 2 Selectio
o p 0% o n oo
ool Sateliteg f Soteiteg o)

Fig. 9.

o ection Lomer Uoper
yyyyyyyyyyy Pooln) 50% o Satees 59% of Sateli telites

O]

Orbital parameter distribution for the entire selection pool, the least selected 50%, the most selected 50%, and the top 20% of choices based on popularity,

of satellites involved in consensus rounds. (a) Argument of Periapsis. (b) Eccentricity. (c) Inclination. (d) Mean anomaly. (¢) Mean motion. (f) Right ascension of

the ascending node.

problems instances. This can be explained by looking at Fig. 6
where satellites 1 and 2 are connected 100% of the time as
they fly in formation within 500 km of each other. Therefore
any communications required for consensus from satellite ID
1 and ID 2 can happen immediately at any time. This gives
an advantage to choosing satellites 1 and 2 as they will often
increase the speed of consensus, and therefore, be selected to be
part of the consensus subset.

From Fig. 7, it can be observed that there are trends between
certain satellites being primary and which other satellites are
chosen as part of the consensus network. It can be observed that
some satellites are always chosen if a certain primary occurs. In
some cases, a 100% correlation may be seen if the primary is
only chosen for a single consensus round.

One difference between Figs. 7 and 8 is the distribution. Fig. 8
has a flatter distribution, therefore, showing less correlation on
how often a satellite is picked based on another except for the
clear link between satellite with IDs 1 and 2, which can be seen,
where if one is chosen, the other is always chosen as well.

The arrangement of satellites reported in Fig. 5 can also be
understood through the orbital parameters displayed in Fig. 9.
If we compare the entire selection pool depicted on the left side
of each chart to the top 20% of satellites on the extreme right
of each chart, the distribution narrows. This is to be expected,
as the number of satellites representing the entire selection pool
versus the top 20% is less. However, it is notable that the top
20% does not converge toward the mean of the entire selection
pool. This indicates that a satellite with orbital parameters close
to the mean of the selection pool does not necessarily enhance
the number of consensus rounds where the satellite is selected.
This is logical because if you are following satellites on the
same trajectory you are unlikely to ever move closer to interact
or communicate with them.

Another interesting result is that satellite 11 is never the
primary however still is part of consensus. Looking at the orbital
parameters of satellite 11, the right ascension of the ascending
is slightly high outside of the top 50% in Fig. 9. Eccentricity,
argument of periapsis and mean anomaly for satellite also differ
from the mean. This satellite may have been chosen as part
of the 30 selection pool because it interacts many times with
satellites not in the top 30, and therefore, would still be chosen
to participate.

This approach of employing MILP to choose participants for
pBFT consensus can be extended to handle larger scenarios
with a greater selection pool of participants. While it is feasible
to increase the number of time steps, doing so on the fly to
determine participants for a consensus round could lead to
delays. For instance, computing 400 time steps at 30 s per step
would amount to roughly 3.3 h. If the consensus process exceeds
this duration, it could impede ongoing processes. In such cases,
it is advisable to opt for a different selection pool to expedite
consensus and ensure the relevance of decisions made via the
pBFT algorithm.

V. CONCLUSION

As satellite systems increasingly handle data processing and
decision-making onboard, employing fault-tolerant consensus
algorithms such as pBFT becomes crucial for ensuring reli-
able decision making across potentially adversarial satellite net-
works. While existing research has explored how signal routing
and network topology impact communication time, there is a
gap in discussing how to optimally select these networks with
security considerations in mind.

By applying an MILP to assess a pBFT algorithm using actual
satellite trajectories, it is possible to understand how participant
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selection in consensus networks is affected by the order of
satellite interactions. This selection process is difficult to predict
due to the combinatorial nature of the problem. In scenarios
using a pool of 30 satellites, consensus is achieved within the
maximum time limit of 3.3 h in about half of the simulated
cases. Expanding the size of the selection pool may increase
the probability of reaching consensus within this time frame,
although it would also raise computational complexity.

Moreover, trends in orbital parameters can reveal certain
orbital configurations that frequently lead to satellites being
chosen for consensus, providing valuable insights into network
dynamics and potential future orbit configurations to build con-
sensus oriented heterogeneous network of satellites.

Future work involves exploring several key areas. First, iden-
tifying orbit configurations that optimize consensus time while
maximizing the number of satellites in a subset. In addition,
investigating alternative consensus mechanisms including new
DAGs such as Hashgraph [30] and Aleph [31], which are de-
signed to handle asynchronicity better. Scaling the network to
encompass multiple clusters of satellites and connecting them
into a larger network is another important focus; this approach
could also be used to report the reliability of individual satellites
across the entire network and incentivize each satellite to com-
pare more data and modalities in its decision-making process.
For disaster response scenarios, simulating the revisit time to
affected regions is essential to ensure each satellite has sufficient
time to make decisions before participating in the consensus
process.
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