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Non-Markovian dynamics arising from the strong coupling of a system to a structured environment is essential
in many applications of quantum mechanics and emerging technologies. Deriving an accurate description of
general quantum dynamics including memory effects is however a demanding task, prohibitive to standard
analytical or direct numerical approaches. We present a major release of our open source software package,
OQuPy (Open Quantum System in Python), which provides several recently developed numerical methods
that address this challenging task. It utilizes the process tensor approach to open quantum systems in
which a single map, the process tensor, captures all possible effects of an environment on the system. The
representation of the process tensor in a tensor network form allows an exact yet highly efficient description
of non-Markovian open quantum systems (NM-OQS). The OQuPy package provides methods to (1) compute
the dynamics and multi-time correlations of quantum systems coupled to single and multiple environments,
(2) optimize control protocols for NM-OQS, (3) simulate interacting chains of NM-OQS, and (4) compute the
mean-field dynamics of an ensemble of NM-OQS coupled to a common central system. Our aim is to provide
an easily accessible and extensible tool for researchers of open quantum systems in fields such as quantum
chemistry, quantum sensing, and quantum information.

I. INTRODUCTION

The theory of open quantum systems is one of the key
ingredients for making quantum mechanics more appli-
cable for experimental applications. It describes the dy-
namics of microscopic systems governed by the rules of
quantum mechanics, but unlike the theory of closed sys-
tems, open systems additionally incorporate the unavoid-
able interactions with the environment. Many physical
scenarios allow for simple time-local effective equations of
motion1,2. Such a description is called Markovian, which
means that the future evolution of the system only de-
pends on its present state, and not on its history. This
is typically a good approximate description when the en-
vironment is featureless or the interaction between the
system and environment is weak. However, there are
numerous applications where such a Markovian descrip-
tion fails. Solid state based quantum devices, such as
quantum dots and nitrogen-vacancy color centers in di-
amonds, for example, often interact strongly with the
lattice vibrational modes, surrounding charges, or mag-

netic spins3. In many such cases a non-Markovian treat-
ment is necessary3–8. Non-Markovian descriptions of
open quantum systems are also an important ingredient
for the development of better light-harvesting devices9
and understanding the role of quantum mechanics in bi-
ological systems10, such as the Fenna-Matthews-Olson
complex11,12. Apart from these particular applications,
the general theory of non-Markovian open quantum sys-
tems is also of importance for fundamental research, such
as the study of strong-coupling quantum thermodynam-
ics13–19 and the development of theoretical tools for the
characterization of quantum devices20.

In recent years much progress has been made in the de-
velopment of numerical methods to treat non-Markovian
open quantum systems. A particularly versatile class of
recently developed methods26–30 is based on an opera-
tional approach to open quantum systems, known as the
process tensor framework31,32, which is well suited for
the challenges of non-Markovianity. Related to this ap-
proach are several other recently developed tensor net-
work methods22–25 that build on the Quasi Adiabatic
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FIG. 1. Schematic of the workflow for various types of use cases in OQuPy. Each green box corresponds to a particular type of
scenario of interest, most of which require a PT-MPO representation of the relevant environment (red box). The construction
of PT-MPOs is available in OQuPy for Gaussian bosonic environments (blue box). One can import PT-MPOs created with
other methods external to OQuPy (gray dashed boxes), such as the automated compression of environments (ACE) method21.
For each type of use case scenario we display a sketch of the interactions among the open quantum systems (green squares),
the environments (blue clouds), and possibly a common central system (red circle).

Path Integral (QUAPI)33–35.
The purpose of the OQuPy Python package is to give

easy access to several of these recently developed meth-
ods22–30 that combine the conceptional advantages of the
process tensor framework, with the numerical efficiency
of tensor networks. In this article we give an overview
of the toolset available in OQuPy. This includes nu-
merically exact methods (i.e. employing only numerically
well controlled approximations) for the non-Markovian
dynamics and multi-time correlations of

• quantum systems coupled to a single environ-
ment22,23,36,

• quantum systems coupled to multiple environ-
ments27,

• interacting chains of non-Markovian open quantum
systems28, and

• ensembles of open many-body systems with many-
to-one coupling to some common central system29.

Furthermore, OQuPy implements methods to

• optimize control protocols for non-Markovian open
quantum systems26,30,

• compute the dynamics of an non-Markovian envi-
ronment24, and

• obtain the thermal state of a quantum system
strongly coupled to a structured environment25.

At the heart of most of these methods lies the numeri-
cally efficient representation of the involved environment
through a so-called Process Tensor in Matrix Product Op-
erator form (PT-MPO), which we will introduce in Sec-
tion II below. In short, the PT-MPO representation of
an environment allows the systematical removal of negli-
gible correlations between the system and environment,
leading to a numerically efficient characterization of their
interaction. The overall workflow for most of the meth-
ods in OQuPy is thus separated into two stages: first,
the computation of the PT-MPO representation for the
environment of interest, and second, the application of
the PT-MPO in one of the scenarios listed above. We
sketch this workflow diagrammatically in Fig 1.

Outline.—In this article we give an overview of the
underlying methodology and practical application of the
OQuPy package. We begin in Section II by introducing
the process tensor approach to open quantum systems.
In particular, we present the construction of PT-MPOs
using a process tensor adoption of the so-called time
evolving matrix product operator method (PT-TEMPO)
and comment on its computational parameters in Sec-
tion II A. In Section III we give a brief introduction to the
various methods built around PT-MPOs and showcase
their application in the OQuPy package. This includes
methods for the dynamics of non-Markovian open quan-
tum systems in Section III A, multi-time correlations of
non-Markovian open quantum systems in Section III B,
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optimization of control protocols in Section III C, and
the dynamics of open quantum systems with multiple
environments in Section IIID. Also, we briefly introduce
methods to address many-body open quantum systems
such as chains of open quantum systems in Section III E,
and many-to-one networks of open quantum systems in
Section. III F. Section IV discusses other related meth-
ods that are also included in OQuPy, such as a method
for the computation of the environment dynamics (Sec-
tion IV A), an alternative method for the system dynam-
ics (Section IV B), and a method to directly compute the
thermal state of a non-Markovian open quantum system
(Section IV C). Finally we conclude with a brief discus-
sion on possible future directions for further development
of the OQuPy package in Section V.

II. PROCESS TENSOR FRAMEWORK

The process tensor framework introduced by Pollock
et al.31 is an operational approach to fully character-
ize general open quantum systems and differs fundamen-
tally from the canonical approach based on dynamical
maps and their master equations. The dynamical map
describes the evolution of the reduced system state for
each initial state and hence, from an operational point
of view, corresponds to prepare–evolve–measure type ex-
periments. Given that an experiment can only access
the system, but has no direct control over the environ-
ment, one may be led to believe that such a collection
of dynamical maps gives a full description of the oper-
ationally accessible quantities of the open quantum sys-
tem. This is, however, not true. Not all properties of
an open system can be determined in a prepare–evolve–
measure type experiment. In many experiments the ob-
served quantities are related to multi-time correlations,
or, one is interested in measuring the state of the sys-
tem after multiple interactions with additional ancillary
systems. In fact, many scenarios of interest, such as the
optimization of control protocols of an open quantum
system, or the interaction among multiple open quan-
tum systems, necessarily require the correct treatment of
multi-time correlations. However, the dynamical map—
even if known exactly from an exact master equation—
cannot encode the necessary information to correctly de-
scribe multi-time correlations32.

The process tensor, on the other hand, not only en-
codes the outcome of prepare–evolve–measure type ex-
periments, but also encodes the outcome of all possible
experiments with intermediate interventions on the sys-
tem, and thus also multi-time correlations. It is closely
related to quantum combs37, generalized influence func-
tionals36, and process matrices38. The process tensor
stands in a one-to-one relation to the outcome of all pos-
sible experiments one can perform on an open quantum
system and is hence an operationally well defined and
complete characterization of general open quantum sys-
tems. While the dynamical map is the map from all

possible initial system states to the resulting final sys-
tem state, the process tensor is the map from all possible
control sequences to the final system state. Consider,
for example, an open quantum system where one pre-
pares the system in a certain state at time t0, applies a
projective measurement in the X basis at time t1, and
another projective measurement in the Z basis at time t2.
In such a case the dynamical map correctly encodes the
expectation value of the first measurement (i.e. the X
measurement). However, the expectation value of the Z
measurement, as well as the correlations between the two
measurement outcomes will generally not be correctly en-
coded in the dynamical map, even if the dynamical map
is known exactly. The process tensor, on the other hand,
is the map that gives the state of the system at the final
time t2 for any sequence of control operations at time t0
and t1, which in the above example are the state prepa-
ration and the X measurement.

Let us now define control operations and the process
tensor a little more formally (see Ref. 31 for a fully for-
mal definition). A control operation in this context is
any physical operation on the system, such as the prepa-
ration of the system state, a measurement of the sys-
tem, the application of a unitary, or the application of
a unitary on the system and some ancilla system. Any
such physical control operation can be described by a su-
peroperator (i.e. a linear operator that acts on density
matrices) that has the mathematical property of com-
plete positivity (called a CP-map)39. A control sequence
is hence a sequence of CP-maps {An}n∈0...N−1 applied
to the system at times {tn}n∈0...N−1. Let us write the
overall dynamics of the system and environment between
time t and t′ as an overall unitary operator Û(t′, t), and
let us consider an overall initial state ρ0, which generally
need not be separable between system and environment.
When we include the control sequence {An}n∈0...N−1 at
the times {tn}n∈0...N−1 then the final reduced density
matrix of the system at time tN is

ρS(tN ) = TrE

[
U tN
tN−1

AN−1 . . . U t2
t1 A1 U t1

t0 A0ρ0

]
, (1)

where U t′

t ρ := Û(t′, t) ρ Û†(t′, t) is the superoperator of
the unitary evolution, and TrE denotes the partial trace
over the environment. The process tensor T0:N for times
{tn}n∈0...N is then defined to be the map from such se-
quences of CP-maps to the corresponding final state of
the system, i.e.

ρS(tN ) =: T0:N [AN−1, . . . ,A1,A0] . (2)

Note that the discrete number N of control operations
does not imply that the evolution was discrete in time.
It only means that we (for simplicity) consider a discrete
number of interventions on the system. The dynamical
map, for example, can be obtained from a process tensor
with N = 1, because dynamical maps only describe the
outcome of an experiment at one point in time after an
initial system preparation (even if that one point in time
is variable).
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FIG. 2. (a) Quantum circuit for the state at t3 of an open
quantum system (sys.) coupled to an environment (env.) with
control operations An at times t0, t1, and t2. (b) The process
tensor T0:3 of an open quantum system for times t0, . . . , t3.
(c) The process tensor in matrix product operator form (PT-
MPO).

In Fig. 2 we show the construction of the process ten-
sor for N = 3. It provides the final state of a generic
open quantum system at time t3 given control opera-
tions at times t0, t1, and t2. The environment can be
of any dimension and is here represented with five lines.
This figure can be read as a quantum circuit or, equiv-
alently, as a tensor network in Liouville space40,41. In
Fig. 2(a) the control sequence [A0,A1,A2] is inserted,
yielding the final system state at time t3. Removing the
control sequence and keeping the slots open in Fig. 2(b)
thus leaves the tensor marked by the red shaded region,
which can then be identified with the process tensor T0:3.
Note that the environment Liouville space does not con-
tribute to the dimensionality of the tensor, for which in-
stead only the external legs (corresponding to the system
dimension) count.

Process tensor in matrix product operator form (PT-MPO).

The process tensor is a tensor of dimension d4N+2,
where d is the Hilbert space dimension of the system.
That is, it grows exponentially with the number of possi-
ble interventions N . In many cases, however, it is possi-
ble to systematically discard negligible correlations and
express the process tensor as a tensor network40,41 in a
matrix product operator form41,42 (PT-MPO) as shown
in Fig. 2(c). Here, the single high-rank process tensor
is represented as an array of rank-4 tensors connected
through indices that are called bonds. The necessary
bond dimension of a PT-MPO reflects the degree of non-
Markovianity in the interaction43, but does not neces-
sarily scale with the correlation time or the dimension of
the environment Hilbert space. Various methods exist for

the construction of PT-MPOs for different types of envi-
ronments21,36,44–56. The most straightforward approach
is to start with a tensor network that explicitly repre-
sents the evolution of the environment and then perform
a contraction sequence to yield a PT-MPO44,45,47,48. For
linearly coupled Gaussian environments one can even di-
rectly construct a tensor network that yields a PT-MPO
without the need to explicitly model the environment as
a tensor network36,46,50–54. Other approaches21,49 allow
the construction of PT-MPOs for any environment that
can be approximated by a finite set of independent de-
grees of freedom.

All of these methods yield a PT-MPO that fully en-
codes the influence of an environment on the open system
and can then be equally used in various ways (as shown
in Fig. 1). As of version 0.5, the OQuPy package im-
plements a single method for the creation of PT-MPOs,
namely PT-TEMPO (the process tensor adoption of the
time evolving matrix product operator method). This
method allows the computation of PT-MPOs of open
quantum systems coupled to Gaussian bosonic environ-
ments, such as photon and phonon fields. We stress,
however, that for all applications of PT-MPOs presented
in Section III below the origin of the PT-MPO or the
method with which it has been created are irrelevant.
PT-MPOs can be created for other types of environments
with other methods and other software, and can then be
imported into OQuPy and applied in the exact same way
as PT-MPOs constructed with PT-TEMPO.

A. Construction of PT-MPOs with PT-TEMPO

The time evolving matrix product operator (TEMPO)
method is a tensor network method for simulating the
reduced dynamics of open quantum systems with Gaus-
sian bosonic environments23,46. In Ref. 36 Jørgensen and
Pollock suggest a modification of the TEMPO tensor net-
work contraction scheme to obtain a PT-MPO. In the fol-
lowing we outline the construction of the TEMPO tensor
network and the adopted contraction sequence.

The most general form of the total Hamiltonian we
consider for PT-TEMPO is (in units of ℏ = 1)

Ĥ(t) = ĤS(t) + Ŝ
∑
k

(
gk b̂k + g∗k b̂

†
k

)
︸ ︷︷ ︸

ĤI

+
∑
k

ωk b̂
†
k b̂k︸ ︷︷ ︸

ĤE

, (3)

where ĤS(t) is an arbitrary (possibly time dependent)
system Hamiltonian, Ŝ is the system operator that cou-
ples to the field, and b̂k (b̂†k) are bosonic creation (anni-
hilation) environment operators for the kth mode. Also,
we assume that the total initial system and environment
state is separable, i.e. ρ0 = ρE0 ⊗ ρS0 , where the envi-
ronment is a Gaussian (e.g. thermal) state with respect
to ĤE. The environment interaction is fully character-
ized by the system coupling operator Ŝ and the spectral
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density J(ω), which is defined as

J(ω) =
∑
k

|gk|2δ(ω − ωk). (4)

In Section III and IV we will often consider J(ω) to take
the power-law form57

J(ω) = αωζ ω1−ζ
c exp

(
− ω

ωc

)
, (5)

where α is a dimensionless coupling constant, ζ is the
power-law exponent, and ωc is a cutoff frequency. For
ζ = 1 the environment is called “Ohmic”, for ζ < 1 and
ζ > 1 it is said to be “sub-Ohmic” and “super-Ohmic”,
respectively.

The derivation of the TEMPO tensor network23 starts
with a symmetrized second order Trotter splitting be-
tween system and environment interaction of the evo-
lution into N small time steps (δt = tN/N). Tracing
out the environment degrees of freedom leads to a dis-
cretized version of the Feynman-Vernon influence func-
tional58. The resulting calculation can be represented as
a tensor network of the form shown in Fig 3(a). The ten-
sors bk are constructed from the coupling operator Ŝ and
the environment’s auto-correlation function. For thermal
environments the auto-correlation function is determined
by the spectral density J(ω) and the initial bath temper-
ature T alone. These tensors quantify how the system
evolution at a time step tn is influenced through the en-
vironment by the system’s history from time step tn−k.
The V(n) and V ′(n) superoperators are the pure system
propagators for the first and second half of the nth time
step. In many cases the two-time auto-correlation func-
tion of the environment interaction almost vanishes after
some time τcut. In such a case the influence tensors bk
become identities for kδt > τcut and can be omitted from
the tensor network.

To see how this tensor network links to the process
tensor we include additional interventions An to the pic-
ture, which we draw as blue squares in Fig. 3(a). The
tensor network in Fig. 3(a) now represents the final state
ρS(tN ) for any intervention sequence {An}n∈0...N−1. We
know from Ref. 31 that the process tensor is the unique
multi-linear map with this property. We can thus con-
clude that the tensor network within the red shaded area
in Fig. 3(a) (excluding the interventions A0,A1, . . .) is a
representation of the desired process tensor T0:N .

As we will see in section III, it is often advantageous
to consider the slightly smaller part of this tensor net-
work shown as the dotted area in Figs. 3, which ex-
cludes the initial state ρS0 and the system propagators
Vn and V ′

n. This corresponds to the process tensor T̃0:N
for an initially uncorrelated state and a total Hamiltonian
H̃ = ĤI + ĤE, without any contribution from the sys-
tem Hamiltonian. From this perspective the final state

is then

ρS(tN ) = T0:N [AN−1, . . . ,A1,A0] (6)

= P ′
N−1T̃0:N

[
ÃN−1, . . . , Ã1, Ã0

]
, (7)

with Ãn = Vn ◦ An ◦ V ′
n−1 and Ã0 : ρS 7→ A0

[
V0

(
ρS0

)]
.

This means that the evolution due to the system part
of the Hamiltonian can be realized as a discrete set of
interventions when the time steps δt are chosen small
enough such that the higher order terms of a second-
order Trotterization can be neglected.

To compute T̃0:N from the tensor network, Jørgensen
and Pollock suggest to contract the network column by
column with appropriate SVD sweeps during the pro-
cess36. The computation time of this algorithm scales as
O(N χ3d6 Kmax), where χ is the bond dimension of the
PT-MPO, d is the Hilbert space dimension of the system,
and Kmax = τcut/δt.

One improvement that can be made to this tensor net-
work is implementing a so-called degeneracy checking on
the internal legs of bk tensors23,59,60. This is where identi-
cal rows of the bk tensors are grouped together, reducing
the bond dimensions of the internal legs of the tensor
network. The east–west legs can be grouped together by
equal energy differences in the coupling operator eigen-
values, as only the energy difference affects the result of
the influence functional. The north–south legs require
additionally degeneracy in the sum of eigenvalues as well
as the difference. For evenly spaced eigenvalues, like col-
lective spin operators, this gives a best case reduction
of the scaling of the computation time from O(d6) to
O(d3). In general, the reduction in numerical effort is
related to the number of distinct eigenvalue differences
in the system-bath coupling operator59.

Construction of PT-MPOs in OQuPy

The PT-MPO construction with PT-TEMPO is han-
dled by the pt_tempo_compute() function in OQuPy.
This takes, as its leading argument, a Bath object
containing both the spectral density J(ω) of the en-
vironment and the operator Ŝ coupling it to the sys-
tem. For each time step, influence tensors for the Bath
are calculated and subsequently contracted to produce
the PT-MPO. The ProcessTensor object returned by
pt_tempo_compute() contains the PT-MPO and can be
held in memory or written to disk for later use. Note
that we use a monospace font throughout this article
for expressions (classes, functions, and variable names)
that are part of the OQuPy software package.

We now explain the computational parameters relevant
to the PT-TEMPO method in OQuPy. PT-TEMPO is
a numerically exact method in the sense that no approx-
imations are required in its derivation. Error then only
arises in its numerical implementation, controlled by a set
of computational parameters. The calculated dynamics
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FIG. 3. (a) The TEMPO tensor network for four time steps with influence tensors bk, system propergators V(′)
n , a set of

control operations An, and initial system state ρS0 . (b) A PT-MPO T0:4 applied to a set of control operations. (c) A PT-MPO
T̃0:4 applied to a set of control operations and system propagators. (d) A PT-MPO applied to system propagators, three
control operations and the trace operation for the computation of three-time correlation Tr

[
Ĉ(t4)Â(t0)ρ0B̂(t2)

]
as explained

in Section III B.

can, in principle (i.e., with unlimited computational re-
source), be made as accurate as desired by tuning those
parameters.

There are three main computational parameters to be
decided. The first is a memory cut-off tcut=̂τcut for
the PT-MPO, set physically by the period of time τcut
over which non-Markovian effects persist via the environ-
ment. This may be estimated by inspecting the decay of
the environment auto-correlation function. In practice, a
suitable value is verified by repeating the calculation at
longer tcut and checking the result is unchanged.

Second, a time step length dt=̂δt must be specified.
This must be short enough so as to avoid Trotter error
in the discretization of the path integral for the system
dynamics that is the TEMPO tensor network. At the
same time, dt fixes the grid upon which the calculation
is performed, so also should be short enough to provide
satisfactory resolution of the dynamics.

A precision epsrel completes the set of core computa-
tional parameters. This sets the relative cut-off for sin-
gular value truncation when constructing the PT-MPO.
It must therefore be sufficiently small so as to avoid er-
ror resulting from the discard of physical correlations.
Note that PT-TEMPO runs at a fixed precision ϵrel. such
that in the construction of the PT-MPO singular values
smaller than ϵrel. relative to the largest singular value
are discarded. This is in contrast to other MPO meth-
ods where instead the bond dimension of the tensor is
fixed and the precision varies.

Similar to the tcut parameter, to verify the suitability
of chosen values of dt and epsrel, one may repeat the
computation with more stringent (smaller) values and
check the convergence of results. Of course, smaller dt
and epsrel (or longer tcut) typically imply a more re-

source intense calculation; in general a balance must be
sought between the accuracy of the dynamics and compu-
tational cost. The utility of the PT-TEMPO method is
in the realization that results of sufficient accuracy can be
obtained at a manageable computational cost for a wide
range of problems. In OQuPy, the parameters tcut, dt
and epsrel are encapsulated in a TempoParameters ob-
ject and passed as an argument to pt_tempo_compute()
at the stage of creating the PT-MPO.

As an example, we consider a spin-boson model with
a coupling operator Ŝz (spin operator in Z-direction)
and a spectral density of the form in Eq.(5) with
α = 0.1, ζ = 1.0, ωc = 1.0 ps−1, at temperature
T = 1.0 ps−1 (= 7.64K). Here and in the following, we
have set ℏ = kB = 1 and give all frequencies in units of
ps−1. This choice of units is motivated by the fact that
most physical examples discussed in Section III take place
at this time scale. We note, however, that there is no han-
dling of units in OQuPy. Hence, all input and outputs
of frequency and time are without unit and need to be
interpreted by the user with respect to some (arbitrary)
characteristic frequency.

In Fig. 4(a) we plot the computation time taken by
pt_tempo_compute function with the parameters tcut =
2.0, dt = 0.0625 ps, and epsrel = 6.1× 10−5 for 32 time
steps. We see that the computation time to generate
the process tensor scales with the system size and that it
can be improved by the use of the previously discussed
degeneracy checking.
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III. PT-MPO USE CASES

In this section we discuss a number of use cases that
are accommodated by the current version (v0.5) of the
OQuPy package61. In addition to the calculation of dy-
namics for a quantum system coupled to one or more
structured environments23,24, these include calculations
of multi-time correlation functions62, optimization of
control protocols26,30, and the dynamics of many-body
open quantum systems described by chains28 or many-
to-one networks of open quantum systems29. The range
of these examples demonstrate the versatility of the pro-
cess tensor approach for extracting static and dynamic
quantities from models of open quantum systems.

All of the use cases presented in this section apply pre-
computed PT-MPO representations of environments for
specific tasks. We will always obtain such a PT-MPO by
employing the PT-TEMPO method for Gaussian bosonic
environments described in the previous Section II A. We
note again, however, that the methods presented in this
section are agnostic to the origin of a PT-MPO, and as
such can also be readily applied to PT-MPOs for other
types of environments that have been computed with
other methods and software.

The applicability of the methods presented in this sec-
tion depends to a large extent on the complexity of the
PT-MPOs that enter into the computation. This com-
plexity is typically reflected in the bond dimension of
PT-MPOs. The main restriction of the methods pre-
sented in this section is thus that for the environment
of interest a sufficiently accurate PT-MPO with a man-
ageable bond dimension (χ ≲ 1000) exists, and that it
can be obtained with one of the known methods. Al-
though this is certainly not always the case, the literature
on known methods to obtain PT-MPOs21,36,44–56 demon-
strates that this is feasible for a large range of different
highly relevant non-Markovian environments.

For every use case we outline the inner workings of the
numerical method and show the results of an example,
forgoing further discussion of the resulting physics. For
more details on the methods and physical discussion of
results, we refer the reader to the research articles of the
individual methods22–30. We note that all computation
times quoted in this paper have been determined by run-
ning OQuPy on a single core of an Intel i7 (8th Gen)
processor.

A. Dynamics of non-Markovian open quantum systems

Given a PT-MPO, constructed using the
pt_tempo_compute() function or otherwise, single-
time dynamics are computed in OQuPy following
the introduction of a System object. This describes
the unitary evolution of the system (i.e., the system
Hamiltonian) as well as coupling to any additional
Markovian baths (Lindblad operators and rates). The
PT-MPO and System object are passed together with an
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FIG. 4. (a) Computation times for the construction of a PT-
MPO using PT-TEMPO with/without degeneracy checking
for different system sizes, with parameters described in the
main text of Section II A. (b) Computation times for the con-
struction and application of a PT-MPO for different coupling
strengths of a biased spin-boson model described in the main
text of Section IIIA. (c) Dynamics of the biased spin-boson
model for different coupling strengths.

argument prescribing the initial state of the system ρS0
to the compute_dynamics() function, which performs
the tensor network contractions required to yield the
dynamics. A Control object describing a set of control
operations or interventions in the system dynamics may
also be provided at this stage.

The result returned by compute_dynamics() is a
Dynamics object. This contains a list of system states
for each time step from which, for example, the time de-
pendent expectation values of system observables may
readily be derived. Note that the same approach can be
used in the case of coupling to multiple non-Markovian
environments described by separate PT-MPOs; see Sec-
tion III D.

To provide an example, we consider the quench dy-
namics of a simple spin-boson model with a Ohmic spec-
tral density at different coupling strengths. For this,
the overall Hamiltonian is of the form of Eq. (3), with
HS = Ω

2 σ̂x, coupling operator Ŝ = 1
2 σ̂z. We assume

the spectral density J(ω) in the form of Eq. (5), where
Ω = 1.0 ps−1, ζ = 1.0, ωc = 5.0 ps−1, and tempera-
ture T = 0. Figure 4(c) shows the dynamics of ⟨σz(t)⟩,
starting in the spin-up state |↑⟩, for different coupling
strengths α. For each coupling strength α we first use the
pt_tempo_compute() function to generate a PT-MPO,
and then apply the compute_dynamics() function to ob-
tain the dynamics. In Fig. 4(b) we show the compu-
tation times for those calculations using tcut = 4.0 ps,
dt = 0.0625 ps, epsrel = 6.1 × 10−5 for N = 256 time
steps.

In Fig. 4(b) we can observe clearly that applying a
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PT-MPO takes much less time than constructing a PT-
MPO. This is because during the creation of the PT-
MPO, the PT-TEMPO method identifies and removes
negligible correlations, which constitutes the bulk of the
overall computation. This is particularly useful when
one is interested in a large set of different multi-time
correlations or the dynamics for many different system
Hamiltonians, because in such cases the difficult creation
of the PT-MPO has to performed only once, while the
repeated application of it can be performed much more
quickly. This fact will be used extensively in the fol-
lowing two use cases on multi-time correlations and the
optimization of control protocols.

B. Multi-time correlations of non-Markovian open quantum
systems

The calculation of multi-time correlations for open
quantum systems often involves application of the quan-
tum regression theorem, which relies on making a
Markovian approximation2. However, there exist many
scenarios—from exciton dynamics in quantum dots to
natural light-harvesting—where such an approximation
is not sufficient3,8,10,12. Moreover, as mentioned in the
introduction, even if a Markovian description correctly
captures the reduced dynamics of the system, an accu-
rate description of multi-time observables is not guaran-
teed32,63. The PT-MPO, on the other hand, not only
encodes the evolution of the density matrix but also all
multi-time correlations. These are accessed by simply in-
serting the operators at the corresponding times as con-
trol operations, depicted in Fig 3(d).

Figure 3(d) shows the three-time correlation

R = Tr
[
Ĉ(τ3)Â(τ1)ρ0B̂(τ2)

]
(8)

with τ1 = t0, τ2 = t2, and τ3 = t4, where X̂(τ) =

U†(τ)X̂Û(τ) denotes system operators in the Heisenberg
picture with respect to the total Hamiltonian. Also, ρ0
is the total initial state and Tr denotes the trace over the
total (i.e. system and environment) Hilbert space. The
control operations that need to be inserted into the pro-
cess tensor at the corresponding times are the left and
right acting superoperators64 AL[ρ] = Âρ, BR[ρ] = ρB̂,
and CL[ρ] = Ĉρ. After the last control operation we
trace over the system Hilbert space. Inserting a left or
right acting system operator and tracing over the system
is equivalent to computing the expectation value of that
operator. Therefore, multi-time correlations for various
final times can be computed in a single run of the simula-
tion. To vary any of the earlier time arguments, e.g. for
i time steps, the simulation is repeated i times, shifting
the position of the earlier control operations accordingly.
As explained in Section IIIA, since the process tensor is
independent of the system propagators and control se-
quence, the same PT-MPO can be applied repeatedly,

which drastically decreases the necessary computation
time.

We note that the set of multi-time expectations that
can be calculated this way require that the set of op-
erators acting to the left and those acting to the right
are separately time ordered. There is no restriction on
how the times of left-acting and right-acting operators
are related, however one cannot calculate arbitrary out-
of-time-order-correlations65.

In OQuPy, multi-time correlations are computed with
the function compute_correlations_nt(). This re-
quires a System and ProcessTensor object, together
with three lists specifying the operators, the times at
which they should be applied and whether each operator
should be applied to the left or right of the (total) density
matrix.

To demonstrate the utility of the code, we apply it
to a three-level system and simulate a linear absorption
and 2D electronic spectroscopy (2DES) measurement62.
2DES is a non-linear spectroscopy technique that uses a
series of laser pulses to probe energy and charge trans-
port on a femtosecond timescale. The resulting signal is
commonly visualized as a 2D spectrum that correlates
the excitation and detection frequencies excited by the
lasers, see Fig. 5(b). Because of its sensitivity to complex
phases, 2DES is particularly useful for investigating the
coherent dynamics of energy excitations in real time. For
a more detailed overview, we refer the reader to Refs. 66
and 67.

As shown in Fig. 5(a), our model is a three-level sys-
tem with a linear coupling to a phonon bath. The total
Hamiltonian has the form of Eq. (3), where the system
Hamiltonian and coupling operator are

ĤS = (ϵ+ λ)(|1⟩⟨1|+ |2⟩⟨2|) + Ω(|1⟩⟨2|+H.c.), (9)

and Ŝ = (|1⟩⟨1| − |2⟩⟨2|). This Hamiltonian describes
an excitonic dimer embedded in a vibrational environ-
ment with ground state |0⟩ and monomer states |1⟩ , |2⟩.
Each monomer state has a bare energy ϵ + λ, where λ
represents the bath reorganization energy (defined be-
low). The coupling Ω creates two delocalized exciton
states |±⟩ = 1√

2
(|1⟩ ± |2⟩) with energies E± = ϵ+ λ±Ω.

Since the dynamics of the type of molecules studied with
2DES generally take place on a picosecond timescale12,
we set ϵ = 5.0 ps−1 and Ω = 2.0 ps−1. The spectral den-
sity J(ω) is given by Eq. (5) with ζ = 1.0, α = 0.1 and
ωc = 3.04 ps−1, and leads to the reorganization energy
λ =

∫∞
0

1
ωJ(ω) dω = 2αωc.

A 2DES signal can be modeled by a series of four-time
correlation functions that represent all possible light-
matter interaction pathways. Here we will consider the
following four correlation functions:

R1 = Tr
[
V̂ (τ4)V̂ (τ1)ρ0V̂ (τ2)V̂ (τ3)

]
R2 = Tr

[
V̂ (τ4)V̂ (τ2)ρ0V̂ (τ1)V̂ (τ3)

]
R3 = Tr

[
V̂ (τ4)V̂ (τ3)ρ0V̂ (τ1)V̂ (τ2)

]
R4 = Tr

[
V̂ (τ4)V̂ (τ3)V̂ (τ2)V̂ (τ1)ρ0

]
, (10)
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FIG. 5. (a) Sketch of model employed in the multi-
time correlations use case in Eq. (9); ϵ = 5.0 ps−1,
Ω = 2.0 ps−1. (b) Corresponding 2D spectrum calcu-
lated from the four-time correlation functions in Eq. (10)
at T = 13.0 ps−1 (= 100K). (c) Corresponding linear absorp-
tion spectrum at T = 13.0 ps−1. (d) Scaling of the computa-
tion time for calculating the four-time correlation function
R4(τ1, τ4) when adding additional time steps to τ1. Note
that the same PT-MPO was used for each data point, which
took 44 s to compute with tcut = 50.0 ps, dt = 0.1 ps and
epsrel = 10−6.

where V̂ = |0⟩⟨2| + |2⟩⟨0|. To plot a 2D spectrum, each
correlation function is Fourier transformed with respect
to the first (τ2 − τ1) and last (τ4 − τ3) time delay, corre-
sponding to an excitation (ωexc) and detection (ωdetec)
frequency axis. We then sum together the real parts
of each pathway to obtain the total spectrum, which is
shown in Fig. 5(b). Here for simplicity, we have set the
second time delay τ3 − τ2 to zero.

Simulating a linear absorption spectrum for our model
requires computing the two-time correlation function
Tr

[
V̂ (τ2)V̂ (τ1)ρ0

]
. As with the two-dimensional case,

the spectrum is given by the Fourier transform of this
function with respect to τ2−τ1, and is shown in Fig. 5(c).
The spectrum contains two peaks corresponding to the
|+⟩ and |−⟩ states excited by the dipole operator V̂ . The
2D spectrum (Fig. 5(b)) contains two diagonal peaks,
reflecting the same transition frequencies observed in
the linear absorption spectrum. Furthermore, two off-
diagonal peaks that cross-correlate the two frequencies
can be observed; these signify the presence of the elec-
tronic coupling Ω between the excited states.

To illustrate how this computation scales with the
range of time steps, we first consider the correlation func-
tion R4(τ4) in Eq. (10). As a function of the final time
argument τ4 only, the simulation runs once and took 8 s
to compute. If we additionally vary any of the earlier
time arguments, e.g. τ1 in R4(τ1, τ4) over i time steps,
the simulation is repeated i times. As shown in Fig. 5(d),

the computation time therefore scales linearly with the
number of additional time steps. The 2D spectrum in
Fig. 5(b) was computed for 40 time steps each in τ1 and τ4
and consists of the four correlation functions in Eq. (10),
giving a total computation time of 21 minutes.

C. Optimization of control protocols

As mentioned in the end of Section III A, the fact that
the PT-MPO does not depend on the system Hamilto-
nian allows one to efficiently determine optimal control
protocols for non-Markovian open quantum systems26,30.
Optimal control involves defining an objective function to
quantify the success of a given protocol, and then maxi-
mizing this function over the set of controls. A common
scenario is for the protocols to correspond to different
time-dependent system Hamiltonians, and for the value
of the objective function to be determined by the final
state. The optimization can be done by first computing
the PT-MPO of the given environment interaction, and
then repeatedly applying different time-dependent sys-
tem Hamiltonians. This has the advantage that each trial
system Hamiltonian can be applied with minimal com-
putational effort to the same pre-computed PT-MPO.

A further advantage of the PT-MPO approach is that
it provides a natural and efficient way to compute the
gradient of the objective function with respect to the pa-
rameterization of the system Hamiltonian. This allows
one to use the gradient in the optimization process, dras-
tically reducing the computation time required. In this
section, we outline how OQuPy is used to calculate the
gradient of an objective function with respect to a set of
parameters.

The basis for the gradient calculation is the observa-
tion that the process tensor is a multi-linear map from
the set of system propagators—or, more generally, sys-
tem operations—to the final state. This implies that the
derivative of the final state with respect to a particu-
lar system propagator is the diagram for the final state,
such as Fig. 3(c), with that propagator omitted. It can
be constructed by combining two partial diagrams, one
obtained by contracting the network starting from the
bottom, and one starting from the top, in each case stop-
ping just before the omitted propagator. Furthermore,
the partial diagrams required to compute the derivatives
with respect to all the propagators, i.e. the gradient, are
computed in the course of one forwards-in-time propa-
gation, from bottom to top, and one backwards-in-time
propagation, from top to bottom. The forward prop-
agation would, in any case, be needed to compute the
objective function, so the additional cost of this process
is that of the backwards propagation and contractions of
the partial diagrams.

In OQuPy this calculation is focused on the problem
of computing the gradient of an objective function, de-
fined in terms of the final state, Z(ρf ), with respect
to some parameterization of the time-dependent system
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Hamiltonian. We define a set of parameters {cα}, with
α = 0, . . . ,M which appear in the system Hamiltonian,
and take the values cα(tn) = cnα at the nth time step.
The derivative of the objective function with respect to
cnα is given by the chain rule,

∂Z

∂cnα
=

d2
HS∑

i,j,k

∂Z

∂ρif

∂ρif

∂Vjk
n︸ ︷︷ ︸

compute_gradient
_and_dynamics()

∂Vjk
n

∂cnα︸ ︷︷ ︸
Parameterized

System︸ ︷︷ ︸
state_gradient()

, (11)

where ρf is the final state and Vn the propagator(s) for
the time step n. The second factor in Eq. (11) can be
computed for all n, as discussed above, using one for-
wards and one backwards propagation, and combined
with the remaining terms to compute the gradient, ∂Z

∂cnα
for all n, α.

There are three steps in computing the gradient of an
objective function of a final state with respect to a set
of parameters in OQuPy. The first step is to define a
system via the ParameterizedSystem object. This ob-
ject inherits from BaseSystem and represents a Hamil-
tonian which depends on M parameters {c0, c1, . . .}.
Instantiation requires the user to supply a function
which takes values for these parameters and returns
the Hamiltonian operator. The ParameterizedSystem
class then handles the calculation of the propaga-
tors Vn and propagator derivatives ∂Vn

∂cnα
during the

gradient calculation via the get_propagators() and
get_propagator_derivatives() methods. Alterna-
tively, the user can provide a function which returns the
propagator derivatives.

The simplest calculation one can do with a
ParameterizedSystem object is to compute the dy-
namics. This can be done by calling the routine
compute_gradient_and_dynamics and providing values
of the parameters, cnα for all time steps. An additional
detail is that the calculations use a second-order Trotter
splitting, so that, as shown in Fig. 3, propagation over
a full time step involves two propagators, each over half
a time step, with one, the pre-propagator Vn applied to
the corresponding input leg of the PT-MPO, and one,
the post-propagator V ′

n, to the output leg. The compu-
tation of the dynamics thus requires the values of the
parameters on both halves of every time step. The re-
sults are accurate up to second order in dt provided the
parameters are continuous within each full time step, i.e.
the difference in the Hamiltonian between the first and
second halves of each step is O(dt). Note there is no re-
quirement for continuity between full time steps, so that
discontinuous Hamiltonians can be treated correctly.

To compute the gradient of an objective function, the
ParameterizedSystem object, along with the PT-MPO,
initial state, and values for the control parameters, can be
passed to the function state_gradient(). The objective
function can be specified in two ways. For the case of a
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FIG. 6. (a) Derivative of the fidelity at the final time tN with
respect to the parameters at each time-step hx(t) and hz(t) for
initial controls. (b) Dynamics of states on Bloch sphere under
initial (blue, solid) and optimized (green, dotted) controls.

linear objective function, Z =
∑

ij(A)ij(ρf )ij , the first
factor in Eq. (11) is ∂Z

∂ρf
= A, which can be provided

to state_gradient() as an array. An example arises
for state transfer where we seek to reach a pure target
state, ρt = |σ⟩⟨σ|, at the final time. The fidelity F =
⟨σ| ρf |σ⟩ is then a linear objective function with A =
ρTt . For nonlinear objective functions, the user passes
a function to state_gradient(). This will be called
with the computed final state as an argument and should
return ∂Z

∂ρf
evaluated for that state.

The state_gradient() function handles the forwards
and backwards propagations as well as the application
of the chain rule. It first passes the arguments to the
compute_gradient_and_dynamics() function, yielding
the tensors ∂Z

∂ρi
f

∂ρi
f

∂Vjk
n

. These tensors are then passed to
the chain_rule() function, where they are combined
with the propagators and propagator derivatives for each
half time step. The result is a list of derivatives of the
objective function with respect to the control parameters
at each half time step. The final dictionary returned by
state_gradient() function includes a Dynamics object,
the gradient tensors ∂Z

∂ρf

∂ρf

∂Vjk
n

, and the derivatives at each

half time step ∂Z
∂cnα

.
Fig. 6(a) shows an example of the gradient computa-

tion for a two-level system coupled to a Gaussian bosonic
bath, with a super-Ohmic spectral density J(ω) given by
Eq. (5) with ζ = 3.0, α = 0.126, and ωc = 3.04 ps−1.
We consider an initial state ρ0 = |+⟩⟨+|, and take the
objective function to be the fidelity F(ρf , ρt) to a target
state ρt = |−⟩⟨−|. The system Hamiltonian and coupling
operator are ĤS = hx(t)σ̂x + hz(t)σ̂z and Ŝ = σ̂z

2 , and
the dynamics is simulated with N = 100 time steps. The
gradient is shown for the case of control fields hx(t) = 0
and hz(t) = π/tN , which are the optimal controls in the
absence of the environment. The dynamics of the state
on the Bloch sphere under this set of controls is depicted
by the blue solid line in Fig. 6(a).
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The state_gradient() function can be used within
a numerical optimization routine to determine opti-
mal control protocols. The green dotted curve in 6(b)
shows the trajectory for optimal controls determined in
this way, using the L-BFGS algorithm implemented in
the scipy.optimize.minimize() function68. This opti-
mization was done using bounds |hx| ≤ hmax

x = 5.0π ps−1

and |hz| ≤ hmax
z = 1.0π ps−1, which restrict the speed of

the unitary evolution.
For this optimal control, the fidelity of the final state

with respect to the target state is 0.9991. From the dy-
namics of the Bloch vector it can be seen that the increase
in fidelity over the unoptimized solution arises because
the state is transferred to an intermediate state |↓⟩, which
is not subject to decoherence69. A different mechanism
can appear with smaller bounds on the control fields,
which prohibit access to that decoherence-free subspace.
In that case, it has been shown that for larger process
durations there can be an increase in the fidelity30 due
to information previously lost to the environment being
restored by the optimization. The optimization utilizes
information back-flow from the environment by maximiz-
ing the non-Markovianity of the map.

D. Open system dynamics with multiple environments

It can sometimes be sensible, and even necessary, to
express the external influences on a system in terms of
multiple environments. A typical case in physics is that
of an optically active system that is also strongly cou-
pled to its vibrational environment. For example, in sys-
tems studied for light harvesting and energy transfer the
molecular vibrational degrees of freedom can play a key
role70–74. Strong coupling to vibrations has also been
shown to have a distinct effect on the optical properties of
even relatively simple systems27,75; the combined effect of
multiple environments in this way is termed non-additive.
Another example of non-additivity occurs when consid-
ering the combined effect of the leads and vibrational
environments of molecular nanojunctions76,77; here us-
ing an additive treatment can even lead to a violation of
the Carnot bound on efficiency78.

Typically PT-MPOs containing information on mul-
tiple environments can be much more costly to con-
struct and store; this is especially true when the envi-
ronments couple via non-commuting system operators.
Fortunately, we can avoid this cost by making use of the
additive property of PT-MPOs, namely that two PT-
MPOs can be contracted together to yield a single process
tensor with the effect of both environments. This allows
us to construct one PT-MPO for each environment and
store them separately, only combining them when nec-
essary. This step corresponds to a standard MPO–MPO
multiplication as depicted in Figure 7. However, combin-
ing the entirety of each environment’s PT-MPO typically
offers little to no improvement over constructing the sin-
gle large object in the first place. We can avoid this in

(a) (b)

FIG. 7. Tensor network sketch of the addition of two PT-
MPOs. (a) Suitable reshaping of an PT-MPO. (b) Contrac-
tion of two PT-MPOs to a single PT-MPO that represents
the corresponding joint environment.
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FIG. 8. Evolution of a spin coupled to a cold bath, a hot
bath, and to both baths simultaneously. We show the dynam-
ics for two different initial states, |↑⟩ and |↓⟩.

certain calculations by only combining the tensors nec-
essary at each step. For example, when computing an
observable at a single time step tn we can combine the
PT-MPOs one time step at a time absorbing the tensor of
each previous time step until we reach tn. This avoids the
extra memory requirements in combining PT-MPOs and
the computational overhead in compressing the resulting
object.

As a demonstration we consider a two-level system cou-
pled to both a hot and cold bath of bosons. The to-
tal Hamiltonian is analogous to Eq. (3), but with two
interaction and two environment parts HI

a, HE
a , and

HI
b, HE

b , with bosonic environment annihilation oper-
ators âk and b̂k, respectively. We choose the system
Hamiltonian ĤS = ϵ

2 σ̂z + Ω
2 σ̂x, with ϵ = 2.0 ps−1, and

Ω = 1.0 ps−1. Both environments have the same Ohmic
spectral density J(ω) given by Eq. (5), with ζ = 1.0,
α = 0.16, and ωc = 1.0 ps−1. The environments are dis-
tinguished by the spin component to which they couple
and their temperature. The cold bath, at temperature
Tcold = 0.8 ps−1 (= 6.11K), couples via Ŝa = σ̂z/2, while
the hot bath, at temperature Thot = 1.6 ps−1 (= 12.22K),
couples via Ŝb = σ̂x/2. The dynamics of this model for
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FIG. 9. Tensor network for the evolution of (a) a single sys-
tem and (b) a chain of systems coupled to their local environ-
ment. Panel (a) shows the state of a system after three time
steps evolved by system propagators under the influence of an
environment (represented by an PT-MPO), starting from the
initial state ρS0 . Panel (b) shows the state of a chain of systems
after three time steps under the influences of locally coupled
environments, starting from an initial state represented as an
MPS in Liouville space. The dark green rectangles are Trot-
terized chain propagators.

initial states spin-up and spin-down are plotted in Fig-
ure 8 and the combined effect of the baths, when com-
pared with their separate impact, can be seen clearly.

The combination of multiple PT-MPOs corresponds
to standard tensor network operations but, as men-
tioned, this is often very demanding; in the above ex-
ample the PT-MPOs had a maximum bond dimensions
of χcold = 35 and χhot = 41. OQuPy is instead able to
make use of the more efficient calculation of dynamics in-
troduced earlier in this section. Doing so requires simply
providing the compute_dynamics() function with a list
of PT-MPOs of the multiple environments and, provided
they are compatible, the dynamics step-by-step will be
computed. The construction of each PT-MPO for Fig. 8
took 40 s (cold) and 51 s (hot) and the dynamics for com-
bined simulation took 8 s compared with 3 s and 5 s for
the separate cold and hot bath dynamics respectively.

In this section we highlighted the simplicity with which
the dynamics of a system coupled to multiple environ-
ments can be computed with OQuPy. The implementa-
tion allows for great flexibility in considering the effect
of arbitrary combinations of PT-MPOs on the dynam-
ics of the system. The above example demonstrates this
with two PT-MPOs for Gaussian bosonic baths, but—
like all methods in this section—is also readily applica-
ble to combinations of PT-MPOs that represent environ-
ments of different nature created with other methods and
other software.

E. Chains of open quantum systems

The methods and examples considered so far always
involved a single (small) system coupled to one or more

environments. There is, however, a range of interest-
ing physical scenarios where the system of interest is a
many-body system that couples to one or more environ-
ments79–83. Such scenarios are of importance for funda-
mental research, such as the study of strong coupling
quantum thermodynamics 13–16,18,19, as well as tech-
nological and biological applications10,11,17,84–87. The
method presented in this section enables the computation
of the dynamics and multi-time correlations of chains of
general open quantum systems28. It is a combination of
the time evolving block decimation (TEBD) method88

in Liouville space with PT-MPOs on each site to include
the influence of locally coupled environments (see Fig. 9).
We call this tensor network method PT-MPO augmented
TEBD (or short PT-TEBD) because the TEBD method
is augmented with one additional leg for each environ-
ment connecting the site with its PT-MPO. This aug-
mented leg encodes the correlations of the site with its
environment. Figure 9(b) shows the tensor network for a
first order Trotterized PT-MPO augmented TEBD ten-
sor network. This tensor network is suitable for simulat-
ing a chain of locally interacting systems where each site
may couple strongly to its individual environment.

The PT-TEBD method has three convergence parame-
ters. These are (1) the Trotterization time step δt (which
should be the same as the time step chosen for the PT-
MPO), (2) the Trotterization order OTEBD (only 1st and
2nd are currently implemented), and (3) the relative cut-
off ϵTEBD for the SVD truncation along the spatial direc-
tion of the chain. The method is limited to chains whose
state can be well approximated by an matrix product
state (MPS) of some finite bond dimension ξ, as well as
environments whose process tensor can be well approxi-
mated by an MPO of bond dimension χ. The computa-
tional complexity is then dominated by performing the
singular SVD involved in compressing the spatial MPS
after the application of the system propagators. In the
worst case the largest matrices involved are of the di-
mension (ξχd2) × (ξχd2), where d is the Hilbert space
dimension of a single site. In many cases this can be
reduced to (ηd2) × (ηd2) with ξ ≲ η ≤ ξχ by a careful
choice of contraction and SVD order (see appendix A of
Ref. 28). The overall simulation of an N site chain for
K time steps thus takes O(NKη3d6) operations. This
algorithm is—like the canonical TEBD algorithm—well
suited for parallel computing, since each pair of neigh-
boring sites can be evolved separately.

To demonstrate the capabilities of this method we
present the dynamics of an anisotropic XY-model where
the first K of N sites each couple strongly to an environ-
ment (see sketch in Fig. 10). The chain Hamiltonian is
of the form

ĤXY =

N∑
n=1

ϵŝzn +

N−1∑
n=1

[
(J − η)ŝxnŝ

x
n+1 + (J + η)ŝynŝ

y
n+1

]
,

(12)
with spin-1/2 operators ŝγn = σ̂γ

n/2 at site n, onsite en-
ergy ϵ = 1.0 ps−1, coupling strength J = 1.0 ps−1 with
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FIG. 10. Sketch of an interacting chain of systems (green
squares) with length N = 7 coupling to local environments
(blue clouds) on the first K = 3 sites.

anisotropy η = 0.04 ps−1. In OQuPy this chain Hamilto-
nian is encoded in a SystemChain object. As an environ-
ment we choose a bosonic bath with an Ohmic spectral
density ζ = 1, α = 0.32, ωc = 1.0 ps−1 (see Eq. (5)
and coupling operator Ŝ = σ̂z/2. The corresponding
PT-MPO has been computed using the PT-TEMPO al-
gorithm with convergence parameters tcut = 4.0 ps,
dt = 2−4 ps, and epsrel = 2−16. For the PT-TEBD
algorithm we use ϵTEBD = 2−16 and OTEBD = 2. The
parameters are collected in a PtTebdParameters object
and passed into a PtTebd object together with the above
SystemChain instance and a list of process tensors. We
choose the state |↑↓↓ · · · ↓⟩ as the initial spin chain state,
and are interested in the time evolution of ⟨↑| ρ(n)(t) |↑⟩
of each spin n.

Figure 11(a) shows the dynamics of a spin chain of
length N = 7 for K = 0, . . . , 3 attached environments.
We can observe in Fig. 11(a) that the spreading of the
initial excitation is slowed down with every additional
environment coupled to the chain. Although the PT-
TEBD algorithm does not allow for direct interaction
among the environments, it still captures the correlations
among the environments that build up through the chain.
These correlations are reflected in the bond dimension of
the augmented MPS. Figure 11(b) shows the maximal
bond dimension of each bond, for different K. While we
can observe significant growth of bond dimensions with a
growing number of environments K, their values are still
well below the possible maximum that is given by the
system Hilbert space dimension (d = 2) and the bond
dimensions of the PT-MPOs (χ = 11). For K = 3 this
would give a maximum at bond 2 with (ξd2)2 = 1936
which is an order of magnitude larger than the observed
value of 167.

We note that a few alternative methods for chains of
non-Markovian open quantum systems exist in the litera-
ture35,89–97. While a quantitative comparison with these
methods would need to be done case by case, qualita-
tively the PT-TEBD approach stands out in two ways.
First, it approaches the challenging many-body prob-
lem sequentially by systematically reducing the numeri-
cal complexity originating from system-environment cor-
relations through compression of the PT-MPO, before in-
tegrating them into the full many-body problem. Second,
the method is agnostic about the origin of the process
tensor, i.e. it is applicable to any environment, given its
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FIG. 11. OQuPy results for the anisotropic XY-model with
N = 7 and K = 0 . . . 3. (a) Evolution of the chain after the
quench at t = 0. (b) Maximal bond dimension of the aug-
mented MPS during the entire evolution at different bonds.
The different line styles in panel (a) correspond to the differ-
ent values of K as shown in the legend of panel (b).

PT-MPO. The PT-TEBD method has been applied suc-
cessfully to a 21 site long XYZ-Heisenberg spin chain with
strongly coupled bosonic environment on every site using
only moderate computational resources, and, it has been
proven useful for studying thermalization in a strongly
coupled open many-body quantum system28.

F. Mean-field open quantum systems

A second type of many-body open quantum system
that can be addressed in OQuPy are models with many-
to-one or star-like topologies, see Fig. 12(a). We discuss
this scenario by an example of a central boson model as
was recently used to study the non-Markovian dynamics
of organic polaritons29. Here, a large number N of or-
ganic emitters couple to independent structured environ-
ments as well as a common photon mode (with bosonic
operator â). The emitters are modeled as two-level sys-
tems (Pauli matrices σ̂α

n) and the light-matter dynamics
is governed by

ĤS = ωcâ
†â +

N∑
n=1

[
ω0

2
σ̂z
n +

Ω

2
√
N

(
âσ̂+

n + â†σ̂−
n

)]
,

(13)

where ωc and ω0 are the cavity and emitter frequencies,
and Ω is the collective light-matter coupling strength.
Each emitter is also coupled to a harmonic bath,

Ĥ
(n)
IE =

∑
j

[
νj b̂

†
j,nb̂j,n +

ξj
2

(
b̂j,n + b̂†j,n

)
σ̂z
n

]
. (14)
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FIG. 12. (a) Schematic for the many-to-one network of a
central boson model: each emitter (green squares) couples to
a single bosonic mode â (red circle) as well as a harmonic
environment (blue clouds). (b) Mean-field theory reduction
to a single emitter interacting with a classical field α = ⟨â⟩.
(c) Tensor network for the PT-MPO method with concurrent
dynamics of the cavity field. The field αi at t = ti is used
in Eq. (16) to construct the system propagators at that time.
Once the molecular system has been evolved to t = ti+1, the
resulting expectation ⟨σ̂−⟩i+i is used to integrate the field
αi → αi+1 according to Eq. (17).

This captures the local vibrational environment of or-
ganic molecules, which may typically be a low frequency
continuum of modes described by, for example, an Ohmic
spectral density J(ν). In addition, there are cavity losses
with rate κ and individual pumping Γ↑ and dissipation
Γ↓ of the emitters; these can be included as incoherent
processes under the Markovian approximation.

In order to solve the many-molecule-cavity dynamics,
we use mean-field theory to reduce the dimension of the
problem. In this approach, one neglects correlations in
the many-body state, i.e. one assumes a product

ρ = ρa ⊗
N⊗

n=1

ρn, (15)

where ρa and ρn are reduced density matrices for the
cavity and nth emitter, respectively. This reduces the
problem to the coupled dynamics of the molecular mean-
field Hamiltonian29

ĤMF =
ω0

2
σ̂z +

Ω

2
√
N

(⟨â⟩σ̂+ + ⟨â⟩∗σ̂−), (16)

combined with evolution of the field expectation

∂t⟨â⟩ = −(iωc + κ)⟨â⟩ − i
Ω
√
N

2
⟨σ̂−⟩. (17)

Here ⟨σ̂−⟩ = ⟨σ̂−
n ⟩ is the average of any of the identical

spins.
Thus, by propagating a single spin with ĤMF sub-

ject to the vibrational environment and individual pump
and dissipation described above, one can effectively sim-
ulate the N -molecule system using the TEMPO or PT-
TEMPO method provided that at each time step the field
⟨a⟩ is evolved according to Eq. (17), as schematically de-
picted in Fig. 12(c).
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FIG. 13. (a) Scaled photon number n/N = |⟨a⟩|2/N below
(Γ↑ = 0.2Γ↓) and above (Γ↑ ≥ 0.4Γ↓) a lasing transition at
Ω = 200meV, T = 300 K and ∆ = ωc − ω0 = −20meV29.
Dynamics were calculated from an initial state with the spin
down and a small number of photons n0/N = 0.05. (b) Spec-
tral weight (absorption) when Γ↑ = 0. At each light-matter
coupling, an analytic result98 is shown as a dotted line, and
the result29 of a mean-field PT-TEMPO calculation as a
solid line. The PT-TEMPO numerical parameters used were
tcut = 0.1 ps, dt = 4.0× 10−4 ps, epsrel = 5.0× 10−12.
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FIG. 14. Scaling of mean-field dynamics computation with
number of distinct systems (emitters). A comparable calcula-
tion without mean-field integration is included as a red point.

Figure 13(a) illustrates this method in calculating pho-
ton number dynamics for different pump ratios Γ↑/Γ↓.
This can be used, for example, to determine the depen-
dence on the threshold for organic lasing on cavity de-
tuning ωc−ω0 and light-matter coupling strength Ω (see
Ref. 29 for details).

To verify the numerics, we calculated the absorption
spectrum (see Sec. III B) for the system without pumping
(Γ↑ = 0), for which an analytical result is known98. Fig-
ure 13(b) shows excellent agreement between this result
and that of a PT-TEMPO with mean-field calculation.

Note that in the above we took the emitters to be iden-
tical. The mean-field approach is, however, not limited
to this case and so can describe e.g. multiple molecu-
lar species in a single cavity99. The cost is a separate
PT-TEMPO (or TEMPO) computation for each distinct
ρn. Figure 14 shows that the mean-field integration adds
negligible overhead to a standard PT-TEMPO computa-
tion, whilst the total computation time for Ns types of
emitters scales linearly with Ns.

Mean-field dynamics is accessible in OQuPy from an
instance of the MeanFieldSystem class. This comprises
one or more TimeDependentSystemWithField objects
and a callable field_eom. The former describes systems
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(emitters) with different mean-field Hamiltonians (such
as Eq. (16)), and the latter specifies the field equation of
motion (e.g. Eq. (17)).

In this section we discussed a central boson model, for
which the mean-field approximation can be shown100 to
be exact as N → ∞. The same approach can be applied
in other situations where mean-field theory is known to
either be exact, or become a good approximation, in this
limit. This includes central spin models101 and mod-
els with all-to-all interactions102 that arise, for example,
in the context of waveguide and cavity-QED with cold
atoms103,104.

IV. OTHER RELATED METHODS

The methods and use cases presented in the previous
Section III, all start from a pre-computed PT-MPO and
are thus applicable to any type of environment for which
such an PT-MPO can be obtained, regardless of the na-
ture of the environment or the method with which the
PT-MPO has been computed. In this section we give
a brief introduction to further useful methods that are
available in OQuPy, but are more specific as they re-
quire that the environment is a linearly coupled Gaussian
bosonic bath.

A. Environment dynamics

A key step in PT construction, and many approaches
to simulating open quantum systems, is tracing over
the environment degrees of freedom. However, for non-
Markovian processes these degrees of freedom by defi-
nition play a non-trivial role. In tracing them out we
lose key insight into the interplay between system and
environment. This could involve, for example, any en-
gineered effect of the system on the environment such
as with quantum thermal machines17,18—where distinct
thermodynamic effects beyond weak coupling can be ob-
served105,106—or the formation of system-environment
bound states such as polarons107–110.

The loss of access to environment information has pre-
viously put process tensor approaches at a disadvantage
to methods such as the reaction coordinate or chain map-
pings111–113 which capture non-Markovian effects by aug-
menting the system with certain environmental degrees
of freedom; here direct insight into environment dynam-
ics can be gained. However, for the widely applicable case
of linearly coupled bosons in a Gaussian initial state the
bath correlations can be directly calculated from system
correlation functions via an integral transform24. This
relation is general and can be used with any technique
capable of generating system correlations. The PT-MPO
approach is naturally placed to efficiently compute the
many-system correlations necessary for the calculation,
as outlined in Section III B.

To demonstrate this approach we shall now compute
the change in energy of the environment resolved by
mode frequency for the biased spin-boson model with
an Ohmic environment. The total Hamiltonian is thus
again of the form of Eq (3), with the system Hamilto-
nian ĤS = ϵ

2 σ̂z + Ω
2 σ̂x. This could describe, for exam-

ple, a semiconductor quantum dot driven by a laser with
strength Ω = 1.0 ps−1 and bias ϵ = 2.0 ps−1 coupled to
the phonon modes in the medium. The phonons are de-
scribed by a bath at temperature T = 1.0 ps−1 (= 7.64K)
with a spectral density J(ω) given by Eq. (5), where
ζ = 1.0, α = 0.05, and ωc = 10.0 ps−1. The initial state
of the system is ρS0 = |↓⟩⟨↓|.

The environment is taken to be a continuum such that
the coupling between the system and any single mode is
infinitesimal. As such it makes no sense to investigate the
change in energy of single modes. Instead we compute the
change in energy over a range of modes with bandwidth
δ. This is given by

∆Q(ω, t) =
∑
k

∫ ω+δ/2

ω−δ/2

dν δ(ν − ωk)ωk∆nk(t), (18)

where ∆nk(t) = ⟨b̂†k(t)b̂k(t)⟩ − ⟨b̂†k(0)b̂k(0)⟩ is the change
in occupation of environment mode k from the initial
state to time t; for the results presented here we fix
δ = 0.1 ps−1. We plot this as a function of t and ω
in Fig. 15(b) and see that most bath modes show a mod-
est increase in energy, this is associated with the heating
that arises from the interaction being quenched at t = 0.
A notable departure from this trend occurs in the vicin-
ity of modes resonant to the laser bias frequency ϵ which
instead, after an initial heating, show a reduction in en-
ergy. This can be understood as the bath providing the
additional energy lacking in the laser drive for the tran-
sition to be driven resonantly. This is highlighted in the
upper panel where we focus on the change in energy in
the vicinity of modes resonant with ϵ. Also visible here
are long-lived oscillations in the heat exchanged, this fea-
ture is present in all frequency bands and is a result of the
relaxation time of these bands increasing as the width of
the band is reduced.

In OQuPy two-time bath correlation functions
can be calculated using the bath_dynamics mod-
ule. Currently this module consists of a single class,
TwoTimeBathCorrelations, which has the capability of
calculating any correlation function of the form

⟨b̂(†)k2
(t2)b̂

(†)
k1

(t1)⟩, (19)

where t2 ≥ t1. All that is required is a BaseSystem, a
Bath, and a BaseProcessTensor. The necessary system
correlations, if not provided, are determined and com-
puted automatically. A single set of these system corre-
lations can be used to calculate a variety of bath corre-
lation functions by simply adjusting the integral trans-
form applied. By defining the two-time bath correlations
as a class, any system correlations computed for a given
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FIG. 15. Change of energy in environment modes after the
quench (by coupling system and environment) at t = 0.
(a) The change of energy in the mode interval [ϵ−δ/2, ϵ+δ/2].
The dotted line shows the raw result, while the solid line shows
the period-averaged result. (b) The period-averaged change
of energy in modes, ∆Q(ω, t), as defined in Eq. (18). The
lack of data at early and late times is a result of the period-
averaging.

bath correlation can be stored within the class object and
re-used in subsequent bath correlation calculations for a
much faster computation.

Here we have highlighted how OQuPy can be used to
calculate two-time bath correlation functions. In contrast
to the other use cases, this relies a on derived relation as-
suming a specific form of interaction and bath; namely a
linear coupling to a Gaussian bath of bosons. Although
restrictive, this form of environment is ubiquitous in liter-
ature in the form of spin-boson models57,114. In future it
would be interesting to expand the bath_dynamics class
to handle more general bath correlations. For example,
computation of out-of-time-order correlators115, in par-
ticular one mixed between system and bath, could give
a deeper insight into how information on the system is
scrambled by a non-Markovian environment. In Ref. 24 a
recipe is provided that gives the transform of system cor-
relations necessary to compute this along with any other
bath correlations desired.

B. Time evolving matrix product operator method

In previous sections we have seen how process tensors
can be useful for studying many situations which com-
monly arise when simulating open quantum systems. An
alternative approach for the case of Gaussian bosonic en-
vironments is to contract the tensor network shown in
Fig. 3(a) in a different way to directly obtain the sys-
tem dynamics instead of creating a PT-MPO. This is the
original time evolving matrix product operator method
(TEMPO) algorithm23 as mentioned in Sec. IIA. This
loses the advantages of the process tensor approach for
being able to efficiently solve many problems which are

related by having the same bath Hamiltonian. It can,
however, be useful in cases where only a single simula-
tion is required.

The key difference between TEMPO and PT-TEMPO
is the order of contractions of the tensor network. In
TEMPO we contract the tensor network row by row,
giving an MPS after each contraction step. This MPS
then gives access to the state of the system which can be
recorded to calculate dynamics. As with PT-TEMPO,
a memory cut-off can be used to limit how many his-
tory points are tracked. This means the MPS will grow
in size until it reaches the cut-off where it will reach its
maximum size. After this growth phase, a propagator
can be defined as all subsequent layers are identical (for
time independent Hamiltonians). After application of the
propagator the MPS will grow one extra site to the right,
and we contract the leftmost tensor to maintain the size
of the MPS. This process can then be repeated until the
desired time step is reached.

The TEMPO method can be accessed in OQuPy
through the tempo_compute() function. This function
takes a Bath (with J(ω), T , and Ŝ) and System or
TimeDependentSystem object (with ĤS) and returns a
Dynamics object which encodes the evolution of the re-
duced system density matrix.

C. Gibbs TEMPO

Although the functionality of OQuPy is primarily con-
cerned with non-equilibrium systems, the tensor network
methods that have been introduced can also be used to
calculate equilibrium properties of open quantum sys-
tems. Specifically, if a system and Gaussian environment
are collectively in a Gibbs state, i.e in thermal equilib-
rium at some temperature T = 1/β, the TEMPO method
discussed in the previous section can be used, with minor
alterations, to calculate the reduced Gibbs state of the
system (without resorting to weak coupling, or separabil-
ity assumptions). The Gibbs TEMPO method25 achieves
this by performing an “evolution” along the imaginary
time axis from time t = 0 to time t = iβ.

The main difference between Gibbs TEMPO and stan-
dard TEMPO is that here the influence functional is
written in terms of operators rather than superoperators,
such that the legs of the influence tensors have dimension
d, equal to that of the dimension of the system Hilbert
space, rather than d2. If the goal is to simply calcu-
late a thermal steady state of an open quantum system,
this makes Gibbs TEMPO the more efficient option over
standard TEMPO. Another difference is that the envi-
ronment correlation functions do not decay on the imag-
inary time axis and hence no memory cutoff tcut can be
used. Also, there is no initial state required as an input
to Gibbs TEMPO.

In OQuPy Gibbs TEMPO is accessed through
the gibbs_tempo_compute() function, which takes a
System, a Bath, and a GibbsParameters object, and re-
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turns the reduced Gibbs state in the form of a d × d
array. The GibbsParameters class takes the number of
imaginary time steps num_steps and a relative singular
value cut-off threshold epsrel. The Bath object must
have been initialized using a spectral density (i.e. either
a CustomSD or PowerLawSD object).

V. FUTURE DIRECTIONS

The versatility of version 0.5 of OQuPy is the result of
continuous extension of its functionality in the past cou-
ple of years. We intend to continue active development
and maintenance of this open source project, and for this
also welcome contributions from outside the current col-
laborations. We hence close in this section with a brief
discussion of potential further extensions of OQuPy that
we believe could be useful for research in fields related to
non-Markovian open quantum systems.

As discussed above, the process tensor formalism is
not restricted to a particular form of the environment.
To fully leverage this fact in OQuPy, a useful exten-
sion would thus be to implement methods that yield
PT-MPOs for environments other than Gaussian bosonic
environments21,36,44–56. A particularly versatile method
would be the automated compression of environments
(ACE) method21, which allows an efficient computa-
tion of PT-MPOs for a range of different environments,
including anharmonic non-Gaussian bosonic, fermionic,
and spin environments.

Beside additional methods for the creation of PT-
MPOs, there are a series of methods for manipulating
existing PT-MPOs that would be of practical value to
develop, such as methods to combine, cut, and course
grain PT-MPOs. This would grant further flexibility to
the construction and integration of process tensors in
use cases such as above. Also, to facilitate the model-
ing of realistic environments, which may be highly struc-
tured, one can consider coarse-graining schemes116 for
spectral densities. In OQuPy these could be implemented
as an interface in which one inputs a complex spectral
density—derived from experimental data or otherwise—
and an effective, simplified spectral density is used to
construct a corresponding Correlations object that is
numerically tractable.

Another set of tools that would greatly enrich the func-
tionality of OQuPy are methods that create and employ
time translational invariant PT-MPOs, which encode an
PT-MPO of arbitrary length in a single time translational
unit cell53,54, in analogy to infinite MPS in space117.
Such time translational invariant process tensors could be
particularly useful for the direct study of non-equilibrium
steady states of non-Markovian open quantum systems,
with possibly interesting applications in the field of quan-
tum thermodynamics.

Finally, we emphasize that the methods implemented
in OQuPy and described in this article have been de-
veloped and employed in first studies only recently22–30,

with great scope for their application in many other prob-
lems that have previously been inaccessible. The primary
purpose of OQuPy thus is, and continues to be, the low-
barrier access to those numerical methods and to foster
research in fields such as quantum chemistry, quantum
technology, and quantum thermodynamics.
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