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ABSTRACT
Supercritical water has attractedmuch attention fromboth fundamental and technological perspec-
tives, based largely on its ability to solvate other molecules. Predicting and controlling this requires
a deeper understanding of water’s polarisation behaviour. Using the computationally efficient Self-
Consistent Electrostatic Embedding method, we were able to calculate the water dipole moment
over an unprecedented range of thermodynamic conditions, covering gas, liquid and supercritical
states, with large simulation systems and a high-level quantum mechanical method. We find a dis-
continuous change in the dipole moment along subcritical isotherms, corresponding to the sharp
transition between the vapour and liquid states, with the latter exhibiting induced dipole moments
between 0.5 and 0.9 D, depending on the temperature. In contrast, the dipolemoment changes con-
tinuously from gas-like to liquid-like behaviour in the supercritical regime, allowing the degree of
polarisation to be controlled through manipulating temperature and pressure. The dipole moment
was found to be linearly related to the average number of hydrogen-bonded neighbours of water,
emphasising the key role of local interactions to the polarisation process. Mean-field approaches
based on a dielectric continuum representation of the solvent are unable to predict this behaviour
due to the neglect of local interactions.
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1. Introduction

Water is one of the most studied substances, not only
because it is essential to life and biology but also because
of the vital role it plays inmany industrial processes [1,2].
In fact, liquid water exhibits an extensive range of
‘anomalous’ behaviour [3–6], with Pettersson et al. pro-
claiming it to be the most anomalous liquid [7]. Much
of the practical importance of water can be attributed
to the unique environment that liquid water provides
to preferentially solvate other molecules. This can be
used to facilitate the extraction of valuable compounds
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or to promote desired chemical reactions. The solva-
tion environment can be tuned by adjusting the ther-
modynamic conditions; for example, liquid water typi-
cally demixes from non-polar solutes, but is able to sol-
vate these same species when in the supercritical state
[8,9].

In fact, supercritical water has demonstrated potential
to act as a new green solvent to extract valuable prod-
ucts from biomass, break down unwanted compounds in
wastewater and facilitate the gasification of biomass to
generate hydrogen [10–17].
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Understanding the underlying reasons for this dra-
matic change in solvation behaviour has been the subject
of numerous scientific studies, yet many aspects, such
as the structure and nature of hydrogen bonds within
supercritical water, are still up for debate. At ambient
conditions, water tends to form a continuous network
of H-bonds, but the H-bond dynamics speeds up sig-
nificantly under supercritical conditions [18], with some
authors arguing that the molecular structure of water is
more likely to exist as a series of continuously formed and
destroyed clusters [19]. More recently, Schienbein and
Marx [20] went as far as to state that supercritical water is
not hydrogen-bonded at all. Specifically, they concluded
that the H-bond lifetime in supercritical water was too
short to explain the observed intermolecular vibrations,
which instead could be well described by isotropic van
der Waals interactions alone.

The molecular charge distribution, primarily char-
acterised by the dipole moment, plays a significant
role in the interaction of water molecules, which in
turn controls its thermophysical properties (e.g. enthalpy
of vaporisation, chemical potential, dielectric constant,
etc.) [21–24]. When water is isolated from other
molecules or in a dilute gas phase, its dipole moment
is 1.855D [25]. However, in the liquid phase, an elec-
tric field is generated by surroundingmolecules, resulting
in a distortion of the structure and electronic cloud of
the molecule [26]. While this distortion is energetically
unfavourable, the system receives a net decrease in the
free energy resulting from the strongly enhanced inter-
molecular interactions between the polarised molecules.
This process leads to a significant enhancement of the
molecular dipole moment in the liquid phase [8,27–29].
However, it is notoriously difficult to quantitatively esti-
mate the molecular dipole moment in condensed phases,
due to the challenge of decoupling individual molecules
and their electronic properties from the surrounding
molecules [30]. In fact, the first reported ‘experimen-
tal measurement’ of the dipole moment in liquid water
was actually determined through theoretical calculations
based on ice Ih rather than by direct measurement in the
liquid phase [31]. Later, Badyal et al. [32] estimated the
degree of interatomic charge transfer from data obtained
via neutron and X-ray diffraction techniques, and used
that to calculate the dipole moment of liquid water. They
reported a value of 2.9D, representing an enhancement
of ∼1D over the gas-phase value, but with a large uncer-
tainty of±0.6D. Interestingly, this value agrees quite well
with a subsequent estimate of 2.95D by Gubskaya and
Kusalik [33], which was obtained through a combina-
tion of experimental refractive index values, electronic
response properties from ab initio techniques, and local
fields and field gradients from classical simulation data.

Attempts to estimate the liquid water dipole moment
from computer simulations have been much more
frequent, although they are still fraught with chal-
lenges. Classical non-polarisable models based on fixed
charges/dipoles are unable to respond to the polarising
environment and are hence unsuitable for this purpose,
and even polarisable models generally tend to underes-
timate the degree of polarisation in the liquid [30]. As
such, previous efforts to calculate liquid phase dipole
moments were primarily based on ab initio molecu-
lar dynamics (AIMD) or quantum mechanics/molecular
mechanics (QM/MM)methods (see Ref. [30] for a review
of such studies for water at ambient conditions). AIMD
treat the entire system quantum mechanically and then
partition the electron density into individual molecular
contributions usingmethods such asmaximally localised
Wannier functions [34]. QM/MMmethods, on the other
hand, only treat the central molecule at the QM level,
so no partition of the electron density is necessary, but
approximate the remainder of the system at a less accu-
rate classical level [35]. We have recently shown that the
results of these two approaches can be reconciled, pro-
vided the effects of differentQM/MMapproximations are
properly taken into account [30].

There have been prior attempts to quantify the dipole
moment of water in the supercritical state, albeit much
fewer than for ambient water [18,19,36–39]. All of those
studies were carried out with AIMD and, due to the
inherent computational expense of that method, most
were limited to only a few state points using rather small
simulation boxes. A notable exception is the recent state-
of-the-art simulation study by Schienbein andMarx [39],
which considered 20 state points, multiple simulation
replicas per state point, and simulation boxes contain-
ing 128 water molecules each. While in the liquid or
dilute vapour phase, the correlations between molecules
are typically on the order of magnitude of their size,
but as a system approaches its critical point, the correla-
tion length will become larger and eventually diverge. In
order to properly capture the physics of near-critical and
supercritical systems, the size of the simulation must be
significantly larger than the correlation length. This lim-
its the systems that can be examined by computationally
demanding methods like AIMD.

Recently we introduced a new QM/MM approach,
termed Self-Consistent Electrostatic Embedding (SCEE),
that provides accurate estimates of the molecular dipole
moment in condensed phases with relatively low com-
putational expense [30,40]. The benefit of this approach
is that it allows phase space to be explored using highly
efficient classical MD simulations, while computing elec-
tronic properties at high QM levels of theory – in
fact, generally much higher than accessible to AIMD
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simulations. Previously, our group applied SCEE to deter-
mine the dipole moment of water under ambient con-
ditions, obtaining a value of ∼2.8D that corresponds to
an induced dipole of ∼0.95D with respect to the gas
phase [30], in excellent agreement with previous AIMD
calculations and experiment. SCEE has also proven to
be accurate for other compounds besides water [40,41];
however, previous work was limited to the liquid phase.

In this work, we utilise a combination of MD and
SCEE to examine the structure and polarisation of water
across a broad range of conditions, including the liquid,
vapour and supercritical regions. The paper is organ-
ised with the following structure. Section 2 describes
the calculations performed in this work, first detailing
the molecular dynamics simulations and then highlight-
ing the key concepts behind the SCEE method and its
application to the configurations captured by the MD
simulations. In Section 3, we report the results of these
calculations. In particular, we analyse the pair correlation
functions and hydrogen bonding. At each of the simu-
lated state points, we also examine the polarisation of
the water molecules using the SCEEmethod, relating the
statistics of the dipole moments to the fluid structure.
Finally, Section 4 summarises the main findings of this
work and directions for future investigations.

2. Methodology

2.1. Molecular dynamics simulations

To explore phase space and harvest molecular config-
urations for use in the SCEE method, we have carried
out molecular dynamics (MD) simulations using GRO-
MACS 2023 [42,43] on a periodic cubic box that con-
tained 900watermolecules, corresponding to about 3 nm
in length for the highest density systems. We used the
Verlet leap-frog algorithm [44] to integrate the equa-
tions of motion with a time step of 2 fs. The simula-
tions were performed within the NpT ensemble with the
temperature controlled by the V-rescale thermostat [45]
with a 0.1 ps time constant, and pressure controlled by
a Parrinello-Rahman barostat [46] with time constant of
2.0 ps and compressibility of 4.5 × 10−5 m3/bar.

We chose the TIP4P/2005 model [47] for the MD
simulations, as it is considered to be one of the best per-
forming non-polarisable water models available [48] and
is able to describe the phase diagram of water with a
good degree of accuracy over a wide range of condi-
tions [49]. It is important to note that we have previously
compared the results of SCEE calculations based on sev-
eral models, including a polarisable one, and found the
resulting dipole moment distributions to be independent
of this choice, provided themodel was able to realistically

Figure 1. Pressure-temperature diagram for water. The solid line
represents the experimental vapour pressure curve [52], and
the dashed line represents the vapour pressure curve for the
TIP4P/2005 model [49]. The symbols denote state points where
simulations were performed in this work. Circles represent liquid
states, triangles gas/vapour states, and stars supercritical states.

describe the structure of the liquid phase [30]; in partic-
ular, TIP3P was the only outlier in the above compari-
son, due to its well-known shortcomings in reproducing
structural and thermodynamic properties of water. The
water molecule was held rigid during the MD simula-
tions by applying the LINCS constraint algorithm [50].
The Lennard-Jones potential had a cut-off of 1.2 nm
applied, with long-ranged dispersion corrections added
to both energy and pressure, while the particle-mesh
Ewald method [51] was used to account for the long-
range electrostatic interactions with a real-space cut-off
of 1.2 nm.

MD simulations were run at state points spanning the
vapour, gas, liquid and supercritical regions of the phase
diagram, as depicted in Figure 1. Specifically, we consid-
ered the following temperatures (298, 400, 500, 600, 700,
800, 900 and 1000K) andpressures (1, 2, 5, 10, 20, 50, 100,
200, 500, 1000, 2000 and 5000 bar). Figure 1 also shows
the experimental vapour-liquid equilibrium line [52], as
well as the one predicted by TIP4P/2005 [49]. Each MD
simulation started from a pre-equilibrated water box at
298K and 1 bar and was run for 5 ns, with 200 configu-
rations being harvested from the last 4 ns of the run; suc-
cessive configurations were spaced 20 ps apart to ensure
they were sufficiently uncorrelated while maintaining
sampling efficiency [53].

For the systems with higher density (i.e. correspond-
ing to the lower temperatures; see below), we ran up
to 6 additional replicas to improve the precision of the
dipole moment estimates – see Table S1 for a full list
of all state points run. Because the simulations started
from the liquid state, we observed hysteresis at a tem-
perature of 500K when the pressure was lower than the
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model’s vapour pressure (i.e. at 1, 2 and 5 bar). In those
cases, we ran additional simulations starting from a pre-
equilibrated vapour box (specifically, the outcome of the
run at 600K and 1.0 bar) using the same set-up as above
except for the barostat settings; we controlled the pressure
with the Berendsen barostat to achieve faster conver-
gence and an isothermal compressibility of 0.1m3/bar,
more representative of the gas phase.

Besides extracting configurations for SCEE, we also
analysed the output of the MD simulations themselves.
This analysis was performed using a range of tools avail-
able within GROMACS 2023 [42,43], for the trajectories
obtained at each state point. Specifically, we computed
the average density using gmx energy and compared
it against the experimental density for each state point
extracted from the NIST database [52]. To investigate the
relationship between the dipole moment and the struc-
ture of water at different thermodynamic conditions,
radial distribution functions (RDFs) were calculated for
O-O, O-H, and H-H pairs using gmx rdf, making sure
to eliminate intramolecular peaks. We also carried out
an analysis of hydrogen bonds using gmx hbond. We
consider two molecules to be hydrogen bonded if their
hydrogen-acceptor distance was shorter than 0.35 nm
and the hydrogen-donor-acceptor angle was lower than
30◦. From the time-averaged total number of H-bonds
〈NHbonds〉 in the system, we calculate 〈Nneig〉, the aver-
age number of hydrogen bonded neighbours per water
molecule, as

〈
Nneig

〉 = 2
( 〈NHbonds〉

Nmols

)
(1)

where Nmols is the total number of molecules in the
system. The factor of 2 is applied to prevent double-
counting.

2.2. Self-consistent electrostatic embedding

SCEE approaches the prediction of the dipole moment
by ensuring a balance between computational efficiency
and accuracy, and has been previously applied to cal-
culate dipole moments for liquid water [30], aliphatic
alcohols [40] and ketones [41]. A detailed description
of the method has been presented in our previous pub-
lications [30,40], and here we limit ourselves to a brief
overview. From each molecular configuration extracted
from the MD runs described in Section 2.1, a spherical
cluster of radius 2.0 nm is created and then converted
to a format suitable for Gaussian 09 [54] using an in-
house code [40]. Only the central molecule is treated at
theQM level, while theMM level describes the surround-
ing cluster of molecules. This layering is achieved using
theONIOMformalism [55,56] onGaussian 09, where the

MM Lennard-Jones interaction parameters correspond
to those of TIP4P/2005. For each configuration, three
QM/MM calculations are carried out, each with a dif-
ferent value for the dipole moment (and hence point
charges) of the surroundingMMmolecules. TheQMcal-
culations made use of the B3LYP functional [57,58] and
the aug-cc-pVTZ basis set [59], which have been shown
to yield very accurate dipole moment values [30,60,61].
This level of theory was applied both in the geome-
try optimisation step with ONIOM and in the subse-
quent electrostatic embedding single-point calculation to
obtain theQMdipolemoment [40,41]. An analytical cor-
relation was then established between the resulting QM
dipole moment (µQM) and the pre-set dipole moment
of the surrounding MMmolecules (µMM), thus allowing
us to obtain the self-consistent dipole moment for that
configuration (i.e. where µQM = µMM). These dipole
moments were then averaged over all configurations for
each state point, yielding a full distribution of dipole
moments at a given set of conditions. A final note should
be made; in several gas-phase configurations there were
no neighbouring molecules within a radius of 2.0 nm
from the central molecule, in which case the QM/MM
calculation becomes identical to a single-molecule opti-
misation in vacuum. Rather than repeat a series of identi-
cal calculations, we simply assigned a value of 1.856D to
those particular configurations, since that was the previ-
ously determined dipole moment of an isolated molecule
at the B3LYP/aug-cc-pVTZ level of theory [30].

For comparison, we also calculated the water dipole
moment at different conditions using the IEFPCM
model [62] as implemented in Gaussian 09. These cal-
culations consider only a single water molecule at the
QM level, surrounded by a uniform dielectric contin-
uum. For all these calculations, we selected ‘water’ as the
solvent but changed the value of the dielectric constant to
describe the changes in solvent conditions with temper-
ature and pressure. We obtained values for the dielectric
constant at the different state points from the correlation
provided by Fernandez et al. [63].

3. Results and discussion

3.1. Density

Although not themain objective of this paper, comparing
the density obtained in MD simulations to experimen-
tal data allows us to (re)validate the performance of the
TIP4P/2005 model over a wide range of temperatures
and pressures. Such a comparison in shown in Figure 2,
where the experimental data were taken from the NIST
database [52]. There is excellent agreement between sim-
ulation and experiment across the whole phase diagram,
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Figure 2. Variation of the density of water with pressure along
different isotherms. The solid lines represent experimental data
taken from the NIST Chemistry WebBook [52]. The filled circles
are for the TIP4P/2005 model [49] from the MD simulations per-
formed in this work.

the only exception being a few points close to the vapour-
liquid coexistence pressures at 400, 500 and 600K. This
is due to the well known slight underestimation of the
experimental vapour pressure by TIP4P/2005 [49] (see
also Figure 1). For this reason, those points were not
considered in the subsequent analysis. The agreement
observed in Figure 2 gives us confidence that TIP4P/2005
does indeed provide an accurate description of water
at supercritical conditions, and hence the configurations
extracted from our MD simulations can be used to esti-
mate the corresponding dipole moments.

3.2. Dipolemoment

In Figure 3(a), we show the average dipole moments
calculated using SCEE as a function of pressure along
different isotherms; the error bars represent the uncer-
tainty of each calculation. Below the critical temperature
(i.e. isotherms for 298, 400, 500 and 600K), the dipole
moment shows a discontinuous change, going from val-
ues close to 1.856D below the vapour pressure, cor-
responding to the gas-phase dipole moment, to values
between 2.3 and 2.8D in the liquid state. In the liquid
regime, the mean dipole moment is mostly insensitive to
changes in pressure, being practically constant along each
isotherm, at least until very high pressures are reached.
Above∼1000 bar, however, there is a slight but noticeable
increasing trend in the dipole moment, which roughly
corresponds to the region where the density of the liquid
begins to show a significant increase (Figure 2). Temper-
ature seems to have a much more significant influence,
with the average dipole moment decreasing as the tem-
perature increases at constant pressure. We note also that
the average dipole moments at 298K and P<1000 bar
agree well with our previous estimate of 2.76 ± 0.03D

Figure 3. Thevariationof the (a)meanand (b) standarddeviation
of thedipolemomentwithpressure alongdifferent isotherms. The
points are colour-coded by temperature as in Figure 2. The error
bars represent the 95% confidence intervals, and the dashed lines
are to guide the eye. The dotted line in panel (a) shows the (fixed)
value of the TIP4P/2005 dipole moment.

for liquid water at room temperature [40]. In contrast,
in the supercritical regime, the dipole moment increases
continuously from values typical of the gas phase (i.e.
around 1.85 to 2.0D) to values characteristic of the liq-
uid state (i.e. close to 2.4D). Our SCEE results are in good
agreement with previous AIMD simulations of supercrit-
ical water, which also observed a general decrease of the
dipole moment with temperature and an increase with
pressure (or, equivalently, density) [18,19,36–39]. How-
ever, by considering many more state points and much
larger simulation boxes, we are able to follow the changes
in the degree of polarisation of water with temperature
and pressure in much greater detail.

In Figure 4, we show a selection of dipole moment
distributions obtained from the SCEE calculations to
demonstrate the different behaviour below and above the
critical temperature. Dipolemoment distributions for the
remaining state points are provided in Supporting Infor-
mation. At 298K (Figure 4(a)), all simulations for the
selected pressure range correspond to the liquid state,
so the dipole moment distributions practically overlap
with each other, indicating the near lack of influence of
the pressure in this regime, as discussed above. At 500K,
however, the system transitions from vapour to liquid,
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and the dipole distributions (Figure 4(b)) show an abrupt
change – in the vapour phase, they are characterised by a
very sharp peak around 1.856D, while in the liquid phase
they peak around 2.5D but are much more spread out,
ranging from just under 2.0D all the way up to 3.5D.
Interestingly, there is practically no overlap between the
vapour and liquid dipole distributions, with the latter
starting immediately after the tail end of the former. The
same trend is observed at 600K (see SI).

To obtain better statistics for the effect of temperature
on the dipole moment distributions in the liquid phase,
we take advantage of the negligible pressure dependence
of the dipole moment below 1000 bar (see Figure 3) and
average together all the data at each subcritical tempera-
ture for all pressures between the vapour-liquid transition
point and 1000 bar (e.g. for 500K, we averaged over 7
state points, from 10 to 1000 bar, inclusive). The result-
ing distributions are shown in Figure 5, where there is
a clear gradual shift in the distribution to lower values
as T increases, but the width of the distribution remains
practically unchanged.

The distributions at 700K (Figure 4(c)), represen-
tative of the approach to the supercritical state, show
a markedly different behaviour. At very low pressures,
where the system can be characterised as a gas, the distri-
butions are practically identical to those for the vapour
phase (i.e. a sharp peak around 1.856D). As the pres-
sure increases, however, the distributions start to develop
a tail at the high end (see the line for 50 bar), which
increases and eventually develops into a separate peak as
the critical pressure is reached (see the line for 200 bar).
Beyond this point, the peak continues to shift gradu-
ally to higher values and increases in width, becoming
more similar to liquid-like dipole moment distributions.
Notice, however, that even at the highest pressures along
this isotherm, the system still exhibits a small number of
gas-like configurations (i.e. the low-end tail of the distri-
bution extends to values around 1.856D). This behaviour
is in marked contrast to that observed below the critical
point, where there was a clear gap between vapour and
liquid distributions (cf. Figure 4(b)).

To depict the changes in dipole moment distributions
over temperature and pressure, we plot the standard devi-
ation of those distributions for all state points in Figure
3(b). Although the data are noisy, it is interesting that
the liquid phase dipole moment distributions all have
roughly the same width, even though the average dipole
moments decrease with temperature (cf. Figure 3(a)).
This suggests that increasing temperature causes a shift
in the entire dipole moment distribution to lower values,
but does not significantly affect the degree of fluctuations,
at least for the conditions examined here. The results
for the gas/vapour state points are trivial, with the very

Figure 4. Dipole moment distributions for water at varying pres-
sures and (a) 298 K. (b) 500 K and (c) 700 K.

low standard deviation reflecting the very sharp peaks
of those distributions. This indicates, as expected, that
dipole moment fluctuations are essentially absent, since
molecules are practically isolated from each other with
only occasional contacts. Finally, the supercritical regime
shows a gradual increase in the width of the distributions,
from gas-like to liquid-like behaviour, consistent with the
above discussion and the data in Figure 4(c). Here, both
temperature and pressure have a pronounced effect on
both the average dipolemoment and its fluctuations: both
increasing with P and decreasing with T.

Comparing Figures 2 and 3(a), there is a clear sim-
ilarity between the T and P dependence of the density
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Figure 5. Dipole moment distribution in the liquid phase at
different temperatures, averaged over pressures between the
vapour-liquid transition and 1000 bar.

Figure 6. Variation of the average dipole moment with system
density along different isotherms. The points are colour-coded by
temperature as in Figure 2.

and of the dipole moment of water. This relationship has
been previously investigated by Sakuma et al. [64] and
Kang et al. [38]. To quantify that more clearly, the dipole
moment is plotted against the density in Figure 6 for
all state points examined here. Although it is clear that
the dipole moment generally increases with density, the
correlation is far from perfect, particularly for the more
dense states. In fact, at those conditions, the pressure
seems to have a much stronger effect on the density than
on the dipole moment, which leads to points with the
same colour (i.e. along a given isotherm) to align as nearly
horizontal ‘bands’ in the figure. The key message from
this plot is that the changes in dipole moment of water
are not simply caused by changes in density. To explain
the dipole variations, we need to further investigate the
detailed structure of water.

3.3. Water structure and hydrogen bonding

Webegin by analysing radial distribution function (RDF)
data for OO, OH andHH interactions at each state point.
As in Figure 4, we focus on the data for 298K, 500K and
700K and varying pressure as representative examples of
the different regimes – see Figures 7, 8 and 9. RDFs for
the remaining state points are provided in SI.

At 298K, the system is in the liquid state at all
of the pressure points studied, and the RDFs (Figure
7) exhibit the familiar signatures of the tetrahedral hydro-
gen bonded network of water [65]. As observed for the
density, increasing pressure has a minor effect on the
water structure until about 1000 bar. Above this pres-
sure, the structure of the second solvation shell begins to
change, essentially being pulled inwards, which results in
a clear flattening of the second and third peaks of the OO
RDF (Figure 7(a)) and a shift in the oscillations of theOH
RDF (Figure 7(b)) [66].

Following the isotherm at 500K (Figure 8), we can
now see the abrupt transition from vapour to liquid as
pressure increases. The liquid RDFs are qualitatively sim-
ilar to those at 298K, but the vapour-phase RDFs show
only the signatures of first-neighbour interactions, with
no structure beyond distances of about 0.5 nm. Notice
that the peaks in the vapour phase appear much larger
because the RDFs are normalised by the average bulk
density, which is orders of magnitude lower in the vapour
than in the liquid.

Finally, the RDFs at 700K (Figure 9), corresponding to
the transition from the gas to supercritical regimes, show
much more gradual changes. At very low pressures, the
structure is clearly gas-like, and the RDFs show a mono-
tonic decay to 1 after the first neighbour peak(s). How-
ever, as the pressure increases, the RDFs develop oscil-
lations at larger distances, eventually tending towards
structures that are liquid-like at the highest pressures.
The transition between a monotonic and an oscillatory
decay of the OO RDFs determines the Fisher-Widom
line, which marks the separation between gas-like and
liquid-like states in the supercritical regime [39,67].

The variation in the water RDFs described above
suggests that the degree of hydrogen bonding will also
changewith temperature and pressure in the supercritical
regime. The change in the average number of hydro-
gen bonded neighbours per water molecule is shown
in Figure 10 for all state points considered here, over-
laid with the phase diagram. In general, as temperature
increases and entropy plays amore significant role in dic-
tating the structure of the system, the average number
of hydrogen bonds decreases. This occurs gradually for
pressures above the critical pressure; however, below the
critical pressure, the number of hydrogen bonds reduces
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Figure 7. RDFs obtained at 298 K with varying pressures for (a)
OO. (b) OH and (c) HH.

dramatically as water transitions from liquid to gas.
At supercritical conditions, our simulations indicate the
presence of hydrogen bonding between water molecules,

Figure 8. RDFs obtained at 500 K with varying pressures for (a)
OO. (b) OH and (c) HH.

but at significantly lower degree than in the liquid phase.
Ai et al. also demonstrated this through classical molec-
ular dynamics in the development of a reactive force field
method [68]. We do note that our analysis is purely static
in nature (i.e. based on analysing snapshots of the MD
trajectory) and does not take into account the hydrogen
bond dynamics, as done elsewhere [18,20].

In Figure 11, we plot the SCEE dipole moment as
a function of the average number of H-bonded neigh-
bours for each state point. When plotted this way, all
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Figure 9. RDFs obtained at 700 K with varying pressures for (a)
OO. (b) OH and (c) HH.

points closely collapse into a single line, demonstrat-
ing a near linear relationship between the two proper-
ties. Schienbein and Marx [39] presented a similar linear
relationship along the supercritical isotherm at 750K,
but our results indicate that this feature applies across a
wide range of temperatures and pressures that span the
vapour, liquid and supercritical phases. In other words,
the dipole moment of water is almost entirely deter-
mined by the number of hydrogen bonds formed, and

Figure 10. Average number of hydrogen bonded neighbours
〈Nneig〉 per water molecule. The shaded region denotes condi-
tions where the 〈Nneig〉 ≤ 1.

this phenomenon is the same in all phases and is largely
independent of pressure and temperature (at least within
the range considered here). The line of best fit in Figure
11 is µ ≈ µ0 + 0.256〈Nneig〉, where µ0 = 1.856D is the
gas phase dipole moment. The slope of the line suggests
that each additional hydrogen bond contributes about
0.25D to the induced dipole moment, such that for the
room temperature liquid (which has about 3.75 hydro-
gen bonds per molecule), the induced dipole moment is
close to 2.8D. In Figure 12, we compare the SCEE dipole
momentswith those calculated using the IEFPCMdielec-
tric continuum model, where the dielectric constant of
the surrounding medium was taken as the experimental
value at each temperature and pressure of interest [63,69].
At low values of the dipole moment, corresponding to
gas-like configurations, the predictions of both methods
are in good agreement. However, as the dipole moment
exceeds ∼2.1D, the two methods diverge, with SCEE
predicting a much higher value of the dipole moment
than the mean-field IEFPCM approach. Interestingly, it
has previously been argued that a dipole moment of
∼2D marks the transition between H-bonded and non-
H-bonded molecules [19,37]. To analyse this in more
detail, the IEFPCM dipole moments were also plotted
as a function of the number of hydrogen bonded neigh-
bours in Figure 11. At very low number of H-bonds
per molecule, the IEFPCM dipole moments are aligned
with the SCEE predictions and increase nearly linearly.
However, beyond a threshold of about 1 H-bond per
molecule, the continuum predictions level off and appear
to reach saturation, such that the dipole moment never
exceeds 2.2D. This can be explained if we consider that
dielectric continuum models describe solvation effects
in a mean-field manner and do not account for any
local contributions to polarisation. In contrast, SCEE is
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Figure 11. Variation of the average dipole moment with the
number of nearest hydrogen bonded neighbours per water
molecule, as computed by the SCEE method (full circles) and the
IEFPCM method (open circles). The points are colour-coded by
temperature as in Figure 2. The black line is a linear fit to the SCEE
data.

designed to account for both local and mean field con-
tributions, since it describes the solvent as being com-
posed of discrete molecules that can interact with the
central molecule and extends to large enough distances
to recover bulk behaviour. As we have shown previously
forwater and alcohols [30,40],mean field and local effects
contribute almost equally to molecular polarisation in
hydrogen-bonding liquids at ambient conditions, with a
slight dominance of the latter. However, for liquids that
do not form hydrogen bonds, like ketones, the extent
of polarisation can be reasonably predicted by consid-
ering mean field effects alone [41]. The present results
show that these considerations can be generalised to a
wide range of conditions, and that there is a clear thresh-
old beyond which mean field effects are not sufficient to
describe polarisation. For water, this threshold seems to
occur at around 1 H-bond per molecule. Based on the
data fromour hydrogen bond analysis, we have found this
threshold for each isotherm and marked it as a shaded
area in the phase diagram of Figure 10. Interestingly,
it follows on smoothly from the critical point, which
suggests this might be another useful criterion for dis-
tinguishing between gas-like and liquid-like behaviour
in the supercritical regime – akin to other widely dis-
cussed criteria such as the Fischer-Widom line [67], the
Frenkel line [70], the Widom line [71], and the percola-
tion line [72].

4. Conclusions

In this work, we have calculated the molecular dipole
moment of water over a wide range of thermodynamic
conditions, including the vapour, liquid, and supercritical
regimes. This was only possible through the application

Figure 12. Comparison between the dipole moments calculated
with SCEE and those obtained with the IEFPCM dielectric contin-
uum model. The black line shows the diagonal corresponding to
equality between both calculations. The points are colour-coded
by temperature as in Figure 2.

of our recently developed SCEEmethod, which allows for
accurate dipole moment values to be obtained withmod-
est computational expense [30,40]. Our results confirm
that the dipole moment of liquid water is significantly
enhanced relative to the gas phase value. The induced
dipole is ∼0.9D at ambient conditions, but decreases
gradually with temperature, such that it is only ∼0.5D
close to the critical temperature. Interestingly, the width
of the dipole moment distributions is practically inde-
pendent of temperature, at least in the range considered
here. Pressure has a comparatively smaller effect on the
dipole moment; in fact, the liquid dipole seems to be
nearly independent of pressure until about 1000 bar,
beyond which a gradual increase is observed.

As the liquid state is approached from the vapour,
there is a discontinuous change in the dipole moment,
reflecting the underlying first-order phase transition. In
marked contrast, the dipole moment distribution evolves
continuously along supercritical isotherms – starting
from a sharp gas-like peak at low T, the distributions
develop a tail as the temperature increases, which then
transforms into a separate peak as liquid-like densities
are approached. Interestingly, there is still some overlap
between dipole moment distributions for high-density
and low-density supercritical states. In other words,
dense supercritical states exhibit some molecular config-
urations that, at least from the perspective of polarisation,
can still be considered gas-like.

Our analysis shows that the average water dipole
moment calculated from SCEE depends linearly on the
average number of hydrogen-bonded neighbours at each
thermodynamic state point. At least for the range ofT and
P considered here, this relationship appears to be gen-
eral, covering the vapour, liquid and supercritical regions.
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In contrast, dipole moments calculated from a dielectric
continuum model do not show the same dependence.
When, on average, a water molecule has more than ∼1
hydrogen-bonded neighbour, the dielectric continuum
model significantly underestimates the extent of polar-
isation, leading to dipole moments that are up to 50%
lower than the SCEE estimates. This is because contin-
uum models can only describe mean-field contributions
to polarisation, whereas SCEE accounts for both mean-
field and local contributions. In condensed phases of
water, including both liquid and supercritical states, the
latter play a very important role in the overall polarisa-
tion, hence cannot be neglected.We suggest that the point
at which local (i.e. H-bond) contributions to polarisation
start to become important can be used as a proxy to sep-
arate gas-like from liquid-like states in the supercritical
regime.

We believe our work sheds new light on the proper-
ties of supercritical water, particularly on how the degree
of polarisation, and hence the solvation properties, can
be controlled by changing the temperature and pres-
sure. Information on the molecular dipole moment in
condensed phases is also extremely valuable to inter-
pret and predict dielectric properties. For instance, we
have shown previously that knowledge of the liquid-
phase dipolemoment can be used to eliminate systematic
deviations in dielectric constant predictions from clas-
sical non-polarisable models through a post facto cor-
rection [24,73]. We are currently working on extending
that approach to supercritical states, and plan to report
on our findings in due course. Our results also have
implications on how classical force fields are parame-
terised. For example, the dipole moment distributions
we calculated can be used as targets for the develop-
ment of polarisable water models, or to determine the
optimal point charges for non-polarisable models [74].
Finally, it would be interesting to extend the present study
to other molecules of different degrees of polarity (e.g.
polar molecules without hydrogen-bonding capabilities)
to determine to which extent the conclusions presented
herein are generalisable.
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