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Abstract. This paper presents an innovative approach to knowledge 

management in the energy sector through the development of the Advanced 

Agent Architecture (AAA). AAA integrates Retrieval-Augmented 

Generation (RAG) techniques with a tailored local knowledge base (LKM) 

and web search functionalities, aiming to enhance the accuracy, robustness, 

and flexibility of information retrieval. We conducted a detailed case study 

involving a solar power system to evaluate the effectiveness of AAA 

compared to traditional Large Language Models (LLMs) such as Llama 3. 

Our results demonstrate that AAA significantly outperforms conventional 

methods in delivering accurate and relevant answers to complex domain-

specific queries. However, the system also shows higher energy 

consumption and slower response times, identifying critical areas for future 

research. This study sets the stage for further exploration into optimizing 

AAA’s energy efficiency and processing speed, expanding the range of 

queries, and providing a more comprehensive benchmarking against 

traditional systems. Our findings indicate that AAA has the potential to 

substantially improve knowledge management practices, facilitating more 

informed decision-making and operational efficiencies in the energy sector. 

1 Introduction 

This paper investigates the potential of advanced AI techniques to revolutionize knowledge 

access in the energy sector. Traditional information retrieval methods often struggle with the 

intricate needs of this field, hindering efficient knowledge access for O&M tasks. Generative 

AI, particularly Large Language Models (LLMs) integrated with Local Knowledge Bases 

(LKBs), presents a promising solution. However, challenges remain concerning accuracy and 

LKB limitations. To address these challenges, we introduce the Advanced Agent 

Architecture (AAA), which merges cutting-edge Retrieval-Augmented Generation (RAG) 

techniques with LKBs and internet access. This novel approach aims to enhance the accuracy, 

robustness, and flexibility of Knowledge Management Systems (KMS) in the energy sector. 

The following sections explore existing KMS limitations, propose a new agent architecture, 

and demonstrate its effectiveness through a case study. 
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2 KMS in energy sectors 

The energy sector relies heavily on efficient access to accurate and up-to-date information. 

To address this need, various KMS have been developed [1]. These systems can take different 

forms, such as document repositories that store technical specifications, regulations, and best 

practices. Additionally, expert systems capture and codify the knowledge of human experts, 

while industry-specific platforms facilitate knowledge sharing among professionals [2]. 

These KMS offer significant benefits by improving information accessibility and retrieval 

for energy professionals, enabling faster problem-solving and informed decision-making in 

areas like renewable energy integration, grid modernization, and energy efficiency [3]. While 

existing KMS play a valuable role, they often face limitations that hinder their 

effectiveness[4]. One key limitation is the restricted scope of information. KMS may focus 

on specific areas within the energy sector, neglecting broader knowledge that could be crucial 

for understanding complex challenges, such as the integration of renewable energy sources 

and grid modernization [5]. Furthermore, many KMS operate in isolation, lacking integration 

with external knowledge sources. This can prevent users from accessing relevant information 

that resides outside the system's boundaries, hindering knowledge discovery and informed 

decision-making [6]. Finally, maintaining the accuracy of information within KMS can be 

challenging, especially as regulations and technologies evolve rapidly in the dynamic energy 

sector. Generative AI is a subfield of artificial intelligence concerned with creating new data, 

such as text, code, or images [7]. LLMs are a type of generative AI model trained on massive 

amounts of text data. These models have shown remarkable capabilities in tasks like text 

generation, translation, and information summarization [8]. Recent advancements in LLM 

development, such as GPT-4, Gemini and Llama 3 [9], have yielded models with superior 

abilities to process information, understand context, and generate human-quality text. Despite 

their impressive capabilities, LLMs deployed in isolation may not be sufficient for 

knowledge management in the energy sector [10]. A critical limitation lies in the lack of 

access to domain-specific knowledge bases. LLMs trained on general text data often struggle 

with tasks requiring a deep understanding of energy-related concepts, regulations, and 

technical specifications[11]. This knowledge gap can manifest as inaccurate or misleading 

responses when confronted with specialised energy sector queries [2]. The overwhelming 

volume and complexity of information within the energy domain can further exacerbate this 

challenge, potentially hindering the LLM's ability to discern the most relevant and reliable 

sources [12]. Furthermore, LLMs are susceptible to a phenomenon known as hallucination, 

where their outputs contain factual errors not grounded in reality [13]. These errors can stem 

from patterns or biases within their training data that deviate from factual accuracy [13]. In 

the context of the energy sector, hallucinations could lead to misguided recommendations or 

even safety hazards, such as providing incorrect wiring instructions for solar panel 

installation. However, existing KMS often exhibit limitations like restricted scope and 

isolation from external knowledge sources, while LLMs, despite their advancements, can be 

susceptible to factual errors and lack deep understanding of domain-specific knowledge. This 

necessitates a more robust solution that leverages both domain-specific knowledge and 

external information access to overcome these challenges. 

3 Advanced agent architecture (AAA)  

The core of AAA leverages RAG techniques integrated with a local knowledge base (LKM) 

specifically tailored for the energy sector. Furthermore, AAA has access to external 

knowledge sources through a web search API. This combined approach aims to enhance the 

accuracy, robustness, and flexibility of KMS within this domain. Figure 1 illustrates the 

overall system architecture. The process begins with indexing, where AAA constructs the 
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LKM using various resources within the energy sector. This LKM serves as a foundation for 

information retrieval during user interactions. Upon receiving a user query, the LangGraph 

framework [14] orchestrates a sequence of RAG techniques, including Routing [15], Fallback 

[16] and Self-correction [17]. Routing directs the query to either the LKM or an external web 

search depending on the perceived likelihood of finding the answer internally. Fallback 

refines searches or retrieves additional documents, while Self-correction analyses the 

generated response to ensure accuracy and eliminate factual errors. 

 
Fig.  1. Proposed Advanced Agent Architecture (AAA)                        

      To establish a robust LKM, AAA utilizes a comprehensive indexing approach with 

several key components. These include a document loader to access and process information 

from diverse sources, a chunking mechanism to segment large documents into manageable 

units, a text embedding model to convert textual content into vector representations, and a 

vector store for efficient retrieval of relevant information based on user queries. AAA 

leverages Meta Llama 3 [9](released on 18 April 2024), a state-of-the-art LLM with a 

Mixture of Experts (MoE) architecture. This architecture utilizes multiple specialised sub-

models for efficient and accurate language processing. To balance performance and resource 

efficiency, AAA employs the 8-billion parameter version with 4-bit quantization, enabling 

faster inference and deployment. Additionally, meticulous prompt engineering ensures 

effective utilisation of Meta Llama 3 by providing clear and informative prompts within its 

pre-defined template structure. This maximizes the accuracy, efficiency, and overall 

effectiveness of AAA's responses. Furthermore, to enhance information access capabilities, 

AAA integrates the Tavily Search API. This API facilitates web search functionalities by 

retrieving relevant results from the web. This allows AAA to focus on processing and 

analysing retrieved information, while Tavily handles web search complexities. Finally, 

AAA utilizes the LangGraph framework [14] due to its structured approach and predefined 

control flow. This predefined control flow specifies the tasks the LLM needs to perform at 

each stage of the interaction, enhancing reliability compared to frameworks placing decision-

making burden on the LLM. This structured approach is particularly advantageous for our 

research considering the utilisation of a smaller, quantized LLM model. LangGraph's well-

defined tasks are better suited to smaller LLMs, reducing their overall processing burden, 

and aligning more effectively with the objectives of our project. 

4 Case study  

The performance of our AAA was validated through an example case study of a solar power 

system in a specific energy sector field. A small-scale knowledge base related to solar power 

systems was created to address this. This knowledge base primarily consisted of Industry-

specific knowledge resources such as "Solar Panel Troubleshooting Guide," "Solar Inverter 

Fault Code Reference Manual," and "Solar Power System Operation and Maintenance 

Manual". These assets covered the maintenance, operation, and troubleshooting of solar 

power systems. As this content delves into highly specialised topics, most large language 

models currently lack the necessary knowledge to handle it effectively. Three representative 
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technical questions related to solar power systems were used to demonstrate the effectiveness 

of AAA. In addition to evaluating the accuracy and comprehensiveness of the answers 

provided by AAA compared to a baseline LLM system utilising Llama 3, the study also 

measured and compared the energy consumption and response time of both systems. This 

comparison provides valuable insights into the performance characteristics of each approach. 

Furthermore, the AAA's ability to leverage its web search functionality to address questions 

beyond the knowledge base was evaluated. 

5 Results and discussion  

This case study compared the performance of the AAA a baseline LLM system utilising 

Llama 3 in addressing three representative knowledge-related queries within the domain of 

solar power systems. These queries covered technical specifications, error code interpretation, 

and operational decision support. Notably, the operational decision support query required 

information not readily available in the local knowledge base, necessitating the utilisation  of 

web search capabilities to retrieve the latest weather data. Additionally, the study measured 

and compared the energy consumption and response time of both systems, providing insights 

into their relative efficiency. 

Table 1. AAA and Llama 3 Q&A on solar power systems related questions with real-time weather 

data for specific query as of April 28, 2024. 

  

Question 1 
What is the maximum AC module ambient temperature for SunPower solar 

panels? 

AAA The maximum ambient temperature for SunPower solar panels is 50°C. 

Llama 3 
The maximum ambient temperature (AC) module operating temperature for 

SunPower solar panels is 85°C (185°F). 

Expected 

answer 
Max. AC Module Ambient Temp. +50°C 

Question 2 What is error code 053? 

AAA 
The error code 053 indicates that the slave DSP within the inverter system has 

detected a grid voltage exceeding the inverter allowable upper limit 

Llama 3 

Error code 053 typically indicates a file system error or a problem accessing 

resources on a system.  

 

Expected 

answer 

The slave DSP detects that the grid voltage exceeds inverter allowable upper 

limit 

Question 3 

I'm planning to do some maintenance work on some solar panels today at the 

shotwick solar park, uk. Based on the current weather forecast for the area, will 

there be any rain or strong winds that could impact the cleaning process ? 

AAA 

Based on the current weather forecast, there is a slight chance of rain with 

0.13mm of precipitation expected, but no strong winds are predicted. This should 

not significantly impact your cleaning process at the Shotwick Solar Park in the 

UK. 

Llama 3 

According to the current weather forecast, Shotwick Solar Park in Northern 

Ireland is expected to have overcast conditions with a slight chance of light 

showers and moderate winds (15-20 mph). 

Expected 

answer 

no wind, slight chance of minimal rain, cleaning should proceed without 

significant impact. 
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Fig.  2. Energy Consumption, Cost, and Response Time by Scenario for Two Systems 

      The case study findings demonstrate that the AAA system, while exhibiting higher energy 

consumption and slower response times as shown in the Figure 2, consistently delivered 

accurate and relevant answers to all three solar power-related questions as demonstrated in 

Table 1, whereas the LLM system (Llama 3) provided inaccurate or incomplete information 

in all three cases. This stark contrast highlights the AAA system's ability to effectively 

leverage web search functionalities, when necessary, a capability that proved particularly 

advantageous in the third question where the required information was not readily available 

within its local knowledge base. By seamlessly integrating web search, the AAA system 

accessed real-time weather data, enabling it to provide a comprehensive and accurate 

response. However, the increased operational costs and energy usage associated with the 

AAA system, compared to the LLM system's lower consumption and faster responses, 

highlight areas for improvement. Given the AAA's unique strength in effectively integrating 

external data sources through web search and leveraging its specialised LKB, future research 

should prioritize optimizing its energy efficiency and processing speed to enhance its real-

world applicability within the energy sector. Expanding the research scope to encompass a 

broader range of solar power-related queries and incorporating more comprehensive 

benchmarking of both systems' performance will provide deeper insights into their relative 

efficiencies and guide further refinement of the AAA system for practical use. 

6 Conclusion 

This study presents a comprehensive evaluation of the AAA and its potential to revolutionize 

knowledge management within the energy sector. The AAA leverages RAG techniques, 

combining a specialized LKB tailored to the domain with the dynamic integration of web 

search capabilities. Notably, this paper marks the first documented use of Meta Llama 3 as a 

RAG agent, signifying a significant advancement in applying cutting-edge AI within this 

field. While the case study using a solar power system demonstrates the AAA's enhanced 

accuracy and robustness in handling domain-specific queries, it also reveals higher energy 

consumption and slower response times compared to traditional systems. These findings 

highlight crucial areas for further research, particularly focusing on optimizing the system's 

energy efficiency and processing speed to enhance its real-world feasibility. Future studies 

should expand the range of tested queries and incorporate detailed comparative analysis with 
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traditional systems. This comprehensive approach will thoroughly assess and refine the 

AAA's performance, ensuring its seamless integration into existing knowledge management 

frameworks and its potential to significantly boost decision-making and operational 

efficiency in the energy sector. 
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