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A B S T R A C T

Hypothesis: Experimental information on the molecular scale structure of ionic liquid interfaces is controversial,
giving rise to two competing scenarios, namely the double layer-like and “chessboard”-like structures. This issue
can be resolved by computer simulation methods, at least for the underlying molecular model. Systematically
changing the anion type can elucidate the relative roles of electrostatic interactions, hydrophobic (or, strictly
speaking, apolar) effects and steric restrictions on the interfacial properties.
Simulations: Molecular dynamics simulation is combined with intrinsic analysis methods both at the molecular
and atomic levels, supplemented by Voronoi analysis of self-association.
Findings: We see no evidence for the existence of a double-layer-type arrangement of the ions, or for their self-
association at the surface of the liquid. Instead, our results show that cation chains associate into apolar do-
mains that protrude into the vapour phase, while charged groups form domains that are embedded in this apolar
environment at the surface. However, the apolar chains largely obscure the cation groups, to which they are
bound, while the smaller and more mobile anions can more easily access the free surface, leading to a somewhat
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counterintuitive net excess of negative charge at the interface. Importantly, this excess charge could only be
identified by applying intrinsic analysis.

1. Introduction

Room temperature ionic liquids (RTILs), i.e., molten salts under
ambient conditions, represent a relatively new class of materials. The
unusually low melting point of RTILs is a consequence of the chemical
structure of the ions constituting them, characterized by low charge
density and low symmetry. A large number of RTILs have many
attractive properties, such as large thermal stability, broad range of the
thermodynamically stable liquid phase, good solvation and miscibility
properties, electroconductivity, wide electrochemical window, and
tunable physico-chemical properties through the systematic variation of
the two ions [1]. These properties enable the use of RTILs in a variety of
fields in chemistry and chemical technology [2], such as in separation
technology [3], as lubricants [4], or in solar cells [5] and electro-
chemical devices [6]. RTILs can have co-catalytic effect in homogeneous
catalysis, leading to considerable changes in product distribution and
stereoselectivity [7]. Certain RTILs can even act as corrosion inhibitors
on metallic surfaces [8,9]. Moreover, the extremely low volatility of
many RTILs helps to considerably reduce waste and pollution, as
compared to the use of conventional volatile organic solvents, making
them environmentally friendly, “green” alternatives [10] for chemical
synthesis [1], gas capture [11–13], electrochemical reactions [14], heat
transfer [15] as well as energy storage and conversion [15]. Further, the
inclusion of a paramagnetic species into either of the ions makes the
RTIL also being magnetic field responsive, allowing these liquids to be
easily separable and recoverable by magnetic separation, and endowing
them with additional attractive features, such as luminescence or ther-
mochromic behaviour [16].

This broad range of possible applications generated a great scientific
interest in understanding the molecular level properties of RTILs, lead-
ing to an explosion of both experimental [17–20] and computational
studies [20–30] of such systems in the past decades. These studies led to
the general conclusion that the molecular level properties of bulk RTILs
and their mixtures with other components are determined by the deli-
cate balance of electrostatic, H-bonding, and hydrophobic interactions
acting between various groups of the ions. However, a number of ap-
plications of RTILs (e.g., separation, gas capture, electrochemical ap-
plications) involve the interface of the ionic liquid with other phases.
Although considerably less scientific effort has been devoted to the
investigation of the interfacial properties of RTILs than those of their
bulk, the interface of RTILs formed with vapour [31] and solid phases
[32–36] have also been studied in detail by various experimental means.
These studies have been complemented by computer simulation in-
vestigations of solid [36–42] and fluid interfaces [43–55] involving
various RTILs.

At the molecular scale, fluid interfaces are corrugated by thermal
capillary waves, giving rise to a molecular-scale roughness of such sur-
faces [56]. Therefore, any meaningful analysis of the molecular scale
properties of fluid interfaces requires the removal of the smearing effect
caused by the neglect of the capillary waves, revealing thus the molec-
ular scale details of the interfacial structure. In other words, it requires
the determination of the true, corrugated, so-called “intrinsic” covering
surface of the condensed fluid phase(s) in question, formed by the full set
of particles that directly contact the opposite phase. The first intrinsic
analysis method for liquid surfaces in computer simulations was pro-
posed two decades ago by Chacón and Tarazona in their pioneering
work [57], and was rapidly followed by several other, computationally
more efficient [58] ones [59–63], some of which are even applicable to
surfaces that are not macroscopically flat [62,63]. Intrinsic analysis has
since shed new light on various interface-related phenomena, e.g.,
explanation of the surface tension anomalies of water [64–66],

properties of Newton black films [67], immersion depth of various
surfactants [68], kinetic contribution to the surface tension [69], size
and charge sign dependence of the surface properties of various ions
[70,71], etc. Furthermore, it has been demonstrated that neglecting the
effect of capillary wave corrugations causes a large number of particles
to be incorrectly classified as both interfacial and non-interfacial
[61,72–74]. This misidentification results in a significant systematic
error on both structural and dynamical properties of the interface itself
[61,70,73,75–77], as well as on the calculated thermodynamic proper-
ties of the interfacial system [78].

Unfortunately, the intrinsic surface of RTILs has only scarcely been
analyzed in computer simulations [79]; we are certainly aware of only a
handful of such studies. In a series of earlier studies, some of us analyzed
the intrinsic surface of imidazolium-based RTILs, varying the anions as
well as the alkyl chain length of the cations at the RTIL-vapour [47,49],
RTIL-liquid [54], and RTIL-gas (i.e., a mixture of CO2 and N2) [55] in-
terfaces. Lísal et al. studied the surface of imidazolium-based RTILs
containing the bis(trifluoromethylsulfonyl) imide (NTf2- ) anion both in
the absence [48] and presence [51] of n-hexane molecules adsorbing at
this surface. These studies revealed unprecedented details of the mo-
lecular level properties of the RTIL surface, and led to the general
conclusion that, at least for imidazolium-based ionic liquids, the alkyl
chains of the cations protrude to the vapour phase, while the imidazo-
lium ring preferentially lies parallel with the interface. Nevertheless, a
number of important issues, such as the spatial arrangement of the
oppositely charged ions, are still far from being settled [80]. One pos-
sibility is that the density decay of the anions upon going away from the
liquid surface follows the Goüy-Chapman theory [81] (electric double
layer structure). Such arrangement was observed at the surface of
muscovite mica [82], and the use of intrinsic surface analysis in com-
puter simulations revealed that the liquid structure at the vicinity of the
interface with the vapour phase is often similar to that at solid–liquid
interfaces [72]. Electric double layer-like structures at the liquid–vapour
interface were indeed observed in simulations of aqueous salt solutions
in which the surface affinity of one ion (being a surfactant [83] or just a
large and polarizable simple ion, such as I- [84]) is clearly larger than
that of the other one [83,84]. Another possibility is that the like ions
form separate domains within the surface layer (“chessboard-like”
structure) [85]. In addition, the presence of long-range surface forces at
interfaces was interpreted in terms of the joint existence of the above-
mentioned models [80]. All of these scenarios have been supported by
certain experimental findings [86–90], while the importance of the
interfacial assembly of ILs in various applications was highlighted
[91,92]. Despite these efforts, no consensus view exists yet, and the topic
attracts widespread contemporary interest in both fundamental research
and more applied disciplines.

In this work, we attempt to answer these questions by carrying out
molecular dynamics (MD) simulations of the liquid–vapour interface of
four RTILs, consisting of the 1-butyl-3-methylimidazolium (bmim+)
cation combined with different perfluorinated anions that vary in size,
shape, symmetry, and electronic structure: BF4

- , PF6
- , NTf2- , and tri-

fluoromethanesulfonate (TfO-). To identify the molecularly rugged
intrinsic liquid surface as well as the list of particles pertaining both to
the surface layer and to subsequent layers beneath the surface, the
identification of the truly interfacial molecules (ITIM) method [61] is
used. Crucially, we apply ITIM in two distinct ways so as to analyze the
composition of each layer in terms of cations and anions (i.e. “molecular
view”) and also in terms of various atoms and atomic groups (i.e.
“atomic view”). We then elucidate the extent and nature of ionic self-
association within the surface layer by means of Voronoi analysis
[93–95].

H. Tóth Ugyonka et al.



Journal of Colloid And Interface Science 676 (2024) 989–1000

991

2. Methods

2.1. Molecular dynamics simulations

We have carried out MD simulations of the liquid–vapour interfaces
of four RTILs, namely [bmim][BF4], [bmim][PF6], [bmim][NTf2], and
[bmim][TfO], in the canonical (N,V,T) ensemble at 298 K. Fig. 1 shows
the schematic structures of the ions considered in this work. Each
simulation box contained 864 ion pairs and was rectangular in shape – i.
e., the box length along the X axis, perpendicular to the macroscopic
plane of the liquid surface, was always twice as long as that along the Y
and Z edges. Table 1 reports the box lengths along the small edges (L) as
used in the different simulation systems. To check whether the width of
the liquid slab of 60–70 Å is large enough to meaningfully address the
possibility of an electric double layer-like ionic arrangement, we have
estimated the Debye screening length of the ions, which has turned out
to be in the order of a few Angströms, safely smaller than the slab width
in every case. Further, to check whether the cross-section of the basic
box is large enough to avoid considerable finite size effect error, we have
repeated the simulation of [bmim][PF6] using a basic box with Y and Z
edges that are both twice as long as those of the original box. However,
no considerable difference between the results obtained in these two
basic boxes of different sizes has been observed.

The systems were modelled using the non-polarizable, OPLS-based
[96] all-atom force field of Doherty et al. [97], referred to here as the
DZGLA model. This force field is reported to reproduce well the exper-
imental density, heat of vaporization, heat capacity, self-diffusion co-
efficient, viscosity, and interfacial tension of a large number of
imidazolium-based RTILs [97]. In particular, the scaling down of the
ionic charges with respect to the original OPLS-based model [96] by a
factor of 0.8 improved considerably the agreement of the simulated
surface tension values with the corresponding experimental data. [97]
This agreement is within 1–2 % for [bmim][BF4] and [bmim][PF6],
while it is still an order of magnitude larger for [bmim][NTf2] and
[bmim][TfO]. However, a 30–40 % deviation of the surface tension from
the experimental data is not unusual even for molecular liquids (e.g.,
most of the widely used water models underestimate the experimental
surface tension value by 15–25 % [98]). Further, we are not aware of
any RTIL force field that reproduces the surface tension better, in

general, than the DZGLA model. Nevertheless, to assess the dependence
of the results on the force field choice, we repeated the [bmim][PF6]
simulations using two earlier force fields: i) the all-atom potential of
Bhargava and Balasubramanian (referred to as BB) [99], which is a
refinement of the earlier widely used CLaP [100,101] model; and ii) the
united atom model of Zhang, Liu and Cao (referred to as ZLC) [102]. All
these models use ion charges that are scaled down by a factor of 0.8,
since this is known to lead to a better description of both structural and
dynamic properties of RTILs. To investigate also the effect of charge
scaling, the simulation of [bmim][PF6] was repeated with the DZGLA
model without charge scaling. This unscaled, full-charge version of the
DZGLA model [97] is referred to here as DZGLA-FC. The point charges
assigned to the different atoms in each model are collected in Tables S1
and S2 of the Supporting Material.

All simulations were performed with the GROMACS MD software,
version 2019.3 [103] under standard three-dimensional periodic
boundary conditions. The leapfrog algorithm [104] was used to inte-
grate the equations of motion in time steps of 2 fs. All interactions were
truncated to zero by applying a spherical cut-off of 13 Å. The long-range
contributions of all interactions (i.e. both Lennard-Jones and electro-
statics) beyond the cut-off radius were accounted for using the Particle-
Mesh-Ewald (PME) approach [105,106] with a Fourier grid spacing of
1.5 Å. In the all-atom simulations, all bond lengths involving hydrogen
atoms were constrained to their equilibrium values with the LINCS al-
gorithm [107]. At the start of each simulation, the ions were randomly
distributed in a cubic box leading to a loose packing corresponding to
roughly 70 % of the expected equilibrium density. The system was then
subjected to a steepest descent energy minimization, a 100 ps-long NVT
simulation, and a 1 ns-long pre-equilibration in the (N,p,T) ensemble
with the Berendsen thermostat and barostat [108], in order to obtain a
density corresponding to the prescribed ambient temperature and
pressure. The simulation box was then extended to twice its equilibrium
length along the X axis, thus creating a vacuum phase and, corre-
spondingly, two liquid–vapour interfaces. The extended boxes were
subsequently equilibrated for 100 ns in the (N,V,T) ensemble using the
v-rescale thermostat [109] with a time constant of 1 ps. Finally, a pro-
duction run of 100 ns was carried out, during which a sample of 20,000
equilibrium configurations, separated by 5 ps each, was stored for
subsequent analysis. To check if the equilibration and production runs

Fig. 1. Schematic structure of the ions considered. The asterisk at the bmim+ cation marks the ring C atom that is used as the representative atom in the Voronoi
analyses (see the text).
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were long enough to ensure proper equilibration and sampling, we have
performed the analyses of the [bmim][PF6] system, simulated using the
DZGLA model, also on the first and last 20 ns long trajectories of the 100
ns long production run. The results agree within statistical noise (see
Figure S1 of Supporting Material), confirming that both the equilibra-
tion and production stages of the simulations were indeed safely long
enough.

2.2. ITIM analysis

The intrinsic surface of each simulated RTIL was identified by the
ITIM method [61] which represents, among analogous methods, an
excellent balance between computational expense and accuracy [58].
ITIM works by moving a spherical probe from the opposite phase to-
wards the phase of interest along a set of test lines arranged perpen-
dicularly to the macroscopic plane of the surface on a two-dimensional
grid. As soon as the probe touches the first particle of the target phase,
the latter is tagged as being part of the interfacial layer; the process is
then repeated for the next test line. This procedure thus identifies the
particles that reside right at the boundary between the two phases, and
hence are “seen” from the opposite phase – i.e. the full set of truly
interfacial molecules. If the particles that belong to the surface layer are
disregarded, the ITIM procedure can be repeated to identify the next
subsurface molecular layer, and so on for any desired number of sub-
sequent layers [61]. Furthermore, once the full set of interfacial particles
has been identified, a geometric surface passing through those particles
can be constructed [72], and the profile of any physical observable can
be calculated with respect to this intrinsic, molecularly rugged, capillary
wave corrugated surface (i.e. “intrinsic profiles”) [74].

Here, we have performed the ITIM analysis in two different ways.
First, we identified the subsequent layers beneath the surface in terms of
the entire ions. Thus, once the probe has touched any atom of a given
ion, the entire ion was identified as belonging to the layer in question.
The subsurface layers determined this way are referred to here as
“molecular layers”. Second, we have identified the different subsurface
layers in terms of atoms. For simplicity, the CH, CH2, and CH3 groups of
the bmim+ cation were treated as “atoms” here. In this analysis, only the
atoms (or CHx groups) touched by the probe are regarded to be part of
the layer in question and, hence, different atoms of the same ion might
well belong to different subsurface layers. The layers determined this
way are referred to here as “atomic layers”.

The ITIM analyses were carried out using the open source and freely
available [110] Pytim software [111]. Following earlier recommenda-
tions [58,61], the spherical probe radius was set to 2 Å and test lines
were arranged on a square grid over the macroscopic plane of the sur-
face, YZ, with a grid spacing of 0.4 Å. It should be emphasized that if the
size of the probe sphere is comparable with that of the atoms, the results
are rather insensitive to the actual probe radius used [58,61]. Never-
theless, we have repeated the analyses of the [bmim][PF6] system,
described by the DZGLA model, using probe radii of 1.75 Å and 2.5 Å,
however, the use of a smaller or larger probe has left all of our quali-
tative conclusions unchanged. To determine the contact distance

between a given atom and the probe sphere, the size of each atom was
estimated by its Lennard-Jones distance parameter, σ. The ITIM analysis
was performed on the first 4 molecular and 10 atomic layers beneath the
liquid surface.

2.3. Voronoi analysis

The Voronoi cell or Voronoi polygon (VP) of a given seed, for a two-
dimensional set of seeds, is defined as the locus of points that are closer
to this seed than to any other seed in the set [93–95]. Consequently,
Voronoi cells cover the plane without overlap or gaps. The area of a
Voronoi cell is therefore a measure of the area “belonging” to its central
seed, and conversely, its reciprocal quantifies the local density around
this seed. It was shown by Zaninetti that if the distribution of the seeds is
markedly inhomogeneous, i.e., they form densely packed domains while
leaving empty areas between them, the area, A, of the Voronoi cells
follows a distribution that exhibits a long, exponentially decaying tail at
large areas, while in the case of uniformly distributed seeds, A follows a
Gaussian distribution [112]. This provides a way to identify the self-
association behaviour of like seeds in a binary system [113] – if the
Voronoi analysis is performed considering only one of the components
(i.e. disregarding the other one), a homogeneous mixture of the two
types of seeds is transformed into a uniform distribution of the seeds
considered, resulting still in a Gaussian distribution of A. On the other
hand, if the two components form large self-associates, the absence of
the disregarded component causes the appearance of large empty areas,
and the Voronoi cell area distribution of the analysed component will
exhibit the characteristic exponentially decaying tail at large areas
[113]. To calculate the area of the Voronoi cells, we have used the al-
gorithm of Ruocco et al. [114] in this study.

3. Results and discussion

The number density profile of the atoms of the cations and anions
along the macroscopic surface normal is shown in Fig. 2 for the [bmim]
[BF4] and [bmim][NTf2] systems, respectively. We have selected these
representative systems since they correspond to the two extremes of
anion size. The density profiles of the atoms belonging to the first four
molecular layers as well as to the first ten atomic layers are also shown.

As it can be seen, the first molecular, and even the first atomic layer,
always extends well beyond the X value where the overall density rea-
ches its bulk liquid phase value. Furthermore, the first three and, to a
small extent, even the fourth atomic layer contribute to the X range
where the overall density falls between the values characteristic of the
liquid and vapour phases. This illustrates the importance of using
intrinsic analysis to study the structural and dynamical properties of
RTIL interfaces, since a non-intrinsic analysis based on, e.g. the Gibbs
dividing surface, would introduce a large systematic error into the
calculated interfacial properties. In this sense, ionic liquids are not
different from simple molecular liquids [72–76,78].

It is also seen that defining the liquid surface in terms of atomic
rather than molecular layers corresponds to a considerably higher

Table 1
Edge length of the basic simulation box in directions parallel to the macroscopic plane of the surface, and number of cations and anions in the first four molecular layers
in the different systems simulated.

Anion Model La/Å Number of cations Number of anions

layer 1 layer 2 layer 3 layer 4 layer 1 layer 2 layer 3 layer 4

BF4
- DZGLA 66.2563 195.4 112.8 157.3 151.8 79.0 205.8 136.3 152.4

PF6
- DZGLA 67.2712 184.3 109.0 150.8 144.7 94.2 188.0 130.8 144.2

DZGLA-FC 67.2712 195.0 104.2 155.7 143.9 88.4 198.6 131.6 147.6
BB 66.6875 191.0 83.7 146.8 138.7 63.8 200.0 123.3 138.6
ZLC 66.1753 204.8 92.1 155.3 142.3 91.4 199.8 126.4 147.2

TfO- DZGLA 68.0538 198.3 108.7 155.5 145.1 115.5 186.5 126.3 149.2
NTf2- DZGLA 73.2523 185.9 116.8 148.7 146.1 140.7 167.3 138.5 143.0

a The edge length of the basic box along the macroscopic surface normal is 2L.
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resolution of the interfacial region. Thus, in the case of the smallest ion
considered, i.e., BF4

- , the tenth atomic layer extends as deeply into the
liquid phase as already the second molecular layer, while in the case of
larger ions it does not even reach the inner boundary of the second
molecular layer.

3.1. Charge distribution at the liquid surface

The composition of the first four molecular layers of the systems
simulated is shown, in terms of cation mole fraction, in Fig. 3. The
number of cations and anions pertaining to these layers are collected in
Table 1. As it is observed, the first molecular layer consists of consid-
erably more cations than anions, while the second layer is characterized
by an excess amount of anions. Thus, the mole fraction of the cations in
the first and second layers falls in the range of about 0.6–0.75 and
0.3–0.4, respectively. It is also seen that the actual mole percentage
values depend on the type of anion, but they are rather insensitive to the
potential model used. Further, from the third molecular layer on, the
composition of the subsequent layers rapidly damps to the cation mole
fraction of 0.5, i.e., the equimolar composition. These results might
suggest that the surface of the ionic liquids is positively charged, and this
surface charge is compensated by the excess amount of anions in the
second subsurface molecular layer. However, description of the surface
properties of these systems in terms of molecular layers corresponds to a
rather crude resolution of the surface portion due to the rather large size
of the ions. This resolution can be substantially refined by defining the
subsequent subsurface layers of the liquid phase in terms of atoms (see
Fig. 2).

The mole fraction of the atoms belonging to the anions, as well as to
the imidazolium ring (including the H atoms attached to ring C atoms),
butyl chain and methyl side group of the cations, are shown in Fig. 4 in
all systems simulated. For easier interpretation, the mole fraction values
shown are normalized by the overall mole fraction of the given species,
xi (i.e. they will tend to 1.0 as the bulk liquid is approached). The surface

layer is clearly dominated by atoms belonging to the apolar butyl chain,
as 60–80 % of the surface atoms belong to these chains in every case.
This dominance of the butyl chain atoms vanishes within three atomic
layers, as layers 4–5 and 6–8 contain atoms belonging to the imidazo-
lium ring and the methyl side group, respectively, in the largest excess.
This observation is in clear agreement with our earlier finding that

Fig. 2. Atomic number density profile of the cations (red solid lines) and anions (green dashed lines) along the macroscopic surface normal axis, X (top panels), as
well as the contributions of the cations (middle panels) and anions (bottom panels) pertaining to the first four molecular layers (symbols) and to the first ten atomic
layers (lines) to these profiles, as obtained in [bmim][BF4] (left), and [bmim][NTf2] (right). (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Fig. 3. Mole fraction of the cations in the first four molecular layers of the
[bmim][BF4] (black), [bmim][PF6] (red), [bmim][TfO] (green), and [bmim]
[NTf2] (blue) systems, described by the DZGLA model. The inset shows the
same data for [bmim][PF6] as described by the DZGLA (red), DZGLA-FC
(purple), BB (magenta), and ZLC (orange) models. Error bars, being in the
order or below 0.5% of the mole percentage values, are always smaller than the
symbols. The lines connecting the points are just guides to the eye. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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cations preferentially align perpendicularly to the macroscopic plane of
the liquid surface, pointing their butyl chain towards the vapour, while
the methyl group orients towards the bulk liquid phase. [47,49] Further,
atoms of the anions are found to be more or less uniformly distributed
along the surface normal axis.

An important observation, however, is that the anions, being
considerably smaller than the bmim+ cation, can approach the surface in
a larger amount than the positively charged moieties (i.e., the ring and
the methyl side group) of the cations (as the black line in Fig. 4 is always
above the red and green lines for the first 2–3 atomic layers). Consid-
ering that the apolar butyl chain carries no or, in some models, a rather
small fractional charge, the above view, inferred from the composition
of the subsurface molecular layers in terms of ions, might well be
challenged. Namely, the fact that the surface of the liquid is rich in
cations can simply be a consequence of the high surface affinity of the
apolar butyl groups and, hence, it does not necessarily imply a positively
charged surface. In fact, the closer approach of the liquid surface by
atoms of the anions than those of the positively charged groups of the
cations might well suggest a negatively charged liquid surface.

To clarify this point, we have calculated the charge (surface) density
of the subsequent atomic layers, shown in Fig. 5, and also the charge
(volume) density profile relative to the capillary wave corrugated

intrinsic liquid surface. The obtained intrinsic charge density profiles are
plotted in Fig. 6 for the different systems studied here.

As it is observed, the excess charge carried by the first atomic layer is
always negative, but it is partly compensated already in the second
atomic layer (Fig. 5). Further details of the layer-wise distribution of the
excess charge are rather sensitive to the particular model chosen, due to
the subtle differences in distributing fractional charges in the different
models (see Tables S1 and S2 of Supporting Material), however, inter-
estingly, they are much less sensitive to the type of anion. The only
noticeable difference in this respect is that smaller anions induce
somewhat higher excess negative charge in the surface atomic layer; a
difference that can be well understood considering that smaller anions
can be more easily accommodated among the surface butyl chains. On
the other hand, the fact that the excess negative charge of the surface is
already partly compensated in the second atomic layer – to a large
extent, by atoms that are chemically bound to those carrying the
negative charge in the surface layer – suggests that the reason for the
observed negative surface charge is twofold. Thus, besides the presence
of the anions at the liquid surface, the charge distribution within the
anions can also contribute to this negative surface charge. Namely, in all
the four anions considered, core atoms (i.e., B, P, S and C) carry positive
fractional charges, which are overcompensated by the negative frac-
tional charges carried by the outermost (i.e., F and O) atoms (see
Table S1 of Supporting Material). This result also implies that the charge
separation at the surface of these ionic liquids is very small, and can
largely be accounted for by the trivial fact of the charge distribution
within the anions.

A deeper insight into the charge distribution at the liquid surface can
be obtained through the charge density profile relative to the liquid
surface. As it can be seen from Fig. 6, the overall shape of these intrinsic
charge density profiles is rather robust. Thus, irrespective of the type of
anion and the particular potential model used, the liquid surface always
carries some excess negative charge, being, in general, larger for anions
of smaller size. However, this negatively charged surface layer is only
5–10 Å wide in all cases. Considering our earlier result concerning the
composition of the subsequent atomic layers (Fig. 4), we can conclude
that this excess negative surface charge can be attributed to a closer
approach by the anions, not being chemically attached to the butyl
chains, to the butyl-dominated liquid surface than that of the positively
charged moieties of the cations. In other words, the positive groups of

Fig. 4. Mole fraction, xi, of the atoms belonging to the anions (black), as well as
to the imidazolium ring, including H atoms attached to ring C atoms (red),
methyl group (green), and butyl chain (blue) of the cations, normalized by their
overall mole fraction, xi, as obtained in the first ten atomic layers of the
different systems simulated with the DZGLA model (left column), and in
[bmim][PF6] described with various models (right column). Error bars, being in
the order of 0.01, are always smaller than the symbols. The lines connecting the
points are just guides to the eye. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Excess charge surface density in the first ten atomic layers of the sys-
tems simulated using the DZGLA model. The inset shows the same data for
[bmim][PF6], described with various models. Colour coding of the systems is
the same as in Fig. 3. Error bars, being in the order or below 0.5 × 10-4 e/Å2, are
always smaller than the symbols. The lines connecting the points are just guides
to the eye.
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the cations are “shielded” from the surface by the overwhelming pres-
ence of surface-oriented butyl chains attached to them, while the anions
are not subject to such steric effects.

Finally, it is worth noting that this excess negative surface charge is
indeed a rather small effect in absolute terms, as it can only be detected
when considering the intrinsic rather than the average, macroscopically
planar liquid surface. In other words, this subtle effect is almost
completely blurred by the smearing effect of the capillary waves. This is
demonstrated in the inset of Fig. 6, showing the charge density profile in
the [bmim][BF4] system both with respect to the capillary wave
corrugated intrinsic liquid surface and also to the planar Gibbs dividing
surface. Indeed, the non-intrinsic profile is almost completely flat,
showing some residual oscillations with an amplitude that is about an
order of magnitude smaller than the peak of the intrinsic profile. This
finding confirms our earlier claim that the charge separation at the
surface of imidazolium-based ionic liquids is very small, and it definitely
cannot be understood in terms of an electric double layer. Further, it also
demonstrates once again that intrinsic analysis provides a much more
detailed picture of the fluid interface than what can be obtained by a
conventional, non-intrinsic analysis based on the planar Gibbs-dividing
surface.

3.2. Self-association at the liquid surface

As our above findings clearly rule out the presence of a marked
electric double layer at the surface of the ionic liquids considered, here
we analyze the possible self-association of the like ions and moieties at
the surface of these liquids. In analyzing the lateral packing of the entire
cations and anions of the surface layer, we have projected a represen-
tative, central atom of them onto the macroscopic plane of the surface,
YZ. These projections are regarded as a binary system of seeds, on which
Voronoi analysis is performed. For the bmim+ cation, we chose the ring
C atom bound to the N atom that is attached to the butyl chain (marked

by an asterisk in Fig. 1). For the BF4
- , PF6

- , NTf2- , and TfO- anions, the B, P,
N, and S atoms, respectively, have been chosen. To investigate the
possibility of self-association of like ions within the surface layer, the
Voronoi analysis has been done twice for each system: once by dis-
regarding the seeds corresponding to the cations and considering only
those of the anions, and once in the other way around.

Fig. 7 shows the VP area distributions obtained in selected systems,
together with the Gaussian distributions best fitting to them. To high-
light the quality of the fits at high area values, the insets show the dis-
tributions along with their fits on a logarithmic scale. As can be seen, the
data is reasonably well described by a Gaussian distribution; small de-
viations from the Gaussian behaviour are only seen at very large areas
and low probabilities. This finding indicates that like ions do not form
considerable lateral self-associates at the liquid surface; only traces of
such behaviour can be observed. Instead, both ions are more or less
uniformly distributed along the macroscopic surface plane. This finding
is also illustrated in the upper panels of Fig. 8, showing the projections of
the surface cations (red) and anions (green) onto the macroscopic plane
of the liquid surface, YZ, in an equilibrium configuration of the [bmim]
[BF4] and [bmim][NTf2] systems, respectively.

In spite of the observed complete lack of association of the like ions,
charged and uncharged moieties might well exhibit such a lateral self-
association behaviour at the liquid surface, in analogy with their
known self-association in the bulk liquid phase [115]. To investigate this
possibility, we have divided the heavy (i.e., non-H) atoms of the ions
into two groups according to the magnitude of the fractional charge they
carry (together with the H atoms attached to them). In this respect, the
last three C atoms of the butyl chains are regarded to be ‘uncharged’, as
they carry negligible fractional charges, while all other heavy atoms are
regarded as ‘charged’ ones. Among these ‘charged’ atoms, only those
that occur in the surface atomic layer with non-negligible probability are
considered here. These atoms include the F atoms of the anions, the two
ring C atoms of the cations that are chemically bound to each other, as

Fig. 6. Intrinsic charge density profile (i.e., relative to the molecularly rough, capillary wave corrugated liquid surface) across the [bmim][BF4] (black), [bmim]
[PF6] (red), [bmim][TfO] (green), and [bmim][NTf2] systems as described by the DZGLA model (left panel), as well as across the [bmim][PF6] system as described by
the DZGLA-FC (purple), DZGLA (red), BB (magenta), and ZLC (orange) models (right panel). The Xintr = 0 Å value marks the position of the intrinsic liquid surface;
negative Xintr values correspond to the liquid phase. The curves corresponding to the [bmim][TFO], [bmim][PF6], and [bmim][BF4] systems in the left panel as well
as those corresponding to the BB, DZGLA, and DZGLA-FC models (right panel) are shifted up by 0.0015 e/Å3, 0.003 e/Å3, and 0.0045 e/Å3 units, respectively, for
clarity. The inset compares the intrinsic and non-intrinsic charge density profiles for [bmim][BF4] (the liquid surface being 0 Å in both cases). (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
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well as the C atom of the methyl side group and first C atom of the butyl
chain.

To analyze the possible lateral self-association of the polar and
apolar moieties at the liquid surface, we have projected these ‘charged’
and ‘uncharged’ atoms, pertaining to the first atomic layer, onto the YZ
plane, and performed Voronoi analysis on these projections as described
above. The resulting VP area distributions (Fig. 9) corresponding both to
the ‘uncharged’ and ‘charged’ atoms exhibit a marked, exponentially
decaying tail at high areas. This exponential decay, transformed to
linear when plotted on a logarithmic scale (see the insets of Fig. 9),
clearly cannot be fitted by the Gaussian function. As a consequence, the
Gaussian fit of these data are very poor in every case, which is empha-
sized in the insets of Fig. 9. This behaviour is in clear contrast with what
is seen for the entire ions, and reveals that, unlike the entire ions
themselves, their uncharged and charged moieties indeed do exhibit
marked lateral self-association at the liquid surface. This finding is
illustrated in the bottom panels of Fig. 8, showing the projections of the
‘charged’ (blue) and ‘uncharged’ (orange) atoms in the YZ plane in
equilibrium configurations of the [bmim][BF4] and [bmim][NTf2] sys-
tems, respectively. It should finally be noted here that, for the vast

majority of the surface atoms, VP area is below 100 Å2. Further, simi-
larly to the distributions obtained with molecular resolution (Fig. 7),
they never exceed 250 Å2. Considering that the cross-section of the basic
simulation box is in the range of 4.5–5.5× 103 Å2, i.e., almost two orders
of magnitude larger than the typical, and more than one order of
magnitude larger than the largest VP area, the obtained results are not
expected to be subject of considerable finite size effect error.

The overall picture that emerges from these results is that the
interfacial layer is primarily formed of butyl chains that lie perpendic-
ular to the surface [47,49] and self-associate into apolar domains, e.g.
forming uncharged “fingers” protruding into the vapour phase. Among
these apolar regions, compact charged domains, composed of anions and
charged groups of the cations exist. However, the anions, being gener-
ally smaller, more mobile [116] and free from attachment to the apolar
chains, can more readily approach the surface layer and are hence more
“visible” from the opposite phase, mostly at the “troughs” of the
corrugated interface. This leads to the observed excess negative surface
charge, which is more pronounced for smaller anions. As the bulk liquid
is approached, the surface charge profile quickly converges to zero and
we see no evidence for a double-layer-type structure.

4. Conclusions

In this paper, we have addressed in detail the long-standing con-
troversy, based on various experimental findings [86–90], concerning
the molecular level structure of ionic liquids. These results gave rise to
two competing scenarios concerning the spatial arrangement of the ions
at such interfaces, namely the electric double layer-like and “chess-
board-like” [85] scenarios. Further, the joint existence of these two
inter-ionic arrangements has also been considered [80]. Experimental
investigations can be well complemented by computer simulations ,
since the latter yield such a deep, atomistic level insight into the system
of interest that cannot be reached by any experimental methods [104].
However, as it is clearly demonstrated here, meaningfully addressing the
above issue requires the combination of computer simulation with
intrinsic surface analysis [58,61], performed on the atomic rather than
molecular level.

In particular, although we have seen a large excess of cations in the
surface layer and an excess of anions in the subsequent layer when
looking at the surface in the resolution of entire ions (i.e., in terms of
‘molecular layers’), the liquid surface has been shown to carry, in fact, a
small negative surface charge. This seeming contradiction is resolved
considering that the surface is dominated by the uncharged alkyl chains
of the cations – hence why there is an overall excess amount of cations at
the surface – yet those chains do not contribute to the surface charge.
Clearly, the apolar alkyl chains, largely covering the liquid surface,
shield the charged parts (i.e., ring and methyl group) of the cations that
are chemically bound to them, while they do not have such an effect on
the anions. As a consequence, anions can approach the liquid surface in a
larger extent than the positively charged groups of the cations, giving
thus rise to the observed excess negative surface charge. Further, the
excess negative surface charge is only carried by one single atomic layer,
indicating that, besides the above effect, this negative surface charge can
largely be attributed to the charge distribution within the anions (i.e.,
the fact that negative fractional charge is carried by the outermost F and
O atoms) rather than to the inter-ionic structure. Consistently, the small
negative surface charge is seen in the intrinsic profile of the charge
density, but it is immediately washed away by the smearing effect of the
capillary waves when calculating it relative to the (planar) Gibbs
dividing surface rather than to the (corrugated) intrinsic surface. All
these results clearly rule out any electric double layer-like scenario at
the liquid surface.

Looking at the liquid surface with both a molecular and an atomic
resolution has turned out to be useful to assess an alternative hypothesis
about the surface structure, i.e., the ‘chessboard’ scenario. Thus,
employing Voronoi analysis [93–95], we have shown that no noticeable

Fig. 7. VP area distribution of the projections of the cations (red symbols) and
anions (green symbols), pertaining to the first molecular layer, onto the
macroscopic plane of the liquid surface, YZ, as obtained in [bmim][BF4] (top
panel), [bmim][PF6] (described by the DZGLA model, middle panel), and
[bmim][NTf2] (bottom panel). Each distribution has been calculated by dis-
regarding the other ions in the analysis. Solid curves show the Gaussian func-
tions best fitting the corresponding data. The insets show the same distributions
on a logarithmic scale. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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self-association between like ions occurs at the liquid surface. However,
similarly to the bulk liquid phase [115], charged and uncharged moi-
eties of the ions indeed form self-associates at the liquid surface, giving
rise to a lateral nanostructure formed by such domains. In other words,
the ‘chessboard’ model gives a valid description of the liquid surface, but
only if domains of charged and uncharged moieties (and not those of
cations and anions) are associated with the black and white tiles of the
chessboard. It should also be emphasized that qualitatively similar re-
sults have been obtained with four different potential models, including
a united atom model and a full-charge model, giving us additional
confidence in the above qualitative conclusions. Nevertheless, it should
be recognized that the models applied here lack explicit polarization – i.
e. they are non-polarizable models. Whether or not this approximation
has any effect on the spatial arrangement of the ionic liquid surface
should be the subject of future work.

The relevance of our present results in interface science is twofold.
First, the inter-ionic organisation at the surface of imidazolium-based
ionic liquids is of crucial importance in their applications as lubricants
[92], in which the electroresponsive nature of the ionic liquid constit-
uents at the surface is utilized to control friction by changing the elec-
trical potential and expecting the interface to be anion or cation-rich.
Besides, a similar argument can be put forward in sensing applications,
since the interfacial assembly of ionic liquids directly affects the selec-
tivity and sensitivity of sensors containing ionic liquids as building
materials [91]. Second, we have clearly demonstrated the power of
combining computer simulation with intrinsic surface analysis, in
particular, using atomic scale resolution, in resolving important

questions concerning the intermolecular arrangement at fluid surfaces.
The relevance of this conceptual advance to the field of interface science
can hardly be overestimated, as this methodology can readily be used to
elucidate similar issues in a wide variety of fluid surfaces, ranging from
interfaces of two immiscible liquids to free surfaces covered by surfac-
tants, and from surfaces of atmospheric droplets to biological interfaces,
such as lipid membranes.
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Helga Tóth Ugyonka: Investigation, Formal analysis, Data curation.
György Hantal: Supervision, Software, Methodology, Data curation.
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Fig. 8. Instantaneous equilibrium snapshots of the projections of the cations (red open circles) and anions (green filled circles) pertaining to the first molecular layer
(top row), as well as of the ‘charged’ (blue filled circles) and ‘uncharged’ atoms (orange open circles) pertaining to the first atomic layer (bottom row) of [bmim][BF4]
(left column), and [bmim][NTf2] (right column). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
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Appendix A. Supplementary data

Tables showing the fractional charges carried by the individual
atoms in the ions considered; a Figure showing comparison of various
structural observables as obtained at the beginning and end of the
production simulation, and also the numbering of the atoms in the
bmim+ cation. Supplementary data to this article can be found online at
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Porous ionic liquids go green, ACS Nano 17 (2023) 19508–19513.

[15] T. Zhou, C. Cui, L. Sun, Y. Hu, H. Lyu, Z. Wang, Z. Song, G. Yu, Energy
applications of ionic liquids: Recent developments and future prospects, Chem.
Rev. 123 (2023) 12170–12253.

[16] N.M. Figueiredo, I.V. Voroshylova, E.S.C. Ferreira, J.M.C. Marques, M.N.D.
S. Cordeiro, Magnetic ionic liquids: Current achievements and future perspectives
with a focus on computational approaches, Chem. Rev. 124 (2024) 3392–3415.
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Fig. 9. VP area distribution of the projections of the ‘charged’ (blue symbols)
and ‘uncharged’ (orange symbols) atoms, pertaining to the first atomic layer,
onto the macroscopic plane of the liquid surface, YZ, as obtained in [bmim]
[BF4] (top panel), [bmim][PF6] (described by the DZGLA model, middle panel),
and [bmim][NTf2] (bottom panel). Each distribution has been calculated by
disregarding the other type of atoms in the analysis. Solid curves show the
Gaussian functions best fitting the corresponding data. To emphasize the
exponential decay of the distributions, the insets show the same distributions on
a logarithmic scale. For the definition of the ‘charged’ and ‘uncharged’ atoms,
see the text. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
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