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Abstract Most scholarly work has focused on 
the positive effects of digitalisation in Sub-Saharan 
Africa without accounting for the associated risks 
and mitigation measures at the firm level. Using the 
2016 Enterprise ICT Survey of Kenya which provides 
a rich source of information on the use of ICT among 
firms, we examine the effect of cybersecurity breach 
on labour productivity and show how this effect is 
moderated by cyber risk mitigation capabilities at the 
firm level. We find that cybersecurity breach reduces 
labour productivity at the firm level. We also find 
that upskilling mitigates the negative effect of cyber-
security breach on labour productivity especially for 
Small and Medium-sized Enterprises. The results 
further suggest that while Information Technology 
Policy and Information Technology Security capabili-
ties can enable firms to improve labour productivity, 
these measures are not sufficient to offset the adverse 

effect of cybersecurity breach on labour productivity. 
Together the results imply that upskilling is an effec-
tive cyber risk mitigation measure against cyberse-
curity breaches at the firm level and therefore should 
be an integral part of the overarching IT governance 
strategy of firms.

Plain English Summary Cyberattack decreases 
labour productivity, but upskilling can mitigate 
this effect.  Using the 2016 Enterprise ICT Survey 
of Kenya we find that cyberattack reduces labour 
productivity at the firm level. However, upskill-
ing enables firms to mitigate the negative effect of 
cyberattack on labour productivity. We also find 
that Information Technology Policy and Information 
Technology Security improve labour productivity, but 
these measures are not sufficient to offset the negative 
effect of cyberattack. Overall, the evidence suggests 
that upskilling is an effective cyber risk mitigation 
measure against cyberattack especially among Small 
and Medium-sized Enterprises. Therefore, upskill-
ing in the form of (re)training should be encour-
aged among firms to build the capacity of employees 
against cyberattack.
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1 Introduction

Advances in digital technologies afford firms unprec-
edented capabilities to manage data, coordinate sup-
ply chain activities and improve overall business func-
tions. The increasing digital resources enable firms to 
develop innovative platform-based business models, 
products and markets (Acs et  al., 2021; Bouwman 
et  al., 2018; Nambisan et  al., 2019), increase opera-
tional efficiency and improve performance (Bharad-
waj, 2000; Brynjolfsson & Hitt, 2000; Cainelli et al., 
2006; Castiglione & Infante, 2014; Vu et al., 2020).

However, the increasing volume of information and 
interconnectivity of business processes, activities, and 
actors come with the risks of cybersecurity breaches. A 
cybersecurity breach occurs when the confidentiality, 
availability and integrity of data and related infrastruc-
ture are compromised (Acquisti et al., 2006; Tchernykh 
et al., 2019). The richness of digital data, which in turn 
can provide access to critical and sensitive resources in 
firms, makes it attractive to cyber intruders and attack-
ers. Unintentional mishandling of data and related IT 
resources by internal users such as staff members, or 
insider abuse, in connivance with external actors, can 
cause severe cybersecurity breaches (Alraja et  al., 
2023; Apolinário et  al., 2023; D’Arcy et  al., 2009; 
Vance et al., 2013; Warkentin & Willison, 2009). An 
attack on any vulnerable node in the IT system or digi-
tal platform can spread through the networks and cause 
infrastructure and operational disruptions (Kher et al., 
2021; Moore, 2010).

The intensifying risks and effects mean that firms 
have had to invest in, develop and implement cyber-
security programmes, as part of their overarching IT 
governance strategy (Eloff & Solms, 2000; Gordon 
et  al., 2015; Hasan et  al., 2021; Phillips & Tanner, 
2019). While technical defence and/or adaptation to 
cybersecurity threats, in the form of software solu-
tions for detection, authentication, repair and recov-
ery of compromised data and related resources, are 
critical to organisations, effective cybersecurity pro-
grammes require a broader IT policy framework, 
practices, leadership and coordination (Chang, 2013; 
Shaikh & Siponen, 2023; Velasco et al., 2018; Weill 
& Ross, 2004).

A growing body of literature attempts to unravel the 
effect of cybersecurity breaches on reputation dam-
age, adverse stock market reaction and sales revenue 
(Arcuri et al., 2018; Campbell et al., 2003; Cavusoglu 

et al., 2004; Kamiya et al., 2021) with limited empiri-
cal evidence on the productivity effect of cybersecurity 
breaches (for example, Makridis & Dean, 2018; Son-
nenreich et al., 2005). Makridis and Dean (2018), for 
example, investigate the productivity effect of cyber-
security breaches on publicly traded (large) firms. 
This study provides little or no scope for understand-
ing cybersecurity incidents and impacts among Small 
and Medium-sized Enterprises (SMEs) in a develop-
ing country context. Also, to the best of our knowl-
edge, previous studies do not account for the extent to 
which cybersecurity mitigation capabilities of firms 
can moderate the effect of cybersecurity breaches 
on labour productivity. Understanding the impact of 
cybersecurity measures  is  important  as it provides 
guidance to firms on  cybersecurity investment policy 
and decision-making (Gordon et al., 2016). Therefore, 
our study seeks to provide answers to the following 
research questions: What is the effect of cybersecurity 
breach on labour productivity? Do cyber risk mitiga-
tion capabilities matter in the relationship between 
cybersecurity breach and labour productivity?

To estimate our results, we use the 2016 Enterprise 
ICT Survey of Kenya which provides a rich source of 
information on the use of ICTs among firms. As part 
of our empirical strategy, we first compute risk miti-
gation capabilities using Principal Component Analy-
sis. Second, we estimate the results using Ordinary 
Least Squares regression and account for endogeneity 
using simultaneous equation approach. We find that 
cybersecurity breach reduces labour productivity at 
the firm level. We also find that upskilling enables 
firms to mitigate the negative effect of cybersecurity 
breach on labour productivity, especially for SMEs. 
The results further suggest that while IT policy and 
IT security capabilities can enable firms to improve 
labour productivity, these measures are not sufficient 
to offset the adverse effect of cybersecurity breach on 
labour productivity. Together, the results imply that 
upskilling is an effective cyber risk mitigation meas-
ure against cybersecurity breaches at the firm level.

This study contributes to the literature on digitali-
sation and entrepreneurship in the context of a devel-
oping country. We account for the role of technical 
and non-technical cyber risk mitigation capabilities in 
firms. In this way, we align our work with the broader 
thinking about cybersecurity programmes, as part 
of a firm’s overarching IT governance. Our focus on 
productivity allows a close investigation into the role 
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of firm capabilities in the form of skills and related 
security programmes which themselves drive produc-
tivity, as well as mitigate the effect of cyberattacks, 
for example, through learning and awareness. This 
paper also contributes to understanding the firm-level 
effect of cyberattacks and mitigating capabilities in a 
Sub-Saharan African (SSA) context, where the digi-
tal revolution is taking place amidst the challenges 
of commitment to cybersecurity governance (Inter-
national Telecommunication Union, 2021). A rich 
amount of work in SSA has focused on the positive 
effects of digital capabilities on firm innovation and 
performance, with limited empirical insights into the 
business risks of digitalisation (for example, Gaglio 
et  al., 2022; Islam et  al., 2018; Masenyetse & Man-
amathela, 2023; Muzi et al., 2023).

African countries face constraints in the organi-
sational infrastructure and capacity development 
required for cybersecurity. For example, only 13.6% 
of African countries have appropriate incentives for 
cybersecurity development, compared with 65% 
of European countries (ITU, 2021). This means 
that African countries lag behind in deploying such 
instruments as tax incentives, integration of cyber-
security standards into contracts and encouragement 
of private sector actors to prioritise cybersecurity in 
their business strategies and operations. The case of 
Kenya is of special relevance considering that it is an 
important part of the African digital economy, where 
digitalisation has transformed business across sectors, 
especially ICT, financial services and Business Pro-
cess Outsourcing (Graham & Mann, 2013; Islam & 
Muzi, 2022; UNCTAD, 2022). However, businesses 
face cybersecurity threats as the implementation of 
ICT infrastructure and applications prioritises effi-
ciency and convenience over cybersecurity in Kenya 
(The Government of Kenya, 2022). In the second 
quarter of 2023 alone, the National Kenya Com-
puter Incident Response Team – Coordination Centre 
detected around 139.8 million cyber threat attempts 
in the form of malware, denial of service and sys-
tem vulnerabilities (National KE-CIRT/CC, 2023). 
In the face of cyber threats, Kenya requires stronger 
efforts in the dimensions of organisational support 
and capacity development for cybersecurity such as 
national agencies’ implementation of cybersecurity 
strategies and awareness campaigns, as well as edu-
cation, training and development of cybersecurity-
focused industries (ITU, 2021).

The broader institutional challenges limit the 
development and implementation of cybersecurity 
programmes in firms, albeit with unique implica-
tions for SMEs. While SMEs leverage the adoption 
of basic digital technologies in driving business 
operations and productivity, they are increasingly 
constrained as such technologies become sophisti-
cated (Kergroach, 2021). The capabilities to make 
sense of the increasing volume of data powered by 
digital advances in business processes and govern 
cybersecurity threats tend to be skewed in favour 
of a few (large) companies and countries (ITU/
UNDP, 2023). For example, small firms face dif-
ficulty in upskilling across their workforce in 
ways that encompass ICT and non-ICT teams 
(Pedota et  al., 2023). Cybersecurity programmes 
require advanced digital capabilities, for example, 
the skills to manage devices, personal and insti-
tutional data, and maintain privacy (Audrin et al., 
2024), as well as the requisite organisational 
coordination. Given these resource requirements, 
SMEs face a unique challenge in developing and 
implementing cybersecurity programmes. This 
makes them more vulnerable to cybersecurity 
threats in the same environment as large firms 
(Raineri & Resig, 2020; Selznick & Lamacchia, 
2018; Wang et al., 2024). Despite the importance 
of cybersecurity for SMEs, research on the impact 
of cybersecurity breaches and mitigation capabili-
ties has given less attention to SMEs, especially in 
developing countries (Alharbi et al., 2021).

While we do not compare the analysis of the 
case country (and by extension SSA countries) 
with others, our study points to the importance of 
this underexplored context for extending exist-
ing knowledge of cybersecurity breaches and firm 
performance beyond western industrialised econo-
mies. Our paper provides unique insights into the 
role of upskilling as a critical mechanism through 
which firms, including SMEs, can deal with the 
effect of cyberattacks on labour productivity amidst 
constraining internal resources and institutional 
environments.

The rest of the paper is structured as follows. 
The next Section reviews the literature. Section  3 
presents the data and key variables. Section 4 pro-
vides the estimation strategy. Section 5 presents the 
results, while Sect. 6 discusses the results with the 
main conclusion.
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2  Related literature

2.1  The nature and productivity effect of 
cybersecurity breaches

Cybersecurity is the method, line of actions and 
practices that organisations and/or states follow to 
protect the confidentiality, integrity and availability 
of data and assets in the cyber space (Schatz et  al., 
2017). It takes the form of policies and guidelines, 
technologies and training that enable an entity to 
develop capabilities to protect its IT assets, networks 
and operations, including interaction with external 
users in the cyber environment. Confidentiality means 
that access to digital content is reserved for author-
ised individuals. Integrity ensures that the content 
can only be modified upon due authorisation, and in 
line with the stated terms. Availability ensures that 
authorised users have access to the platform and con-
tent when needed, as defined in enabling rights to 
access and use.

A cybersecurity breach may be an attack aimed to 
disrupt the platform and activities of the target indi-
vidual or firm and/or a similar malicious cyber inci-
dent aimed to gain unauthorised access to content 
and commit fraud (Al-Saleh et al., 2015; Lee, 2021). 
Cybersecurity breaches entail more than the intent to 
commit fraud. For example, cyberattacks are also in 
the form of offensive and malicious operations that 
use ICTs to generate significant losses of confiden-
tiality, integrity and availability of personal devices, 
computer systems and networks, often with the intent 
to degrade, disrupt and damage a computer system 
and its infrastructure (Finnemore & Hollis, 2020).

Cybersecurity incidents take the form of unauthor-
ised access to data, devices, a computer system or 
network, malware (malicious programme or software 
aimed to damage or weaken the function of the soft-
ware, device or computer network) and denial-of-ser-
vice (ICT-enabled malicious lock out of an authorised 
user), as well as phishing and other incidents whose 
nature are not immediately known to the develop-
ers of the authorised IT asset (Al-Saleh et al., 2015; 
Sulaiman et al., 2022).

Cybersecurity breaches have adverse effects 
on firm operations, sales, revenues, stock market 
value and reputation (Arcuri et  al., 2018; Campbell 
et  al., 2003; Hasan et  al., 2021; Huang et  al., 2019; 
Lee, 2021). Cybersecurity incidents deplete firm 

resources, raise the cost of doing business and con-
tribute to underperformance. The financial, IT and 
human resources that drive firm productivity consti-
tute the resources that are disrupted and lost in cyber-
security breaches, which means that the breached 
firm risks decreased productive resources. The finan-
cial strength of the firm is constrained as cyber risks 
result in credit downgrade and higher costs of bor-
rowing or loss of stock market value of the breached 
firm (Huang et al., 2023; Kamiya et al., 2021). Opera-
tional shocks mean that the affected firm commits 
human and material resources to detect, monitor and 
recover breached resources, leading to productivity 
loss, as these resources are unavailable for productive 
activities (Cavusoglu et al., 2004; Lee & Choi, 2021).

Makridis and Dean (2018), for example, examine 
the effect of data breaches on firm-level productiv-
ity using data from the Privacy Rights Clearinghouse 
(PRC) and the US Department of Health and Human 
Services (HHS) databases. The study finds that a 10 
per cent increase in data breaches is associated with 
a 0.2 per cent reduction in productivity at the firm 
level. However, this result is not robust to different 
specifications and datasets. The study shows skew-
ness in the distribution of observed data breaches and 
heterogeneity across sectors and between public and 
private firms.

Kamiya et  al. (2021) develop and test a theoreti-
cal model on the impact of cyberattacks on targeted 
firms. The study reveals that cyberattacks resulting in 
the loss of personal financial information can lead to 
a significant loss of shareholder wealth compared to 
attacks without the loss of personal financial informa-
tion. The study further suggests that the loss of share-
holder wealth is driven by reputation costs. Thus, 
firms that record high drops in sales growth also 
experience a higher loss in shareholder wealth. Firms 
that experience cyberattacks also tend to invest more 
in risk management. The study finds similar results 
among competitor firms.

Tripathi and Mukhopadhyay (2020) investigate 
the effect of data privacy breach on firm performance 
using an event study methodology. The study shows 
a negative relationship between data privacy breach 
and the market value of firms. This effect is more 
pronounced among smaller firms than large firms. 
Similarly, Morse et al. (2011) employ the event study 
method to examine the impact of data security breach 
on the behaviour of the stock market. The evidence 
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points to negative stock price returns following a data 
breach. The study further shows that the source of 
data breach matters in the relationship between data 
breach and the stock market.

2.2  Cybersecurity risk mitigation and firm 
productivity

When faced with cybersecurity risk, firms tend to 
ignore, accept, transfer or mitigate the risk (Tsiakis 
& Stephanides, 2005). Taking action to reduce the 
impact of the risk is seen as the most likely option 
when the effect of the cyber breaches is expected to 
be high such that the cost of mitigation is lower than 
the cost of a successful cyber incident (Cavusoglu 
et  al., 2004; Kamiya et  al., 2021). The rising waves 
of cyber incidents mean that organisations must 
develop cybersecurity programmes as part of IT gov-
ernance strategy. Cybersecurity governance entails 
programmes that define and promote the protection 
of an organisation’s data, systems and networks, as 
well as the coordination of people and processes to 
ensure that its IT assets are protected from cyberat-
tacks (Hasan et al., 2021). This means that IT security 
governance goes beyond traditional defence strate-
gies that focus on technical detection and response to 
cyber incidents.

The technical defence strategy aims to iden-
tify risk, monitor and respond to cyber incidents. 
This involves the software or hardware application 
deployed to identify malicious activities and practices 
in a device or network and the information it hosts 
(Hasan et al., 2021). Firewalls, antivirus, data encryp-
tion and authentication are major technical defence 
solutions that enable detection, protection, recovery 
and continuous monitoring of intrusion in cyber sys-
tems (Sulaiman et al., 2022).

The people element is critical to IT defence strategy 
considering that the activities and interactions of stake-
holders with IT assets, as well as among themselves, 
affect the firm’s cybersecurity. This element focuses on 
internal users such as employees, and their interaction 
with systems and external users, for example, custom-
ers in the value chain (Gani et  al., 2023; Lee, 2021). 
Employees’ rights and responsibilities, awareness, moti-
vation, trust, behaviour, experience and skills relevant to 
cybersecurity play an important role in the handling of 
an organisation’s IT asset, policy and process (Bokhari 
& Manzoor, 2022; Galinec et al., 2017; Li et al., 2019).

IT security governance is a subset of an organi-
sation’s overall IT governance, which lays out the 
frameworks or rules regarding the rights and account-
ability in the use of IT assets, with a focus on clar-
ity about the decision on who uses IT, who makes 
the decision and how activities related to these deci-
sions are to be monitored (Weill & Ross, 2004). The 
top executives or board have the mandate to guide 
the formulation and implementation of IT strategy 
and ensure its alignment with business value (Van 
Grembergen, 2002). IT governance lays out the struc-
tures, processes and relations in the development 
and implementation of IT-enabled initiatives and the 
reduction of related risks. The structure entails defin-
ing the decision-making responsibility which lies 
with the executives and committees that lay out the 
formal guidelines that govern the broader organisa-
tional IT operations. The process entails aligning the 
decision-making and overall IT management strategy 
with business needs, while the relational aspect of IT 
governance ensures knowledge sharing, peer learning 
and coordination between teams (Van Grembergen 
et al., 2004; Zhen et al., 2021).

The development and implementation of IT gov-
ernance frameworks can help to reduce IT-related 
risks and improve operational performance (Brad-
ley et al., 2012). IT risk mitigation programmes and 
actions can contribute to firms’ overall IT govern-
ance, which enables internal process improvement, 
cost reduction and effective service delivery that 
result in productivity gains (Lunardi et al., 2014). IT 
security governance promotes best practices that sup-
port safe and secure data sharing, collaboration, sys-
tem integration and reduction in data breaches (Gani 
et al., 2023). Effective management of cyber incidents 
can reduce breach-related costs, improve stakeholder 
confidence, including investors, and ease the mobi-
lisation of productive resources for improved firm 
performance.

Effective cyber risk mitigation programmes can 
eliminate or minimise breach-induced downtimes, 
improve business efficiency and maintain firm pro-
ductivity (Sonnenreich et  al., 2005). Strengthening 
employees’ skills with IT risk reduction solutions, 
improved security policy awareness among employ-
ees, and robust IT security measures will minimise 
data breaches and vulnerabilities that may result in 
productivity loss (Alqahtani, 2017; Bokhari & Man-
zoor, 2022).
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While these studies recognise the potential of cyber-
security policies/programmes, empirical work on their 
role in mitigating the effect of cyberattacks on produc-
tivity remains underexplored. For example, Alqahtani 
(2017) presents a case study of IT security maturity 
in organisations based on semi-structured interviews 
with managers. However, it does not address the ques-
tion of the effect of cyber security practices/systems on 
firm operations and productivity. Bokhari and Man-
zoor (2022)’s study on Information Security Manage-
ment System (ISMS) and firm performance focuses 
on the role of brand reputation in cyber security 
breaches. Considering the sophistication of cybersecu-
rity breaches, it is unclear whether and how upskilling 
(advancement of digital skills in firms, beyond basic IT 
literacy) mitigates the effect of cyberattacks on produc-
tivity, as well as the variability of these links in small 
and large firms. While cybersecurity measures are 
broadly encapsulated in IT governance programmes, 
the question about whether and how IT policy-related 
elements (written standards/documentation and aware-
ness) and technical applications (anti-intrusion and 
anti-virus apps) remains unanswered.

The objective of this paper is to understand the 
effect of cybersecurity breach on labour productivity 
and the moderating role of cyber risk mitigation capa-
bilities including upskilling, IT policy and IT secu-
rity. We expect that cyber risk mitigation capability of 
firms will enable them to mitigate the adverse effect 
of cybersecurity breach on labour productivity.

3  Data and key variables

This study is based on the 2016 Enterprise ICT Sur-
vey of Kenya. This survey provides unique informa-
tion on access to and use of ICTs such as the Internet, 
mobile applications, communication applications, 
online applications, and ICT security and manage-
ment policies among others at the firm level. The 
survey was designed to provide firm level data on 
access to and usage of ICT at the national level in 
line with UNCTAD manual for the production of sta-
tistics. The survey covers all the sections of the ISIC 
Rev. 4 except under section A (agricultural, forestry, 
and fishing) where only firms engaged in horticulture 
were included. The survey adopted a stratified ran-
dom sampling methodology. In particular, the survey 
used a representative probability sampling approach 

to arrive at a nationally representative sample. Firms 
were selected based on a stratified random sampling 
methodology. The power allocation method was used 
to determine the number of firms per stratum. Data 
collection took place between 23 February 2016 and 
6 May 2016 using paper questionnaires. Overall, the 
survey targeted 4,000 firms, out of which 3,530 firms 
responded, leading to a response rate of 88.3 per cent.

We use as our dependent variable labour productivity 
which is computed as turnover divided by the total num-
ber of employees (in logs). A similar approach has been 
adopted by previous studies to measure labour produc-
tivity at the firm level (Fu et al., 2018; Motta, 2020). The 
main independent variables of interest are cybersecurity 
breach and cyber risk mitigation capability variables. 
We measure cybersecurity breach using two variables. 
First, we measure cybersecurity breach with a dummy 
variable that equals 1 if a firm experienced a virus attack 
leading to the loss of data, time, or damage to software, 
and 0 otherwise. Second, we measure cybersecurity 
breach with a binary variable that equals 1 if a firm 
experienced an online crime1 including hacking, phish-
ing, identity theft, website vandalism, computer virus, 
theft of money and information, and 0 otherwise.

We further take advantage of the richness of the 
dataset to compute our capability variables using 
Principal Component Analysis. Following a common 
practice in the literature (eg. Ndubuisi et  al., 2021), 
we retained components using the 1 eigenvalue cut-
off point and employed varimax rotation to simplify 
the interpretation of the variable loadings. We iden-
tified 7 components that correspond to our capabil-
ity indicators as shown in Table 1. We name the first 
component upskilling given that it comprises 5 vari-
ables that respectively measure if the firm received 
the following training: technical support for equip-
ment repair and maintenance; technical support for 
the internal system of the government organization; 
software development; development of web portals, 
hosting providers and other information services on 

1 The difference between the virus attack variable and the 
online crime variable is as follows: The online crime vari-
able accounts for other possible cybersecurity breaches at the 
firm level including hacking, phishing, identity theft, website 
vandalism, computer virus, theft of money and information 
whereas the virus attack variable only account for firms experi-
ence of virus attack at the firm level.
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the Internet; and technical support on the electrical 
infrastructure and networks.

The second component is named IT policy and it 
includes 3 variables that respectively capture if the 
firm has an information technology (IT) policy in 
place, has an IT security policy in place, and is aware 
of the National Kenya Computer Incident Response 
Team. The third component is named digital infra-
structure and it comprises 2 variables that measure 
computer and Internet penetration among employees. 
Component 4 is named IT security and it comprises 
3 variables that capture if the firm has up-to-date 
IT security measures including risk detection (anti-
virus, antispyware, firewall, spam filter, and intru-
sion detection system), authentication and safety 
(authentication software or hardware, and computer 
password), and regular backup of data. Components 
5, 6 and 7 comprise variables that correspond to 
mobile commerce, electronic commerce, and digital 

finance, respectively. The naming of each component 
reflects mainly the variables on which it has  high 
loadings.  Following the literature in Sect.  2.2, we 
use upskilling, IT policy, and IT security indica-
tors as proxies for cyber risk mitigation capabilities 
at the firm level while the other capability measures 
are included in the analysis as controls. For ease of 
interpretation, we normalised the capability vari-
ables derived from PCA using the Min–Max method2 
where values lie between 0 and 1. In this case, the 
capability of firms improves as their capability scores 
move from 0 to 1.  Table  2 presents the descriptive 
statistics, while  the definition of variables  are pro-
vided in the Appendix.

Table 1  Capability dimensions using PCA

CIRT is Computer Incident Response Team. PCA connotes Principal Component Analysis

Comp 1 
Upskill-
ing

Comp 2
IT policy

Comp 3
digital 
infrastruc-
ture

Comp 4
IT security

Comp 5 
Mobile com-
merce

Comp 6 
Ecom-
merce

Comp 7
digital finance

Mobile money -0.027 -0.059 -0.003 0.018 0.105 0.004 0.646
Mobile banking 0.021 0.027 0.001 -0.012 -0.077 -0.002 0.750
Computer penetration -0.007 0.003 0.706 0.006 0.002 -0.012 0.001
Internet penetration 0.005 -0.007 0.704 -0.005 -0.001 0.010 -0.002
Technical support for equipment repair 

and maintenance
0.429 -0.064 0.004 0.129 0.008 -0.026 -0.040

Technical support for Internal system 0.415 0.001 0.023 -0.152 -0.026 0.021 -0.006
Technical support for software develop-

ment
0.459 0.035 -0.021 -0.029 0.021 -0.014 -0.007

Technical support for the development of 
web portals

0.444 0.019 0.022 -0.005 -0.019 0.063 0.047

Technical support for electrical infra-
structure or networks

0.484 0.008 -0.020 0.034 0.018 -0.040 0.016

Risk detection 0.015 -0.127 0.020 0.596 0.004 0.040 -0.051
Authentication and safety -0.015 0.036 -0.022 0.626 -0.001 -0.023 0.034
Data backup 0.011 0.198 0.018 0.448 -0.014 -0.021 0.029
Place orders online -0.005 0.008 -0.005 0.037 -0.013 0.685 0.051
Receive orders online 0.001 0.002 0.003 -0.030 0.014 0.719 -0.044
Receive orders via mobile phones 0.003 -0.010 0.017 0.009 0.703 0.019 -0.020
Place orders via mobile phones 0.001 0.014 -0.016 -0.011 0.698 -0.016 0.008
IT Policy 0.014 0.604 -0.010 -0.008 0.000 0.034 -0.028
IT security policy 0.003 0.603 -0.013 0.030 -0.003 -0.001 -0.020
Aware of CIRT -0.030 0.452 0.039 -0.084 0.023 -0.041 0.065

2 Capabilityj =
�j−minj(�)

maxj(�)−minj(�)
 where �j is the actual value of 

capability derived from PCA, and minj(�) and maxj(�) are the 
minimum and maximum values, respectively.
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4  Estimation strategy

We are interested in understanding the effect of 
cybersecurity breach on labour productivity and how 
this effect is conditioned by cyber risk mitigation 
capabilities of firms. To achieve this objective, we 
first consider the following baseline model.

where LogLPisr denotes labour productivity of firm 
i operating in sector s and region r. Cyberattackisr 
connotes cybersecurity breach at the firm level which 
we measure using two variables (virus attack and 
online crime). MitigationCapabiltiesisr is a vector 
of the various measures of cyber risk mitigation 
capabilities which include upskilling, IT policy, and 
IT security. Cisr corresponds to a vector of controls. 
Given that ICT affects firm-level productivity (Grimes 
et  al., 2012; Kılıçaslan et  al., 2017), we control for 
other forms of digital capabilities at the firm level 
such as digital infrastructure, mobile commerce, 
E-commerce, and digital finance. Furthermore, we 
control for firm size with a dummy variable that 
equals 1 if the firm is an SME, and 0 otherwise. In 
this case, we define SMEs as firms with less than 100 
employees while firms with 100 employees and above 
are classified as large firms. This approach is similar 
to the classification employed in the World Bank 
Enterprise Surveys to define firm size. We also control 
for sector fixed effects and regional fixed effects which 
are represented by δs and λr respectively. �

1
 and �

2
 are 

(1)
LogLPisr = �

0
+ �

1
Cyberattackisr + �

2
Mitigation Capabiltiesisr

+ �
3
Cisr + δs + λr + �isr

parameters of interest to be estimated, and �is is the 
error term.

4.1  Endogeneity concerns

We anticipate that unobserved factors can 
simultaneously affect cybersecurity breach and 
labour productivity at the firm level leading to biased 
estimates of our baseline results. Also, there is the 
possibility of reverse causality between cybersecurity 
breach and labour productivity. A possible way out 
could be to use the lagged values of cybersecurity 
breach and other independent variables to address 
reverse causality concerns. However, we are not able 
to follow this procedure given that the data employed 
for this study is cross-sectional. While instrumental 
variable techniques are desirable, finding valid 
instrumental variables for cross-sectional studies 
is a challenge. To address endogeneity concerns, 
however, we adopt a recursive simultaneous equation 
modelling approach similar to the method proposed 
by Green (1998) to account for endogeneity as 
specified in Eqs. 2 and 3.

where �
1
 , �

1
 and �

2
 are parameters of interest to be 

estimated. �isr and eisr are the error terms which are 
assumed to be jointly normally distributed.

(2)
Cyberattackisr = �

0
+ �

1
Mitigation Capabiltiesisr

+ �
2
Cisr + Z + �isr

(3)
LogLPisr = �

0
+ �

1
Cyberattackisr + �

2
Mitigation Capabiltiesisr

+ �
3
Cisr + eisr

Table 2  Descriptive 
statistics of main variables

Variable Obs Mean Std. dev Min Max

Labour productivity (in logs) 2,520 13.950 1.965 7.075 24.823
Virus Attack 3,482 0.294 0.456 0 1
Online crime 3,300 0.262 0.440 0 1
Upskilling 2,315 0.578 0.346 0 1
IT Policy 2,315 0.350 0.282 0 1
Digital infrastructure 2,315 0.044 0.036 0 1
IT security 2,315 0.804 0.206 0 1
Mobile commerce 2,315 0.735 0.325 0 1
E-commerce 2,315 0.373 0.357 0 1
Digital Finance 2,315 0.539 0.289 0 1
SME 3,409 0.852 0.356 0 1
Regional level cyberattacks 3,529 0 0.294 0.0596 0 1
Sector level cyberattacks 3,529 0.294 0.041 0.143 0.533
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We carried out this estimation using Roodman 
(2011) conditional mixed-process (CMP) frame-
work which allows for fitting simultaneous equa-
tion models. In this case, we jointly estimate the 
determinants of cybersecurity breach with a probit 
model (Eq. 2) and the effect of cybersecurity breach 
on labour productivity using OLS (Eq.  3). Equa-
tion 3 is our main equation of interest. To improve 
identification, we perform exclusion restriction 
with vector Z which corresponds to two variables 
measuring exposure to cybersecurity breach. The 
first variable captures the share of firms that experi-
enced cybersecurity breach at the sector level while 
the second variable measures the share of firms that 
experienced cybersecurity breach at the regional 
level. To qualify as a good instrument vector Z 
must satisfy the following conditions: The vector 
Z should have no direct relationship with labour 
productivity (the outcome variable of interest), but 
only affect the outcome variable through its effect 
on cybersecurity breach at the firm level (Angrist 
et  al., 1996). We assume that exposure to cyberse-
curity breach at the sector and regional levels (Z) 
can only affect labour productivity through its effect 
on cybersecurity breach at the firm level. Thus, we 
expect that firms that are in regions and sectors with 
a high prevalence of cybersecurity breach will be 
more susceptible to cyberattacks leading to lower 
productivity. A similar strategy has been used to 
compute instrumental variables in previous studies 
(Acemoglu & Restrepo, 2020; Bloom et al., 2016). 
We exclude sector and regional fixed effects from 
Eqs.  2 and 3 given that our Z variables are meas-
ured at these levels.

Further, in line with our study objective, we allow 
for the interaction between our cybersecurity breach 
variables and risk mitigation variables to capture how 
these interactions affect labour productivity using 
Eq. 4 and 5.

where �
3
 of Eq.  4 is the parameter of interest that 

measures the interaction between cybersecurity 
breach and cyber risk mitigation capabilities at the 
firm level.

(4)
Cyberattackisr = �

0
+ �

1
Mitigation Capabiltiesisr + �

2
Cisr + Z + �isr

(5)

LogLPisr = �
0
+ �

1
Cyberattackisr + �

2
Mitigation Capabiltiesisr

+ �
3
(Cyberattackisr ×Migitation Capabiltiesisr) + �

4
Cisr + eisr

5  Results

5.1  Cybersecurity breach and labour productivity

We present the baseline results in Table  3 followed 
by the results that account for endogeneity. Except for 
Table  3, all other results are estimated using simul-
taneous equation models in line with our estimation 
strategy as discussed in Sect. 4.

In columns (1) to (3) of Table 3 we report the esti-
mated results when we regress labour productivity 
on our first measure of cybersecurity breach which 
equals 1 if a firm has experienced a virus attack. In 
addition to the full sample results in column (1), we 
show the results for SMEs on the one hand, and large 
firms on the other in columns (2) and (3) to under-
stand how results differ by firm size.

The baseline result in column (1) points to a 
negative and statistically significant relationship 
between virus attack and labour productivity. This 
result which is significant at the 1 per cent sig-
nificance level suggests that virus attack reduces 
labour productivity by about 35 per cent.3 In col-
umn (2), we find similar results among the subsam-
ple of SMEs. The results indicate that virus attack 
has a significant negative effect on labour produc-
tivity among SMEs. Thus, firms that experienced 
a virus attack record about 33 per cent decline in 
labour productivity compared with firms without 
a virus attack. Column (3) further shows that this 
effect is equally present among large firms leading 
to about 46 per cent reduction in labour productiv-
ity. SMEs and large firms are negatively affected by 
virus attacks and this effect is higher among large 
firms compared to SMEs. However, comparing 
results between SMEs and large firms needs to be 
treated with caution due to differences in sample 
size between the two sub-samples.

In columns (4) to (6) we re-estimate our results 
but, in this case, we regress labour productivity on 
our second measure of cybersecurity breach that 
equals 1 if a firm experienced any form of online 
crime. Thus, we extend the analysis beyond virus 
attacks to cover other forms of cybersecurity breach 

3 Due to the log transformation of the dependent variable 
(labour productivity), we exponentiate the coefficient of our 
independent variable to compute the percentage of the effect 
size. This applies to all other estimates.
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as indicated in the variable definition section. In line 
with our estimation strategy, we report the results for 
the full sample in column (4). The evidence based on 
the full sample suggests that online crime exposure 
leads to a reduction in labour productivity among 
firms by 27 per cent. The results also show a nega-
tive and significant relationship between online crime 
and labour productivity for SMEs. In particular, we 
find that online crime leads to 26 per cent decline in 
labour productivity for this category of firms. How-
ever, the relationship between online crime and 
labour productivity is not significant for large firms.

Further, we present the results that account for 
endogeneity in Table 4 to check for the robustness of 
our baseline estimations. Panels A and B of Table 4 

present the estimates for the cybersecurity breach and 
labour productivity equations, respectively (Eqs.  2 
and 3). The results in Panel A indicate that our Z 
variables measured at the sector and regional levels 
significantly predict firm-level cybersecurity breach. 
This suggests that location in regions or sectors with 
a high prevalence of cybersecurity breach signifi-
cantly exposes firms to cyberattacks.

Turning to our main equation of interest, Panel B, 
we find that cybersecurity breaches proxied by virus 
attacks and online crime have statistically significant 
negative effects on labour productivity at the firm 
level including SMEs and large firms as shown in 
columns (1) – (6). Overall, the findings suggest that 
cybersecurity breach is counterproductive to firms. 

Table 3  Cybersecurity breach and labour productivity: baseline estimates [Dependent variable: Log of labour productivity]

Robust standard errors in parentheses are clustered at the regional (county) level. *** p < 0.01, ** p < 0.05.

Virus Attack Online Crime

(1) (2) (3) (4) (5) (6)

Full sample SME Large firm Full Sample SME Large firms

Cybersecurity breach (Virus attack) -0.436*** -0.395*** -0.620***
(0.064) (0.085) (0.184)

Cybersecurity breach (Online crime) -0.311*** -0.302*** -0.243
(0.067) (0.072) (0.194)

Upskilling 0.121 -0.040 1.451*** 0.183 -0.010 1.786***
(0.101) (0.159) (0.435) (0.138) (0.217) (0.424)

IT Policy 0.521*** 0.517*** 0.496 0.520*** 0.551*** 0.218
(0.131) (0.152) (0.600) (0.135) (0.164) (0.565)

Digital infrastructure 2.465*** 2.301*** -0.506 2.851*** 2.810*** -1.019
(0.574) (0.606) (6.603) (0.522) (0.547) (7.353)

IT security 0.954*** 0.907*** 1.773** 0.954*** 0.874*** 1.711**
(0.206) (0.240) (0.788) (0.176) (0.215) (0.762)

Mobile commerce 0.053 0.035 0.459 0.002 0.011 0.229
(0.101) (0.098) (0.354) (0.096) (0.110) (0.226)

E-commerce 0.094 0.174 0.036 0.111 0.186 0.058
(0.179) (0.265) (0.241) (0.149) (0.236) (0.301)

Digital finance -0.338 -0.288 -0.684 -0.353 -0.308 -0.728
(0.224) (0.171) (0.582) (0.253) (0.186) (0.668)

SME -0.055 -0.078
(0.128) (0.162)

Constant 14.172*** 13.672*** 11.641*** 14.123*** 13.188*** 11.897***
(0.331) (0.671) (0.927) (0.349) (0.261) (0.837)

Observations 1,712 1,420 292 1,635 1,356 279
R-squared 0.160 0.163 0.337 0.154 0.159 0.351
Sector FE Yes Yes Yes Yes Yes Yes
Location FE Yes Yes Yes Yes Yes Yes
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Table 4  Cybersecurity breach and labour productivity: simultaneous equation estimates [Dependent variable: Log of labour produc-
tivity]

Virus attack Online crime

(1) (2) (3) (4) (5) (6)

Panel A Full sample SMEs Large firms Full Sample SMEs Large firms
Regional level cyberattacks (proportion) 2.513*** 2.886*** 1.605*** 1.561*** 1.466** 1.995***

(0.546) (0.745) (0.533) (0.441) (0.636) (0.558)
Sector level cyberattacks (proportion) 3.270*** 2.636*** 5.598*** 3.749*** 3.441*** 5.577***

(0.693) (0.696) (1.113) (0.919) (1.013) (0.995)
Upskilling 0.010 0.004 0.077 0.117 0.112 0.160

(0.057) (0.062) (0.219) (0.070) (0.086) (0.158)
IT Policy -0.138 -0.185** 0.059 0.125 0.050 0.511**

(0.097) (0.094) (0.264) (0.148) (0.142) (0.214)
Digital infrastructure -0.476 -0.136 -3.097 0.574 0.889 -2.293

(0.544) (0.608) (2.087) (0.948) (0.850) (2.280)
IT security 0.546*** 0.544*** 0.561 0.906*** 0.922*** 1.198***

(0.162) (0.167) (0.382) (0.121) (0.139) (0.284)
Mobile commerce 0.421*** 0.424*** 0.360** 0.151*** 0.154*** 0.225

(0.061) (0.070) (0.177) (0.042) (0.059) (0.154)
E-commerce 0.212*** 0.262*** -0.005 0.305*** 0.289*** 0.392**

(0.048) (0.042) (0.163) (0.052) (0.054) (0.177)
Digital finance 0.238*** 0.235** 0.378 0.288*** 0.295*** 0.270

(0.090) (0.102) (0.199) (0.078) (0.097) (0.149)
SME -0.033 -0.076

(0.063) (0.083)
_cons -3.011*** -2.989*** -3.484*** -3.306*** -3.269*** -4.490***

(0.313) (0.314) (0.578) (0.303) (0.310) (0.706)
Panel B
Dependent variable: Log of labour productivity
Virus attack -2.893*** -2.465*** -3.837***

(0.299) (0.490) (0.442)
Online Crime -2.805*** -2.586*** -3.455***

(0.221) (0.317) (0.460)
Upskilling 0.223** 0.121 0.964** 0.366*** 0.220 1.344***

(0.105) (0.154) (0.384) (0.137) (0.214) (0.399)
IT Policy 0.459*** 0.361** 0.915 0.704*** 0.564*** 1.379**

(0.159) (0.164) (0.664) (0.175) (0.178) (0.571)
Digital infrastructure 3.912*** 3.873*** 4.599 5.161*** 5.186*** 4.033

(1.005) (0.913) (6.107) (1.495) (1.215) (8.670)
IT security 1.393*** 1.309*** 2.712*** 1.558*** 1.501*** 3.097***

(0.311) (0.358) (0.939) (0.174) (0.233) (0.684)
Mobile commerce 0.530*** 0.408*** 1.011** 0.187 0.142 0.425

(0.162) (0.139) (0.402) (0.112) (0.138) (0.484)
E-commerce 0.241 0.329 -0.285 0.313** 0.342 0.222

(0.198) (0.278) (0.175) (0.159) (0.236) (0.420)
Digital finance -0.167 -0.207 -0.123 -0.124 -0.144 -0.142

(0.200) (0.164) (0.633) (0.235) (0.173) (0.785)
SME 0.119 0.033

(0.150) (0.216)
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The evidence shows that cybersecurity breach can lead 
to a reduction in productivity at the firm level. This 
finding is consistent with the literature indicating that 
cybersecurity breach can affect labour productivity by 
disrupting operations or business processes including 
loss of data, revenue, time or damage to software 
(Arcuri et al., 2018; Campbell et al., 2003; Hasan et al., 
2021).

The firm-level cyber risk mitigation capability varia-
bles yield interesting results as indicated in Table 4. Our 
first risk mitigation capability of interest is upskilling 
which captures on-the-job training in information tech-
nology including equipment repair and maintenance, 
software development, development of web portals, and 
electrical infrastructure among others. In columns (1) 
and (4) we find significant positive effects of upskill-
ing on labour productivity for the full sample. We also 
find a significant positive effect between upskilling 
and labour productivity among large firms as indicated 
in columns (3) and (6). However, the results show no 
significant relationship between upskilling and labour 
productivity for the SMEs subsample. This is prob-
ably because large firms are better placed to invest in 
upskilling compared with SMEs. In this case, we expect 
that large firms will benefit more from upskilling than 
SMEs. Our second risk mitigation capability of interest 
is IT policy which measures firms’ readiness in terms of 
information technology policy, information technology 
security policy, and awareness of computer incident 
response team. We expect that firms with good IT poli-
cies will exhibit higher levels of productivity given that 
such firms will be able to adopt appropriate measures to 

maximise the gains from information technology while 
at the same time reducing the potential effect of cyber-
security breaches. The results in Table 4 show a posi-
tive and significant relationship between IT policy and 
labour productivity except in column 3 when we exam-
ine the effect of virus attack on labour productivity for 
large firms. In line with our expectations, the evidence 
implies that IT policy improves labour productivity 
at the firm level. Furthermore, we find a positive and 
significant relationship between our third cyber risk 
mitigation capability, IT security, and labour produc-
tivity for the full sample, SMEs, and large firms. The 
evidence suggests that IT security capability enhances 
labour productivity.

Turning to the control variables, the results show 
a positive and significant relationship between digital 
infrastructure and labour productivity. The results 
are significant for the full sample and SMEs sample 
at 1 per cent significant levels. We expect that digital 
infrastructure will contribute to improvement in labour 
productivity given its potential to enhance efficiency 
and reduce manual completion of tasks which is time-
consuming. We also relate labour productivity with 
mobile commerce, E-commerce, and digital finance. 
We find that mobile commerce does matter for labour 
productivity in columns (1) – (3) and E-commerce 
tends to enhance labour productivity when we 
proxied cybersecurity breach with online crime in our 
model (column 4). However, we find no statistically 
significant relationship between digital finance and 
labour productivity.

The table reports the coefficient estimates using simultaneous equation models. Robust standard errors in parentheses are clustered at 
the regional (county) level
**  p < 0.05, *** p < 0.01

Table 4  (continued)

Virus attack Online crime

(1) (2) (3) (4) (5) (6)

_cons 12.996*** 13.210*** 11.236*** 12.793*** 12.965*** 10.499***

(0.452) (0.384) (0.848) (0.394) (0.308) (0.870)
rho_12 0.677*** 0.589*** 0.828*** 0.680*** 0.628*** 0.814***

(0.050) (0.090) (0.036) (0.035) (0.047) (0.041)
Wald χ2 4421.94 1025.70 1576.17 11230.54 2669.74 940.16
Probability ˃ χ2 0.000 0.000 0.000 0.000 0.000 0.000
No. of observations 2308 1912 396 2208 1829 379
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5.2  Cyber risk mitigation capabilities, cybersecurity 
breach, and labour productivity

Table 5 reports the estimates for the interaction between 
cybersecurity breach and risk mitigation capabilities 
using the full sample. We estimate the results using 
Eqs.  4 and 5 but to save space we only report the 
equation of interest that captures the interactions 
(Eq.  5). Column (1) provides the estimates for the 
interaction between our first measure of cybersecurity 
breach, virus attack, and upskilling. The coefficient 
associated with the interaction term is positive and 
statistically significant at the 1 per cent significance 
level. This evidence implies that upskilling can enable 

firms to mitigate the negative effect of cybersecurity 
breach on labour productivity. We also report the results 
of the interaction between IT policy and virus attack 
in column 2. As evident in Table  5, the coefficient 
associated with the interaction term is not statistically 
significant. The evidence suggests that IT policy is not 
enough to offset the negative effect of cybersecurity 
breach at the firm level. Similarly, in column (3) we find 
no significant interaction effect for virus attack and IT 
security. In columns (4)—(6), we report the results for 
the interaction analyses where the independent variable 
is online crime, our second measure of a cybersecurity 
breach. Following the same estimation procedure, 
we find that the interaction between online crime and 

Table 5  Cybersecurity 
breach and risk mitigation 
capability interaction 
(Full Sample) [Dependent 
variable: Log of labour 
productivity]

The table reports the coefficient estimates using simultaneous equation models but only 
the equation of interest is reported. Robust standard errors in parentheses are clustered at the 
regional (county) level. The estimation includes all controls as in the baseline
**  p < 0.05, *** p < 0.01

Virus attack Online crime

(1) (2) (3) (4) (5) (6)

Virus attack -3.199*** -2.819*** -3.048***

(0.281) (0.375) (0.319)
Online crime -3.133*** -2.901*** -2.869***

(0.181) (0.143) (0.232)
Upskilling 0.050 0.226** 0.222** 0.221 0.364*** 0.365***

(0.120) (0.106) (0.104) (0.148) (0.136) (0.137)
IT Policy 0.447*** 0.534*** 0.458*** 0.694*** 0.622** 0.703***

(0.156) (0.158) (0.158) (0.174) (0.255) (0.176)
IT security 1.423*** 1.382*** 1.352*** 1.598*** 1.569*** 1.548***

(0.312) (0.316) (0.389) (0.165) (0.166) (0.208)
Virus attack X Upskilling 0.495***

(0.151)
Virus attack X IT Policy -0.215

(0.282)
Virus attack X IT security 0.187

(0.406)
Online crime X Upskilling 0.500***

(0.171)
Online crime X IT Policy 0.253

(0.367)
Online crime X IT security 0.075

(0.393)
_cons 13.080*** 12.977*** 13.030*** 12.844*** 12.803*** 12.801***

(0.467) (0.444) (0.509) (0.399) (0.403) (0.414)
rho_12 0.681*** 0.824*** 0.678*** 0.685*** 0.681*** 0.680***

(0.049) (0.093) (0.050) (0.031) (0.034) (0.034)
Wald χ2 5421.32 4614.74 4474.26 10,888.70 11,381.92 13,634.71
Probability ˃ χ2 0.000 0.000 0.000 0.000 0.000 0.000
No. of observations 2308 2308 2308 2208 2208 2208
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upskilling is positive and statistically significant at the 
1 per cent significance level. We find no significant 
interaction effect between online crime and other cyber 
risk mitigation capability measures.

5.3  Cyber risk mitigation capabilities, cybersecurity 
breach, and labour productivity (SMEs vs large 
firms)

We further explore the interaction between digital 
capabilities and cybersecurity breach among SMEs and 
large firms. Table 6 presents the results of the interplay 

between cybersecurity breach and digital capability 
variables in relation to labour productivity for SMEs. 
The estimates for the virus attack variable are reported 
in columns (1) to (3), whereas the results for the online 
crime variable are presented in columns (4) to (6). The 
results in column (1) indicate a positive and significant 
interaction effect between virus attack and upskilling. 
The evidence implies that upskilling among SMEs 
has the potential to offset the negative effect of virus 
attacks on labour productivity. We find no significant 
interaction effect between virus attack and IT policy on 
the one hand, and IT security on the other hand. We find 

Table 6  Cybersecurity 
breach and risk mitigation 
capability interaction 
(SMEs) [Dependent 
variable: Log of labour 
productivity]

The table reports the coefficient estimates using simultaneous equation models but only the 
equation of interest is reported. Robust standard errors in parentheses are clustered at the regional 
(county) level. The estimation includes all controls as in the baseline
**  p < 0.05, *** p < 0.01

Virus attack Online crime

(1) (2) (3) (4) (5) (6)

Virus attack -2.912*** -2.429*** -2.518***

(0.470) (0.516) (0.376)
Online crime -2.989*** -2.658*** -2.565***

(0.315) (0.231) (0.319)
Upskilling -0.131 0.123 0.121 0.048 0.219 0.221

(0.173) (0.155) (0.153) (0.241) (0.213) (0.214)
IT Policy 0.348** 0.403*** 0.361** 0.556*** 0.494 0.564***

(0.160) (0.124) (0.164) (0.178) (0.256) (0.180)
IT security 1.360*** 1.304*** 1.295*** 1.550*** 1.509*** 1.505***

(0.358) (0.358) (0.468) (0.226) (0.221) (0.279)
Virus attack X Upskilling 0.736***

(0.196)
Virus attack X IT Policy -0.129

(0.313)
Virus attack X IT security 0.065

(0.563)
Online crime X Upskilling 0.623***

(0.192)
Online crime X IT Policy 0.228

(0.438)
Online crime X IT security -0.024

(0.506)
_cons 13.322*** 13.200*** 13.222*** 13.026*** 12.979*** 12.962***

(0.388) (0.387) (0.474) (0.306) (0.325) (0.343)
rho_12 0.599*** 0.590*** 0.590*** 0.638*** 0.629*** 0.628***

(0.084) (0.090) (0.089) (0.042) (0.047) (0.046)
Wald χ2 1123.02 1017.88 1068.02 2621.09 2715.58 3183.10
Probability ˃ χ2 0.000 0.000 0.000 0.000 0.000 0.000
No. of observations 1912 1912 1912 1829 1829 1829
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a similar effect in column (4). Thus, we find that, for 
the SME sample, the interaction term associated with 
online crime and upskilling is negative and statistically 
significant at the 1 per cent significance level.

Table  7 reports the results when we estimate the 
interaction between cyber risk mitigation capabilities 
and cybersecurity breach for large firms. For the 
large firm subsample, we find that the coefficient 
associated with the interaction between virus attack 
and upskilling is negative and statistically significant. 
However, we find no significant interaction effect 
between online crime and other measures of cyber risk 

mitigation capabilities. We interpret the results of the 
large firms with caution due to the small sample size.

To further test for the robustness of our results, 
we estimate all interactions together and the results 
are presented in Table  8. We find that the effects 
of the interaction between cybersecurity breach 
variables and upskilling remain robust for the full 
and SME samples as shown in columns (1)-(6) 
while IT security capability tends to matter for large 
firms (column 3). Overall, the evidence suggests that 
upskilling can help firms mitigate the negative effect 
of cybersecurity breach on labour productivity.

Table 7  Cybersecurity 
breach and risk mitigation 
capability interaction (large 
firms) [Dependent variable: 
Log of labour productivity]

 The table reports the coefficient estimates using simultaneous equation models but only the 
equation of interest is reported. Robust standard errors in parentheses are clustered at the regional 
(county) level. The estimation includes all controls as in the  baseline** p < 0.05, *** p < 0.01

Virus attack Online crime

(1) (2) (3) (4) (5) (6)

Virus attack -2.910*** -3.481*** -5.986***

(0.750) (0.405) (0.975)
Online crime -2.760*** -3.252*** -2.768**

(0.940) (0.953) (1.357)
Upskilling 1.507*** 0.983*** 0.916** 1.691*** 1.351*** 1.342***

(0.471) (0.380) (0.391) (0.545) (0.405) (0.395)
IT Policy 0.959 1.169 0.838 1.380** 1.502*** 1.395**

(0.684) (0.699) (0.688) (0.578) (0.430) (0.574)
IT security 2.874*** 2.766*** 2.105** 3.086*** 3.107*** 3.243***

(0.932) (0.928) (1.052) (0.684) (0.674) (0.741)
Virus attack X Upskilling -1.295**

(0.625)
Virus attack X IT Policy -0.639

(0.400)
Virus attack X IT security 2.356

(1.322)
Online crime X Upskilling -0.924

(0.788)
Online crime X IT Policy -0.348

(0.981)
Online crime X IT security -0.756

(1.357)
_cons 10.674*** 11.012*** 11.836*** 10.224*** 10.425*** 10.357***

(0.874) (0.805) (0.787) (0.906) (1.013) (1.022)
rho_12 0.829*** 0.824*** 0.834*** 0.811*** 0.811*** 0.813***

(0.035) (0.037) (0.034) (0.041) (0.045) (0.042)
Wald χ2 3836.66 1627.78 1673.05 2983.51 1411.34 1434.78
Probability ˃ χ2 0.000 0.000 0.000 0.000 0.000 0.000
No. of observations 396 396 396 379 379 379
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6  Discussion and conclusion

In this study, we are interested in the effect of cyber-
security breach on labour productivity and how this 
effect is moderated by cyber risk mitigation capa-
bilities at the firm level. We find that cybersecurity 
breach reduces labour productivity at the firm level. 
The evidence demonstrates that firms’ exposure to 
cybersecurity breach or cyberattack is counterpro-
ductive. This finding is consistent with the growing 

body of literature on cybersecurity breach and firm 
performance (Kamiya et al., 2021; Makridis & Dean, 
2018; Tripathi & Mukhopadhyay, 2020). This evi-
dence shows the negative consequences of digital 
technologies which have received limited attention 
in the literature. The findings imply that without the 
appropriate measures, cybersecurity breach can erode 
the growth potential of firms through a reduction in 
labour productivity.

Table 8  Cybersecurity breach and risk mitigation capabilities (estimating all interactions together) [Dependent variable: Log of 
labour productivity]

The table reports the coefficient estimates using simultaneous equation models but only the equation of interest is reported. Robust 
standard errors in parentheses are clustered at the regional (county) level. The estimation includes all controls as in the baseline
**  p < 0.05, *** p < 0.01

Virus attack Online crime

Full sample SMEs Large firms Full Sample SMEs Large firms

(1) (2) (3) (4) (5) (6)

Virus attack -3.146*** -2.669*** -5.339***

(0.311) (0.363) (1.107)
Online crime -2.963*** -2.705*** -2.122

(0.241) (0.350) (1.568)
Upskilling 0.020 -0.161 1.449*** 0.220 0.041 1.686***

(0.127) (0.190) (0.505) (0.165) (0.259) (0.501)
IT Policy 0.599*** 0.466*** 1.043 0.657** 0.530** 1.400***

(0.170) (0.134) (0.763) (0.258) (0.256) (0.458)
IT security 1.398*** 1.407*** 2.165** 1.638*** 1.608*** 3.221***

(0.414) (0.490) (1.003) (0.189) (0.267) (0.729)
Virus attack X Upskilling 0.592*** 0.840*** -1.265

(0.195) (0.237) (0.703)
Virus attack X IT Policy -0.439 -0.361 -0.451

(0.353) (0.332) (0.606)
Virus attack X IT security 0.047 -0.253 2.900**

(0.474) (0.638) (1.298)
Online crime X Upskilling 0.500*** 0.651*** -0.915

(0.193) (0.226) (0.671)
Online crime X IT Policy 0.128 0.104 -0.014

(0.378) (0.433) (0.857)
Online crime X IT security -0.253 -0.394 -0.700

(0.349) (0.493) (1.270)
_cons 13.065*** 13.262*** 11.266*** 12.820*** 12.988*** 10.092***

(0.517) (0.472) (0.761) (0.409) (0.342) (1.085)
rho_12 0.681*** 0.602*** 0.836*** 0.685*** 0.636*** 0.810***

(0.048) (0.083) (0.031) (0.031) (0.043) (0.045)
Wald χ2 5379.44 1231.42 6307.28 14,381.48 3315.90 3173.67
Probability ˃ χ2 0.000 0.000 0.000 0.000 0.000 0.000
No. of observations 2308 1912 396 2208 1829 379
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We find evidence that upskilling initiatives in firms 
significantly mitigate the effect of cyberattacks on labour 
productivity. This means that (re)training employees helps 
to improve performance in the changing and risky digi-
tal business environment. Our result agrees with Hasan 
et  al.’s (2021) findings that IT infrastructure and skills 
improve firms’ readiness for cybersecurity challenges. 
Such IT capabilities are reflected in the attraction of IT 
professionals and competence building to prepare firms 
for business operations and superior performance in the 
digital economy. Cybersecurity entails capabilities to 
manage passwords, use email and the Internet, as well as 
the ability to handle sensitive data and devices (Alqahtani, 
2017), which require training to build employees’ confi-
dence in the use of IT resources, particularly with respect 
to cybersecurity (Siponen et al., 2014).

We show that while IT Policy and IT Security 
capabilities improve labour productivity, these 
measures are not sufficient to offset the negative effect 
of cybersecurity breach on labour productivity. Thus, 
our results do not support that technical IT security 
programmes, such as anti-malware software, intrusion 
detection and firewall solutions, significantly offset the 
effect of cyberattacks on labour productivity. While 
this does not mean that technical security capabilities 
are unimportant, it does point to the potential role of 
individual behaviour in the effectiveness of cybersecurity 
programmes, including the implementation of (non-
technical) IT security policy which we have also found to 
have no significant mitigating effect on labour productivity 
loss. Alraja et  al. (2023) point to the importance of 
employer behaviour in the effectiveness of IT security 
policy in firms. Employees are more likely to support a 
thorough implementation of IT security policy initiatives 
in firms when they are aware of the consequences of 
data misuse and attacks. Having technical and policy 
frameworks on cybersecurity in place can be ineffective 
if clear mechanisms, including sanctions and rewards, for 
not following through with guidelines are not enforced 
(D’Arcy et  al., 2009; Siponen et  al., 2014; Vance et  al., 
2013, 2020), as well as taking into account individual 
motivation and peer effect among employees (Li et  al., 
2019). Poor coordination between IT teams, on the one 
hand, and between IT teams and other authorised users, on 
the other hand, can contribute to ineffective cyber security 
policies (Alqahtani, 2017). We recognise that behavioural 
aspects can play a significant role in explaining the 
ineffectiveness of technical and policy support for IT 
security in firms.

The interactions between internal (firm) IT secu-
rity policy and the external (region and/or country) 
regulatory environment matter. This resonates with the 
view that the extent to which the government supports 
businesses by entrenching and promoting deterrence, 
standard setting, detection, incident management and 
remediation contributes to the effectiveness of cyberse-
curity programmes in firms (Renaud et al., 2018). While 
Kenya has cybersecurity policies in place, poor coordi-
nation and the low level of public awareness mean that 
vulnerability to cybersecurity risks remains high (The 
Government of Kenya, 2022). IT security policies in 
firms are more likely to be ineffective if there is poor 
coordination of actors and weak enforcement of regula-
tory requirements targeted at entities that are expected to 
be custodians of data and related IT infrastructure.

Overall, our findings support upskilling as an effec-
tive cyber risk mitigation measure against cyberattacks 
at the firm level. This implies that firms should make 
training and retraining of employees an essential com-
ponent of their overarching IT governance strategy.

Our study is not without limitations. While we high-
light the moderating role of cyber risk mitigation capa-
bilities of firms in the relationship between cybersecu-
rity breach and labour productivity, we acknowledge 
that our risk mitigation capabilities are not exhaustive. 
For example, our study does not cover other firm-level 
capabilities such as managerial capability due to data 
limitations. However, future research may explore 
how other firm-level capabilities and practices, includ-
ing individual and peer behaviour, can moderate the 
effect of cyberattacks on firm performance. This will 
require sourcing more data on variables that capture 
diverse firm-level capabilities and practices relevant to 
cybersecurity risk mitigation. We also see an oppor-
tunity for further research on the role of upskilling in 
the cybersecurity programmes of SMEs. This paper 
provides evidence that upskilling is a critical factor that 
helps SMEs offset the effect of cyberattacks on labour 
productivity in Kenya. This is unique in the sense that 
sophisticated digital skills in SMEs are often viewed 
as a constraining factor both as part of cybersecurity 
capabilities and as a driver of firm productivity. It 
holds promise for exploring further research questions 
around what drives SMEs to upskill and how this pro-
cess is conducted, including how they channel meagre 
resources and organise for upskilling as part of cyber-
security programmes in an institutionally constrained 
environment.
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Table 9  Definition of variables used in the analysis

Variable Definition

Labour productivity (in logs) Turnover per worker in logs
Virus Attack 1 if the firm experienced an attack by a virus or similar
Online crime 1 if the firm experienced online crime
Upskilling An index measuring upskilling at the firm level (scale of 0–1)
IT Policy An index measuring IT policy at the firm level (scale of 0–1)
Digital infrastructure An index measuring digital infrastructure at the firm level (scale of 0–1)
IT security An index measuring IT security at the firm level (scale of 0–1)
Mobile commerce An index measuring mobile commerce at the firm level (scale of 0–1)
Ecommerce An index measuring Ecommerce at the firm level (scale of 0–1)
Digital Finance An index measuring digital finance at the firm level (scale of 0–1)
SME 1 if the firms is a small and medium-sized enterprise
Regional level cyberattacks Share of firms in region that experienced cybersecurity breach
Sector level cyberattacks Share of firms in a sector that experienced cybersecurity breach

Table 10  Definition of variables used for the Principal Component Analysis

Variables Definition

Mobile money 1 if the firm use mobile money platforms before the survey
Mobile banking 1 if the firm used mobile banking before the survey
Computer penetration Proportion of employees who use computers
Internet penetration Proportion of employees who use the Internet
Technical support for equipment repair and maintenance 1 if the firm received training for equipment repair and maintenance before the 

survey
Technical support for Internal system 1 if the firm received training in internal system of the government organiza-

tion before the survey
Technical support for software development 1 if the firm received training in software development before the survey
Technical support for the development of web portals 1 if the firm received training in the development of web portals and other 

information services on the Internet before the survey
Technical support for electrical infrastructure or networks 1 if the firm received training in electrical infrastructure or networks before 

the survey
Risk detection 1 if the firm has Antivirus, Antispyware, Firewall, Spam filter, and Intrusion 

detection system in place
Authentication and safety 1 if the firm has authentication software or hardware, computer password and 

Secured communication system
Data backup 1 if the firm has a regular back of data
Place orders online 1 if the firm placed orders online
Receive orders online I if the firm received orders online
Receive orders via mobile phones I if the firm received orders via mobile phones
Place orders via mobile phones I if the firm placed orders via mobile phones
IT Policy 1 if the firm has an IT policy in place
IT security policy 1 if the firm has an IT security policy in place
Aware of CIRT 1 if the firm is aware of the National Kenya Computer Incident Response 

Team

The year before the survey is 2015

Appendix
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