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A B S T R A C T

The spectra from singly ionized argon Ar II has significant diagnostic capability in the characterization and
modelling of both magnetically-confined fusion and astrophysical plasmas. The literature has several pre-
existing data sets for Ar+ but this paper presents the results from 3 new atomic structure and electron-impact
scattering models in order to better constrain the differences in atomic data and how they impact well-
known plasma diagnostics. Several independent atomic structure methodologies are employed to calculate
the energy levels and transition probabilities for each model. The first approach employs a relativistic Dirac–
Coulomb Hamiltonian model, the second approach uses a semi-relativistic Breit–Pauli Hamiltonian with
the mass-velocity, Darwin and spin–orbit corrections, and in a third case an ICFT approach. Three atomic
structure models provide a foundation for Dirac R-matrix, a semi-relativistic ICFT (Intermediate Coupling
Frame Transformation) and a Breit–Pauli R-Matrix with Pseudostates (BPRMPS) calculation. Synthetic spectra
utilizing these three data sets are compared against measurements taken at the Compact Toroidal Hybrid (CTH)
stellarator, and the total radiative power loss is also benchmarked against previous calculations.
1. Introduction

The near-neutral ion stages of argon have many uses within the as-
trophysical and magnetically-confined fusion communities, from their
fundamental properties quantifying the impact of magnetic fields in
spectral broadening in B-Type Subdwarfs [1], the determination of
density and temperature diagnostics ([2], to the moderation of plasma
disruption by argon injection [3–5]). Many numerical plasma simu-
lations are underpinned by the accuracy of the atomic structure and
collisional calculations that form such models. The lack of compre-
hensive data sets for both radiative and all the collisional processes
(excitation/ionization/recombination) for some elements with Z < Fe
degrades the interpretation from these simulations. This paper shall
focus on the atomic structure and collisional target of singly ionized
Argon (Ar ii) and the subsequent electron-impact excitation using both
semi-relativistic and fully relativistic R-matrix methods.

From an astrophysical perspective Ar ii lines in astrophysical plas-
mas were used in non-LTE modelling schemes to probe both B-type stars
([6–8] and B-type subdwarfs [1,9]), as well as extreme type helium
stars [10]. Ar ii was also recently observed in JWST spectra of the
type 1a supernova SN2022pul [11] with the forbidden line among the
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ground state fine-structure levels, 3s23p5 2Po
3∕2 - 3s23p5 2Po

1∕2 at 6.98 μm,
dominating the spectrum. Additionally, singly ionized argon spectral
lines have been used to constrain the elemental abundances of argon
in planetary nebulae [12] and are employed within the XSTAR spectral
modelling code [13].

From a magnetically-confined fusion perspective, argon has been
employed in a wide variety of laboratory-based devices, i.e. DC mag-
netron [14], microwave driven plasmas [15], massive gas injections
[16–18], argon shatter pellet injections [3–5] and as impurity seeding
within scrape-off layer regions of fusion tokamaks [19,20]. The deliber-
ate injection of impurities (Ne and Ar) into large scale tokamak devices
such as ITER [21] and the proposed experimental reactor DEMO [22],
mitigates plasma disruption and extends the lifetime of such devices.
The main focus of the work here is to consider the modelling of Ar ii
at temperatures of 2–30 eV and at electron densities in the region of
1 × 1014 cm−3.

Despite this widespread applicability of Ar ii atomic data in the
areas of laboratory, astrophysical and fusion plasmas, there remains
a lack of availability of relevant data in current atomic databases
such as OPEN-ADAS [23] and CHIANTI [24,25]. There has been some
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work addressing the computation of energy levels, lifetimes and tran-
sition probabilities, however each of those publications have certain
limitations. For example, the work of Hibbert [26] implemented a sub-
stantial and systematic configuration interaction approach to compute
the transition rates for a small subset of 4p-4d transitions in Ar ii. In
addition, Afaneh et al. [27] performed relativistic configuration inter-
action calculations for a small selection of multipole transition rates
and spectra for Ar ii. A meaningful collisional radiative model requires
a significantly more complete atomic dataset for parameters such as
energy levels and A-values to ensure coverage of the wavelength range
of interest. The situation relating to the availability of collisional atomic
data for non-LTE modelling is similar. At the present time the only
published fine-structure resolved electron impact excitation calcula-
tions have been undertaken by Dipti and Srivastava [28] and Kwon
and Cho [29]. Both of these works utilize the fully relativistic distorted
wave (DW) approximation to compute excitation cross sections and
rate coefficients for transitions in Ar ii. These DW calculations do not
include coupling among the channels and do not include the Rydberg
resonances that converge onto the target state thresholds in the low to
intermediate energy regions. In these regions more sophisticated close-
coupling methods such as the 𝑅-matrix method are generally required
and to date only two calculations are listed in the literature [30,31].
Unfortunately both studies were performed in LS coupling only and
hence no fine-structure resolved collision cross sections or excitation
rates were computed.

The remainder of the paper is structured as follows. In Section 2 the
atomic structure models used in the Ar ii evaluations are discussed and
he differing methods adopted are summarized. The radiative atomic
ata for the energy levels of the target states included as well as the A-
alues for transitions among these levels are compared and contrasted
ith known values. In Section 3 the results from the electron-impact
xcitation scattering calculations are presented. The cross sections and
xcitation rates for several important transitions are discussed in detail
nd an in depth comparison of models and methods adopted are
utlined. In Section 4 the atomic data is included in a full non-LTE
ollisional radiative model. Level populations are investigated and
ome possible temperature and density diagnostic lines are identified. A
ynthetic spectra from the modelling is compared with the experimental
bservations from the Compact Toroidal Hybrid (CTH) tokamak in
uburn University and excellent agreement is found for several lines.
inally in Section 5 a summary is made and some conclusions drawn.

. Atomic structure — methodology and models

The determination of quantities such as energy levels, radiative
ransition rates and level populations (not in LTE) requires a detailed
escription of the atomic system under consideration. In this paper,
series of Ar ii models are generated using two separate structure

ackages, the fully relativistic code grasp0 (General Relativistic Atomic
tructure Package) and the semi-relativistic code autostructure. Below
s a brief summary of the theory underpinning both methods.

The fully relativistic package grasp0 published by Dyall et al. [32] is
ased upon the Multi-Configuration Dirac–Fock (MCDF) and the Multi-
onfiguration Breit–Pauli (MCBP) codes developed by Grant et al. [33]
nd McKenzie et al. [34]. The code solves the Time Independent Dirac
quation (TIDE),

𝐷𝜙 = 𝐸𝜙 (1)

here 𝜙 is the Dirac wavefunction, and 𝐸 corresponds to the energy
igenvalues of the Dirac–Coulomb Hamiltonian which is defined (in
tomic units) as weights proportional to (2J + 1), as

𝐷 =
𝑁
∑

𝑖=1

(

𝑐𝜶 ⋅ 𝒑𝑖 + (𝛽 − 𝐈4)𝑐2 −
𝑍
𝑟𝑖

)

+
𝑁
∑

𝑖>𝑗=1

1
𝑟𝑖𝑗
. (2)

In Eq. (2) 𝜶 and 𝛽 are related to the set of Pauli spin matrices,
is the 4 × 4 identity matrix, 𝑍 is the atomic number, 𝑐 is the
2

4

speed of light, 𝒑 is the momentum operator defined as 𝒑 = −𝑖ℏ∇, 𝑟𝑖
denotes the position of electron 𝑖 and 𝑟𝑖𝑗 = ∣ 𝑟𝑖 − 𝑟𝑗 ∣ is the inter-
electronic distance. Ultimately, grasp0 determines an optimized set of
atomic orbitals by variationally determining the minimum energy of
this Hamiltonian making use of the extended average level (EAL) model
within the code.

The autostructure package, is a major revision of its predecessor
superstructure developed originally by Eissner [35] and substantially
modified by Badnell [36] and Badnell [37]. Instead of the Dirac–
Coulomb Hamiltonian, it adopts the semi-relativistic N-electron Breit–
Pauli Hamiltonian given by

𝐻𝐵𝑃 = 𝐻𝑁𝑅 +𝐻𝑅𝐶 (3)

where 𝐻𝑁𝑅 contains the non-relativistic operators

𝐻𝑁𝑅 =
𝑁
∑

𝑖=1

(

− 1
2∇

2
𝑖 −

𝑍
𝑟𝑖

)

+
𝑁
∑

𝑖>𝑗=1

1
𝑟𝑖𝑗

(4)

and 𝐻𝑅𝐶 contains the first order relativistic correction operators:

𝐻𝑅𝐶 = 𝛼2𝑍
2

𝑁
∑

𝑖=1

𝑙𝑖 ⋅ 𝑠𝑖
𝑟3𝑖

− 𝛼2

8

𝑁
∑

𝑖=1
∇4
𝑖 −

𝛼2𝑍
8

𝑁
∑

𝑖=1
∇2
𝑖

(

1
𝑟𝑖

)

(5)

The autostructure code generates a set of orbital parameters using
a Thomas–Fermi–Dirac–Amaldi model potential for each 𝑛𝑙. These po-
tentials contain scaling parameters 𝜆𝑛𝑙 for each 𝑛𝑙 orbital which are
independently determined to minimize the difference from NIST [38]
Energy values.

2.1. The models

The first Ar ii model (Model 1) is a fully relativistic grasp0 structure
created from ten orbitals up to and including 𝑛 = 4 (1s, 2s, 2p, 3s, 3p,
3d, 4s, 4p, 4d, 4f). A total of 31 non-relativistic configurations, listed
in Table 1, were included in the wavefunction expansion giving rise
to 1806 individual fine-structure levels. Configurations including single
and double promotions from both the 3𝑠 and 3𝑝 orbitals were included
to provide additional configuration interaction to improve the energy
levels. The target state energies for the first 40 levels are presented in
Table 5 under the heading Model 1 and compared with the available
values from the NIST database [38].

Model 2 comprises of a autostructure Ar II model that includes
fifteen orbitals up to 𝑛 = 5, (1s, 2s, 2p, 3s, 3p, 3d, 4s, 4p, 4d, 5s,
5p, 5d, 5f, 5g). A total of 22 configurations were included in the
representation of the target wavefunction and are listed in Table 2 in
the first three columns alongside the 𝜆𝑛𝑙 scaling parameters used for
the bound orbitals in columns four and five. The level energies for the
lowest 40 states are presented in Table 5 under the heading Model 2.

For the Ar ii Model 3, autostructure is again employed but within
a BP R-matrix with Pseudostates (RMPS) approximation [40,41]. The
configurations given in Table 3 include associated Laguerre orbitals
that were used to model the effect of high Rydberg and continuum
states (up to 𝑛̄ = 12, 𝑙 = 0 − 6), which also improves the overall atomic
structure. This Model 3 incorporated the 60 configurations listed in

Table 1
The configurations included in the wavefunction expansion for the grasp0 Model 1.

Model 1 grasp0

3𝑠23𝑝5 3𝑠23𝑝23𝑑3 3𝑠3𝑝54𝑝 3𝑠3𝑝44𝑑2 3𝑝64𝑓

3𝑠23𝑝43𝑑 3𝑠23𝑝34𝑠2 3𝑠3𝑝54𝑑 3𝑠3𝑝44𝑓 2 3𝑝53𝑑2

3𝑠23𝑝44𝑠 3𝑠23𝑝34𝑑2 3𝑠3𝑝54𝑓 3𝑝63𝑑 3𝑝54𝑠2

3𝑠23𝑝44𝑝 3𝑠3𝑝6 3𝑠3𝑝43𝑑2 3𝑝64𝑠 3𝑝54𝑝2

3𝑠23𝑝44𝑑 3𝑠3𝑝53𝑑 3𝑠3𝑝44𝑠2 3𝑝64𝑝 3𝑝54𝑑2

3𝑠23𝑝44𝑓 3𝑠3𝑝54𝑠 3𝑠3𝑝44𝑝2 3𝑝64𝑑 3𝑝24𝑓 2

3𝑠23𝑝33𝑑2
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Table 2
The configurations included in the wavefunction expansion and the 𝜆𝑛𝑙 scaling
parameters for the autostructure Model 2.

Model 2 autostructure

3𝑠23𝑝5 3𝑠23𝑝45𝑝 3𝑠3𝑝54𝑝 1𝑠 = 1.1000 4𝑝 = 1.0936

3𝑠23𝑝43𝑑 3𝑠23𝑝45𝑑 3𝑠3𝑝54𝑑 2𝑠 = 1.1000 4𝑑 = 1.1138

3𝑠23𝑝44𝑠 3𝑠23𝑝45𝑓 3𝑠3𝑝54𝑓 2𝑝 = 1.1000 4𝑓 = 1.1861

3𝑠23𝑝44𝑝 3𝑠23𝑝45𝑔 3𝑠3𝑝55𝑠 3𝑠 = 1.0967 5𝑠 = 1.1164

3𝑠23𝑝44𝑑 3𝑠3𝑝6 3𝑠3𝑝55𝑝 3𝑝 = 1.1076 5𝑝 = 1.0942

3𝑠23𝑝44𝑓 3𝑠3𝑝53𝑑 3𝑠3𝑝55𝑑 3𝑑 = 1.1206 5𝑑 = 1.1166

3𝑠23𝑝45𝑠 3𝑠3𝑝54𝑠 3𝑠3𝑝55𝑓 4𝑠 = 1.1159 5𝑓 = 1.1897

3𝑠3𝑝55𝑔 5𝑔 = 1.1891

Table 3
The configurations included in the wavefunction expansion for the autostructure Model
.
Model 3 autostructure

3𝑠23𝑝5 3𝑠23𝑝46𝑝 3𝑠23𝑝48𝑠 3𝑠23𝑝49ℎ 3𝑠23𝑝411𝑓

3𝑠23𝑝43𝑑 3𝑠23𝑝46𝑑 3𝑠23𝑝48𝑝 3𝑠23𝑝49𝑖 3𝑠23𝑝411𝑔

3𝑠23𝑝44𝑠 3𝑠23𝑝46𝑓 3𝑠23𝑝48𝑑 3𝑠23𝑝410𝑠 3𝑠23𝑝411ℎ

3𝑠23𝑝44𝑝 3𝑠23𝑝46𝑔 3𝑠23𝑝48𝑓 3𝑠23𝑝410𝑝 3𝑠23𝑝411𝑖

3𝑠23𝑝44𝑑 3𝑠23𝑝46ℎ 3𝑠23𝑝48𝑔 3𝑠23𝑝410𝑑 3𝑠23𝑝412𝑠

3𝑠23𝑝44𝑓 3𝑠23𝑝47𝑠 3𝑠23𝑝48ℎ 3𝑠23𝑝410𝑓 3𝑠23𝑝412𝑝

3𝑠23𝑝45𝑠 3𝑠23𝑝47𝑝 3𝑠23𝑝48𝑖 3𝑠23𝑝410𝑔 3𝑠23𝑝412𝑑

3𝑠23𝑝45𝑝 3𝑠23𝑝47𝑑 3𝑠23𝑝49𝑠 3𝑠23𝑝410ℎ 3𝑠23𝑝412𝑓

3𝑠23𝑝45𝑑 3𝑠23𝑝47𝑓 3𝑠23𝑝49𝑝 3𝑠23𝑝410𝑖 3𝑠23𝑝412𝑔

3𝑠23𝑝45𝑓 3𝑠23𝑝47𝑔 3𝑠23𝑝49𝑑 3𝑠23𝑝411𝑠 3𝑠23𝑝412ℎ

3𝑠23𝑝45𝑔 3𝑠23𝑝47ℎ 3𝑠23𝑝49𝑓 3𝑠23𝑝411𝑝 3𝑠23𝑝412𝑖

3𝑠23𝑝46𝑠 3𝑠23𝑝47𝑖 3𝑠23𝑝49𝑔 3𝑠23𝑝411𝑑 3𝑠3𝑝6

Table 4
The 𝜆𝑛𝑙 scaling parameters used in the autostructure Model 3. Note 5𝑔+ refers to the

parameter used for all of the pseudostate orbitals.
Model 3 autostructure 𝜆𝑛𝑙
1𝑠 = 0.8195 3𝑑 = 0.8202 5𝑠 = 1.2000
2𝑠 = 0.9406 4𝑠 = 1.0674 5𝑝 = 0.9422
2𝑝 = 1.0640 4𝑝 = 0.9600 5𝑑 = 1.1892
3𝑠 = 1.1223 4𝑑 = 1.1611 5𝑓 = 1.1992
3𝑝 = 1.1000 4𝑓 = 0.8755 5𝑔+ = −1.1575

Table 3. The corresponding 𝜆𝑛𝑙 scaling parameters used on the bound
rbitals are presented separately in Table 4 and the level energies
or the first 40 levels are presented in Table 5. Adopting extensive
onfiguration Interaction (CI) expansions such as those described in
odels 1, 2 and 3 does not necessarily ensure convergence in the

orresponding representation of the target.
By employing different independent atomic structure codes with

ifferent relativistic/non-relativistic approximations we can assess the
ariation in the resulting energy levels and Einstein A-values as a
uantifiable metric of the quality of the models in question, through
alidation against experimental measurements. Initially, we investigate
he energy level separations of the target levels incorporated in the
odels and subsequently compute the transition rates or Einstein A-

alues for transitions among these levels. In each of these calculations
are was taken to include the configurations listed in the NIST database
38], in the cases where we include only up to 𝑛 = 4 (Model 1),
he model includes all configurations up to 𝑛 = 4 from NIST. The

configuration set in each case was then expanded in order to converge
towards a best structure for each model.

In Table 5 we present the configuration, term, levels and ab initio
energy in Rydbergs relative to the 3s23p5 2Po

3∕2 ground state of Ar ii,
for the lowest 40 levels in all three Models 1, 2 and 3. Comparisons
are made with the level energies available in NIST [39]. Comparing
the calculated transition energies with their experimental counterparts,
where available, provides an indication as to how each state involved
3

in the transition has been represented. From Table 5 we see that the
relativistic grasp0 Model 1 computes energy levels within approxi-
mately 3% for all 40 levels considered and particularly for the difficult
3s23p5 2Po

1∕2 fine-structure level of the ground state, this trend persists
or all levels up to 90. The 22 configuration autostructure Model 2
ndicates a similarly good agreement with many transition energies
iffering by less than 1%. The final and largest Model 3 which incor-
orates a pseudo-state expansion up to 𝑛 = 12 produces energy levels
hich differ from NIST by less than 1% in the majority of states. In

onclusion, all three models provide a wavefunction representation of
he Ar ii target suitable for inclusion in the subsequent electron-impact
ollisional analysis of interest in this paper.

The calculation of the transition rates (or A-values) requires that the
nergy separations, 𝛥E, are accurate to within a few percent. Deviations
rom this lead to inaccuracies scaled by (𝛥E)3 for the dipole E1 and
1 transitions and (𝛥E)5 for the quadrupole and (𝛥E)7 for the octupole

transitions. For electric dipole-allowed transitions, the A-value is given
by

𝐴𝑖→𝑗 =
𝜔3
𝑗𝑖

3𝜋𝑐3ℏ𝜖0
|

|

|

⟨𝜓𝑗 |𝐃|𝜓𝑖⟩
|

|

|

2
(6)

here 𝜓𝑖 and 𝜓𝑗 are the associated wavefunctions of the initial and
inal states, 𝜔𝑖𝑗 is the angular frequency of the emitted photon, and D

is the dipole operator. These A-values can be computed using the ab
initio energies from Table 5 directly or alternatively by using the more
spectroscopically accurate NIST values. In the latter case, as the A-value
depends on the wavelength of the photon, which can be recovered
using

𝜔𝑗𝑖 = 2𝜋 𝑐
𝜆
, (7)

the shifted A-value can be determined by

𝐴𝑖𝑗 (Shif ted) =
(𝜆Calculated

𝜆NIST

)3
𝐴𝑖𝑗 (Unshif ted) (8)

ensuring that the transition rates are computed using energies which
have been shifted to the spectroscopically accurate NIST values.

We present in Table 6 the transition rates (in 𝑠−1) for a selection
f the strongest dipole allowed lines (𝐴𝑖𝑗 > 107 s−1) among the lowest

40 levels in Ar ii. The wavelength of the transition (in nm), the upper
and lower index values of the levels set in Table 5, together with their
configuration and 𝐿𝑆𝐽 level are listed in the first 7 columns of the
table. Comparisons are made with the A-values available from NIST
[42–47] alongside the accuracy rating allocated to the values in line
with NIST standards. We can see that the highest NIST accuracy rating
A has only been assigned to a few transitions whereas for transitions
among the lowest lying levels 1–12 much lower accuracies of C-E are
evident.

To investigate the extent to which neglecting a shift to spectroscopic
energy levels would affect the collision strengths and effective collision
strengths, we present in Table 6 the A-values determined from Models
1 and 3 with the energy levels shifted to the spectroscopically accurate
NIST data and the A-values determined from Model 2 with ab initio
energies.

For those transitions with a high grade A accuracy rating the agree-
ment between all four sets of A-values is good. As the accuracy rating
decreases so to does the agreement for some transitions, particularly
those among the lowest lying levels from index 1 to 12. For the
majority of these strong dipole lines, however, the conformity between
all A-values is satisfactory.

All three models will now be incorporated into an electron-impact
excitation collision calculation to compute the collision cross sections
and excitation rates necessary for the modelling of astrophysical and
fusion plasmas.
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Table 5
The 40 lowest energy levels in Rydbergs for each Model 1, 2 and 3 compared to the values available in the NIST Database [39]. The listed percentage errors for each model are
those computed relative to the NIST energies. For these levels, the mean absolute percentage errors for the three models are 1.15%, 0.99% and 0.69%, respectively.

Index Config Term J NIST (Ryd) Model 1 % Err Model 2 % Err Model 3 % Err

1 3𝑠23𝑝5 2𝑃 ◦ 3/2 0.000000 0.000000 – 0.000000 – 0.000000 –
2 3𝑠23𝑝5 2𝑃 ◦ 1/2 0.013046 0.012622 −3.25 0.013605 4.29 0.013791 5.71
3 3𝑠3𝑝6 2𝑆 1/2 0.990744 0.980918 −0.99 0.994930 0.42 0.994072 0.34
4 3𝑠23𝑝43𝑑 4𝐷 7/2 1.205856 1.191989 −1.15 1.192028 −1.15 1.195135 −0.89
5 3𝑠23𝑝43𝑑 4𝐷 5/2 1.207258 1.193431 −1.15 1.193368 −1.15 1.196520 −0.89
6 3𝑠23𝑝43𝑑 4𝐷 3/2 1.20862 1.194750 −1.15 1.194662 −1.15 1.197863 −0.89
7 3𝑠23𝑝43𝑑 4𝐷 1/2 1.209595 1.195670 −1.15 1.195591 −1.16 1.198825 −0.89
8 3𝑠23𝑝44𝑠 4𝑃 5/2 1.223301 1.239993 1.36 1.205342 −1.47 1.211966 −0.93
9 3𝑠23𝑝44𝑠 4𝑃 3/2 1.230994 1.247476 1.34 1.212832 −1.48 1.219564 −0.93
10 3𝑠23𝑝44𝑠 4𝑃 1/2 1.235694 1.251867 1.31 1.217279 −1.49 1.224101 −0.94
11 3𝑠23𝑝44𝑠 2𝑃 3/2 1.259769 1.287476 2.20 1.257229 −0.20 1.260185 0.03
12 3𝑠23𝑝44𝑠 2𝑃 1/2 1.269015 1.294506 2.01 1.266087 −0.23 1.269197 0.01
13 3𝑠23𝑝43𝑑 4𝐹 9/2 1.295697 1.295407 −0.02 1.282007 −1.06 1.286108 −0.74
14 3𝑠23𝑝43𝑑 4𝐹 7/2 1.300534 1.299208 −0.10 1.286736 −1.06 1.290991 −0.73
15 3𝑠23𝑝43𝑑 4𝐹 5/2 1.304093 1.302718 −0.11 1.290226 −1.06 1.294581 −0.73
16 3𝑠23𝑝43𝑑 4𝐹 3/2 1.306497 1.305127 −0.10 1.292586 −1.06 1.297012 −0.73
17 3𝑠23𝑝43𝑑 2𝑃 1/2 1.318694 1.329963 0.85 1.330705 0.91 1.335524 1.28
18 3𝑠23𝑝43𝑑 2𝑃 3/2 1.327433 1.333901 0.49 1.341376 1.05 1.342499 1.13
19 3𝑠23𝑝43𝑑 4𝑃 1/2 1.341641 1.334469 −0.53 1.335489 −0.46 1.343318 0.12
20 3𝑠23𝑝43𝑑 4𝑃 3/2 1.344147 1.338792 −0.40 1.335835 −0.62 1.347395 0.24
21 3𝑠23𝑝43𝑑 4𝑃 5/2 1.347545 1.338831 −0.65 1.341184 −0.47 1.349215 0.12
22 3𝑠23𝑝44𝑠 2𝐷 3/2 1.354326 1.359685 0.40 1.356876 0.19 1.355824 0.11
23 3𝑠23𝑝44𝑠 2𝐷 5/2 1.356352 1.362413 0.45 1.359510 0.23 1.358601 0.17
24 3𝑠23𝑝43𝑑 2𝐹 7/2 1.359421 1.365305 0.43 1.361296 0.14 1.366477 0.52
25 3𝑠23𝑝43𝑑 2𝐹 5/2 1.368247 1.371498 0.24 1.370591 0.17 1.376025 0.57
26 3𝑠23𝑝43𝑑 2𝐷 3/2 1.371229 1.414391 3.15 1.384579 0.97 1.391911 1.51
27 3𝑠23𝑝43𝑑 2𝐷 5/2 1.376809 1.417454 2.95 1.389053 0.89 1.396333 1.42
28 3𝑠23𝑝43𝑑 2𝐺 9/2 1.405005 1.419958 1.06 1.412673 0.55 1.413547 0.61
29 3𝑠23𝑝43𝑑 2𝐺 7/2 1.40521 1.420124 1.06 1.412573 0.52 1.413541 0.59
30 3𝑠23𝑝44𝑝 4𝑃 ◦ 5/2 1.412857 1.420429 0.54 1.387012 −1.83 1.414665 0.13
31 3𝑠23𝑝44𝑝 4𝑃 ◦ 3/2 1.415664 1.435223 1.38 1.389919 −1.82 1.417919 0.16
32 3𝑠23𝑝44𝑝 4𝑃 ◦ 1/2 1.418917 1.435487 1.17 1.392835 −1.84 1.421054 0.15
33 3𝑠23𝑝44𝑝 4𝐷◦ 7/2 1.432822 1.447954 1.06 1.416263 −1.16 1.434874 0.14
34 3𝑠23𝑝44𝑝 4𝐷◦ 5/2 1.436826 1.452671 1.10 1.420747 −1.12 1.439970 0.22
35 3𝑠23𝑝44𝑝 4𝐷◦ 3/2 1.441331 1.456773 1.07 1.424592 −1.16 1.444074 0.19
36 3𝑠23𝑝44𝑝 4𝐷◦ 1/2 1.443703 1.459051 1.06 1.426734 −1.18 1.446338 0.18
37 3𝑠23𝑝44𝑝 2𝐷◦ 5/2 1.446457 1.466478 1.38 1.434771 −0.81 1.452489 0.42
38 3𝑠23𝑝44𝑝 2𝐷◦ 3/2 1.452499 1.473951 1.48 1.441697 −0.74 1.458932 0.44
39 3𝑠23𝑝44𝑝 2𝑃 ◦ 1/2 1.455353 1.487876 2.23 1.446262 −0.62 1.463146 0.54
40 3𝑠23𝑝44𝑝 2𝑃 ◦ 3/2 1.460209 1.492293 2.20 1.451684 −0.58 1.467748 0.52
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3. Electron-impact excitation — calculation of collisional data

3.1. Methodology

The 𝑅-matrix method is accepted as one of the most accurate and
powerful methods used to compute collision cross sections for electron-
impact excitation. The theory is only summarized here, but the reader
is directed to the publication of Burke [48] for a full description of the
theory. Central to the 𝑅-matrix framework is the partitioning of the
configuration space describing the physical system of the 𝑁-electron
arget and scattered electron into two regions, the internal and external
egions.

In the inner region, the full many-bodied Hamiltonian is addressed
s opposed to the external region where the scattered electron moves in
multipole expansion created by the target. A radius 𝑎, centred at the

nucleus is chosen so as to encapsulate the atomic charge distribution
of the target states of interest as dictated by the most diffuse orbital of
the target. This boundary acts as an interface between the two regions.
The 𝑅-matrix is defined as follows,

𝑅𝑖𝑗 =
1
2𝑎

𝑁+1
∑

𝑘

𝜔𝑖𝑘(𝑎)𝜔𝑗𝑘(𝑎)

𝐸𝑁+1
𝑘 − 𝐸

, (9)

here 𝐸𝑁+1
𝑘 are the eigenenergies of the (𝑁 +1) Hamiltonian, 𝐸 is the

nergy of the incident electron, and 𝜔𝑖𝑘 are the energy independent
urface amplitudes.

In the internal region, where 𝑟 ≤ 𝑎, the scattered electron interacts
trongly with the target and the resulting intermediate electron-target
4

complex very much resembles a bound state. Consequently, exchange
and correlation effects between the scattered electron and the target
electrons are strong.

In the external region, where 𝑟 ≥ 𝑎, the scattered electron is
onsidered to be free from the charge distribution of the target and
he electron now moves only in the long-range multipole potential of
he target. The interaction between the two bodies is therefore weak
nd hence exchange and correlation effects can be neglected, thereby
implifying the calculation considerably.

The scattering observables of interest in this publication are the
lectron-impact excitation collision strengths and Maxwellian averaged
ffective collision strengths. Both can be determined from the total
cattering cross sections 𝜎𝑖→𝑗 for a transition from an initial atomic or
onic target state 𝑖 to a final atomic or ionic target state 𝑗 following the
ollision. The collision strengths are related to the cross section 𝜎𝑖→𝑗 by

the relation,

𝛺𝑖→𝑗 =
𝑔𝑖𝑘2𝑖
𝜋𝑎20

𝜎𝑖→𝑗 , (10)

where 𝑔𝑖 is the statistical weight of the initial state, 𝑘2𝑖 is the energy
of the incident electron in Rydbergs, and 𝑎0 is the Bohr radius. The
collision strengths 𝛺𝑖→𝑗 are dimensionless symmetric quantities which
will be finite at threshold for positively charged ions. Complex structure
manifests as a series of resonances converging onto the target state
thresholds and is generally confined to the low energy region below
the ionization threshold. Beyond this threshold, as 𝐸 becomes infinitely
large, the collision strength will tend towards a high energy limit
determined by the type of transition involved.
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Table 6
Einstein A-Values (in s−1) for a selection of strong electric dipole allowed transitions in Ar ii. NIST – values obtained from the NIST database [42–47], Model 1 (corrected), Model
2 (uncorrected), Model 3 (corrected) – values obtained from Models 1,2 and 3 with either the energy levels shifted to the spectroscopically accurate NIST values or uncorrected
and the ab initio energies used.

Wavelength (nm) j i Upper level j Lower level i NIST Acc Model 1 Model 2 Model 3
(shifted) (unshifted) (shifted)

91.98 3 1 3𝑠3𝑝6 2𝑆1∕2 3𝑠23𝑝5 2𝑃 o
3∕2 1.40E+08 C 1.14E+08 2.00E+07 1.32E+08

93.21 3 2 3𝑠3𝑝6 2𝑆1∕2 3𝑠23𝑝5 2𝑃 o
1∕2 6.70E+07 C 5.63E+07 1.05E+07 6.63E+07

74.03 9 1 3𝑠23𝑝44𝑠 4𝑃3∕2 3𝑠23𝑝5 2𝑃 o
3∕2 3.10E+07 E 3.19E+07 1.92E+07 1.89E+07

72.34 11 1 3𝑠23𝑝44𝑠 4𝑃3∕2 3𝑠23𝑝5 2𝑃 o
3∕2 2.30E+09 D 4.11E+09 2.94E+09 2.33E+09

73.09 11 2 3𝑠23𝑝44𝑠 4𝑃3∕2 3𝑠23𝑝5 2𝑃 o
1∕2 4.50E+08 D 6.84E+08 4.90E+08 3.87E+08

71.81 12 1 3𝑠23𝑝44𝑠 4𝑃1∕2 3𝑠23𝑝5 2𝑃 o
3∕2 9.50E+08 D 1.70E+09 1.22E+09 9.76E+08

72.56 12 2 3𝑠23𝑝44𝑠 4𝑃1∕2 3𝑠23𝑝5 2𝑃 o
1∕2 1.90E+09 D 2.97E+09 2.22E+09 1.76E+09

440.10 30 4 3𝑠23𝑝44𝑝 4𝑃 o
5∕2 3𝑠23𝑝43𝑑 4𝐷7∕2 3.04E+07 B 5.05E+07 3.43E+07 2.87E+07

443.10 30 5 3𝑠23𝑝44𝑝 4𝑃 o
5∕2 3𝑠23𝑝43𝑑 4𝐷5∕2 1.09E+07 B 1.54E+07 1.24E+07 1.12E+07

480.60 30 8 3𝑠23𝑝44𝑝 4𝑃 o
5∕2 3𝑠23𝑝44𝑠 4𝑃5∕2 7.80E+07 A 7.98E+07 7.16E+07 9.02E+07

500.93 30 9 3𝑠23𝑝44𝑝 4𝑃 o
5∕2 3𝑠23𝑝44𝑠 4𝑃3∕2 1.51E+07 B 2.02E+07 1.68E+07 1.89E+07

437.13 31 5 3𝑠23𝑝44𝑝 4𝑃 o
3∕2 3𝑠23𝑝43𝑑 4𝐷5∕2 2.21E+07 B 3.76E+07 2.34E+07 1.90E+07

440.01 31 6 3𝑠23𝑝44𝑝 4𝑃 o
3∕2 3𝑠23𝑝43𝑑 4𝐷3∕2 1.60E+07 B 2.39E+07 1.70E+07 1.49E+07

473.59 31 8 3𝑠23𝑝44𝑝 4𝑃 o
3∕2 3𝑠23𝑝44𝑠 4𝑃5∕2 5.80E+07 A 5.77E+07 5.54E+07 6.76E+07

493.32 31 9 3𝑠23𝑝44𝑝 4𝑃 o
3∕2 3𝑠23𝑝44𝑠 4𝑃3∕2 1.44E+07 A 1.43E+07 1.68E+07 1.65E+07

506.20 31 10 3𝑠23𝑝44𝑝 4𝑃 o
3∕2 3𝑠23𝑝44𝑠 4𝑃1∕2 2.23E+07 B 2.93E+07 2.43E+07 2.80E+07

433.20 32 6 3𝑠23𝑝44𝑝 4𝑃 o
1∕2 3𝑠23𝑝43𝑑 4𝐷3∕2 1.92E+07 B+ 3.04E+07 1.93E+07 1.56E+07

435.22 32 7 3𝑠23𝑝44𝑝 4𝑃 o
1∕2 3𝑠23𝑝43𝑑 4𝐷1∕2 2.12E+07 B 3.49E+07 2.37E+07 2.03E+07

484.78 32 9 3𝑠23𝑝44𝑝 4𝑃 o
1∕2 3𝑠23𝑝44𝑠 4𝑃3∕2 8.49E+07 B 8.94E+07 8.09E+07 1.00E+08

401.39 33 4 3𝑠23𝑝44𝑝 4𝐷o
7∕2 3𝑠23𝑝43𝑑 4𝐷7∕2 1.05E+07 A 1.66E+07 1.25E+07 9.45E+06

434.81 33 8 3𝑠23𝑝44𝑝 4𝐷o
7∕2 3𝑠23𝑝44𝑠 4𝑃5∕2 1.17E+08 A 1.20E+08 1.37E+08 1.31E+08

664.37 33 13 3𝑠23𝑝44𝑝 4𝐷o
7∕2 3𝑠23𝑝43𝑑 4𝐹9∕2 1.47E+07 B 2.71E+07 1.85E+07 1.55E+07

426.65 34 8 3𝑠23𝑝44𝑝 4𝐷o
5∕2 3𝑠23𝑝44𝑠 4𝑃5∕2 1.64E+07 B 2.42E+07 2.67E+07 2.21E+07

442.60 34 9 3𝑠23𝑝44𝑝 4𝐷o
5∕2 3𝑠23𝑝44𝑠 4𝑃3∕2 8.17E+07 A 8.61E+07 1.01E+08 9.87E+07

514.53 34 11 3𝑠23𝑝44𝑝 4𝐷o
5∕2 3𝑠23𝑝44𝑠 2𝑃3∕2 1.06E+07 B 2.84E+06 2.88E+06 4.00E+06

668.43 34 14 3𝑠23𝑝44𝑝 4𝐷o
5∕2 3𝑠23𝑝43𝑑 4𝐹7∕2 1.07E+07 B+ 2.31E+07 1.61E+07 1.32E+07

487.99 37 11 3𝑠23𝑝44𝑝 2𝐷o
5∕2 3𝑠23𝑝44𝑠 2𝑃3∕2 8.23E+07 A 7.88E+07 8.41E+07 9.90E+07
In many astrophysical and laboratory plasmas the free electron
istribution approximates a Maxwellian distribution and hence the
xcitation rates of interest can be expressed in terms of a thermally
veraged effective collision strength. These effective collision strengths,
𝛶𝑖𝑗), are obtained by averaging the finely resolved collision strengths

over a Maxwellian distribution of electron velocities so that,

𝛶𝑖𝑗 (𝑇𝑒) = ∫

∞

0
𝛺𝑖→𝑗𝑒

−𝜖𝑗∕𝑘𝑇𝑒𝑑
( 𝜖𝑗
𝑘𝑇𝑒

)

, (11)

here 𝜖𝑗 defines the remaining kinetic energy of the incident electron
ollowing excitation, 𝑇𝑒 is the electron temperature (in Kelvin), and

is Boltzmann’s constant. It is these Maxwellian averaged effective
ollision strengths that are commonly used by astrophysical and plasma
odellers in their diagnostic applications due their slow variation as a

unction of temperature.
It is important to note that convergence of the summation over

he partial collision strengths to determine the total collision strength,
𝑖→𝑗 , for the optically allowed transitions is significantly slower than

hat for the forbidden lines. Hence, to ensure convergence, a large
umber of partial wave collision strength contributions are required
or these transitions which can be computationally intensive. To rectify
his a ’top-up’ procedure is employed to estimate the contributions from
artial waves with high angular momenta, as described by Burgess and
heorey [49] and Burke and Seaton [50].

Similarly, while collision strengths for forbidden transitions fall-
ff as 1∕𝜖2, spin allowed non-dipole transitions tend to a constant
given by the infinite energy Born limit) while dipole-allowed diverge
ogarithmically in energy and are given by the Bethe limit of 4

3𝑆 ln(𝜖)
in terms of the radiative line strength (S) for the transition [51]. These
limits are used to aid evaluation of the convolution integral (11) given
that the 𝑅-matrix method is more computationally demanding at high
5

energies.
3.2. The R-matrix electron-impact excitation calculations

There are several variants of the 𝑅-matrix computer codes currently
available and three presented here ((P)DARC, ICFT and BP RMPS)
that are utilized in the present calculations to compute the collision
strengths and effective collision strengths for the electron-impact exci-
tation of Ar ii. The three scattering calculations correspond to each of
the three atomic structure models described in the previous section.

To summarize, the first model employs a 31 non-relativistic configu-
ration grasp0 Model 1 atomic structure into the fully relativistic Parallel
Dirac Atomic R-matrix Code pdarc [52] based upon the serial versions of
the code developed by Norrington [53], and Norrington and Grant [54].
We label this calculation Coll1-DARC. This suite of 𝑅-matrix packages
permits fully relativistic jj coupled scattering calculations to be per-
formed by solving the Dirac equation with the Dirac Hamiltonian. The
31 configurations included gave rise to 1806 individual fine-structure
levels but only the lowest lying 250 were retained in the close-coupling
expansion of the total wavefunction to reduce the computational effort
required. Of these 250 levels the first 91 were shifted to their spectro-
scopic positions observed by NIST and the remaining 159 energy levels
remained unshifted. This ensured that, where possible, the threshold
positions were at their correct values aiding the identification of lines
for spectral analysis. A total of 25 continuum orbitals were included for
each channel angular momentum and the R-matrix boundary radius at
which a zero logarithmic derivative is imposed on the expansion was
set at 24.22 a.u. These parameters were sufficient to cover the range
of electron-impact energies considered, 0 - 8 Ryds. A very fine mesh
of incident electron energies (10−4 Ryds) guaranteed the delineation
of the resonance structures converging onto the target state thresholds.
The R-matrix calculations were carried out for all partial waves with
total angular momentum J ≤ 40, for both odd and even parities and
doublet and quartet spin states. For the optically forbidden transitions
this is sufficient to ensure that the corresponding collision strengths
have converged. However, for the allowed transitions it is necessary to

include higher partial waves J > 40. To estimate the contribution to the
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collision strength of such allowed transitions from J > 40, we use the
Bethe sum-rule of Burgess and Sheorey [49] for the dipole transitions
and for quadrupole and higher it is assumed that the partial collision
strengths form a geometric series as a function of partial wave. Finally
the high energy Bethe and Born limits were computed to check the
validity of the collision strengths at higher energies.

The second collision calculation incorporates the 15 orbital, 22
configuration autostructure Model 2 into the intermediate coupling
frame transformation (ICFT) 𝑅-matrix suite of programmes. We label
this calculation Coll2-ICFT. The benefit of the ICFT method is that
the inner region calculation is effectively in LS coupling with the
inclusion of the mass-velocity and Darwin terms. This reduces the
size of the matrix diagonalisations in the inner region, with level-
level collisions achieved by a transformation of K-matrices in the outer
region. However, with the widely available computational resources of
massively parallel cluster supercomputers, the wall-time requirement
for diagonalization of large matrices is becoming an increasingly moot
point.

For non-pseudostate calculations, the ICFT method is equivalent to a
Breit–Pauli 𝑅-matrix (BPRM) method neglecting the spin–orbit splitting
of terms in the inner region. In essence, ICFT initially performs an LS-
coupled close coupling calculation for the target in the inner region
including only the mass-velocity and Darwin one-body relativistic op-
erators. The LS-coupled K reactance matrices are then recoupled to
jK-coupling and finally transformed to jj intermediate coupling using
the Breit–Pauli term coupling coefficients.

The relevant 𝑅-matrix codes for the ICFT collision calculations are
the inner region codes of Hummer et al. [55] and Berrington et al.
[56], the outer regions stgf programme of Berrington et al. [57] and
Badnell [58], alongside the ICFT frame transformation code of Griffin
et al. [59]. This calculation included the lowest lying 426 target levels
in the expansion of the total wavefunction, significantly larger than
Coll1-DARC. In an attempt to investigate the consequence of shifting
the target state energies to their exact positions determined in NIST
and ensure no significant divergence between shifted and unshifted
collisional calculations is found, in this scattering calculation the 426
levels remain unshifted and are positioned at their ab initio values
computed in autostructure. A full exchange calculation was performed
for partial waves with angular momentum J = 0-12, augmented by a
non-exchange evaluation for partial waves J = 13-30. Finally the top-up
procedure was added for partial waves J→ ∞. A total of 40 continuum
asis orbitals ensured coverage of incident electron energies up to
pproximately 7 Ryds and a fine energy mesh (10−3 Ryds) resulted

in a proper resolution of the Rydberg resonances converging onto the
target state thresholds. Again the high energy Bethe and Born limits
were computed to test the behaviour of the collision strengths at high
energies.

The third and final electron-impact excitation calculation performed
an extensive 60 configuration autostructure Model 3 into the Breit–
Pauli 𝑅-matrix with Pseudostates suite of codes. We label this cal-
culation Coll3-BP. In this semi-relativistic method the close-coupling
expansion of the target wavefunction is constructed in intermediate
coupling where the spin–orbit operator is included in the (N + 1)-
electron Hamiltonian. The 60 configurations resulted in a 1444 fine-
structure level model, 250 levels arising from 110 terms were retained
in the close-coupling expansion. Similar to Coll1-DARC, the first 91
levels were shifted to their NIST positions and the remaining 159 were
left unshifted due to a lack of available data. The 𝑅-matrix boundary
radius was set at 51.64 a.u. covering a range of incident electron
energies up to 4.5 Ryd. Finally, 32 continuum orbitals were included
for each orbital angular momentum, and all partial waves with J ≤ 40
were included with a fine energy mesh of 1×10−4 Ryd for partial waves
𝐽 ≤ 12 and a coarser energy mesh of 2 × 10−3 for J > 12. Again the
top-up procedure was adopted for partial waves above J > 40 and the
high energy Bethe and Born limits were computed [49]. With RMPS
6

calculations, it is often the most diffuse pseudo-orbital that sets the size
of the R-matrix radius.

In the next section we compare the results obtained from these three
electron-impact excitation calculations for a number of allowed and for-
bidden transitions. By comparing the collision strengths and effective
collision strengths that emerge from these three different models using
three different 𝑅-matrix methods, we can test the convergence of the
atomic data computed.

3.3. Results section — collision strengths and effective collision strengths

In Fig. 1 we present the collision strength (left panel) as a function
of incident electron energy (Ryds) and the corresponding Maxwellian
averaged effective collision strength (right panel) as a function of
electron temperature (K) for the transition among the ground state
doublet fine-structure split levels, 3s23p5 2Po

3∕2 - 3s23p5 2Po
1∕2 (1–2).

As stated earlier, this forbidden line was recently observed in JWST
spectra of the type 1a supernova SN2022pul and was found to dominate
the spectra at 6.98 μm. A comparison of the collision strengths from
the three calculations for this weak transition is important given its
likelihood to have a significant population at low temperatures due to
the small energy separation in the transition. Coll1-DARC and Coll2-
ICFT both produce an exponential drop in collision strength above
threshold compared to a more gradual decline for Coll3-BP for similar
electron energies, the high mesh resolution ensures that this is a real
difference between the three models.

The positioning and magnitudes of the Rydberg resonances con-
verging onto the target state thresholds agree well between 0.75–1.25
Ryds and the disparity between the background cross section is satisfac-
tory. The corresponding effective collision strengths agree well for all
temperatures considered with the best agreement occurring between
the Coll1-DARC and Coll2-ICFT calculations, the Coll3-BP results lie
consistently above these two but exhibits a similar behaviour.

The first E1 dipole resonance line in Ar ii is relatively weak and
involves the transition between the ground state and the 3s3p6 2S1∕2
doublet state at 0.9907 Ryds. The three collision strengths computed in
Coll1-DARC, Coll2-ICFT and Coll3-BP are presented in Fig. 2 and show
excellent agreement across the Rydberg resonance region, with one
main exception. A strong resonance feature appears just above thresh-
old in the Coll1-DARC collision strength that significantly enhances the
corresponding Maxwellian averaged effective collision strength for very
low temperatures. In this temperature region the largest differences
occur between the three calculations. As the temperature increases,
however, the three sets of data agree reasonably well particularly
between the Coll1-DARC and Coll3-BP datasets where the high temper-
ature rates tend towards a similar high energy Bethe limit. The effective
collision strength from the Coll2-ICFT calculation tends towards a lower
limit for this allowed line, as indicated by the comparison of the
Einstein A-values in Table 6.

Figs. 1 and 2 compare and contrast two weak transitions, one
forbidden (1–2) and one allowed (1–3) and the overall agreement
found between the three collision calculations gives some assurance
as to the reliability of the atomic data provided. It is also prudent to
assess the accuracy of some of the strongest degenerate dipole transi-
tions as these transitions can be effective diagnostic tools for plasma
modelling. In Figs. 3 and 4 we present the collision strengths and
effective collision strengths for two significantly stronger E1 lines, the
3s23p4(3P)4s 4P5∕2 - 3s23p4(3P)4p 4Po

5∕2 (8–30) and the 3s23p4(3P)4s
2P3∕2 - 3s23p4(3P)4p 2Do

5∕2 (11–37). These two lines are more than ten
times stronger than the previous two and have significant application
in both fusion and astrophysical plasma modelling via their widespread
usage as the 480.60/487.99 nm diagnostic line ratio. Clearly evident is
the excellent agreement, for both transitions, between all three sets of
data across the full incident energy and temperature ranges of interest.
The main difference arises in the background cross section which is

sensitive to the A-value of the transition computed in each model. This
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Fig. 1. Collision Strength as a function of incident electron energy in Ryds (left panel) and corresponding effective collision strength as a function of electron temperature in
K (right panel) for the 3s23p5 2Po

3∕2 - 3s23p5 2Po
1∕2 (1–2) transition in Ar ii. The solid blue, red and yellow curves represent the three calculations Coll1-DARC, Coll2-ICFT and

Coll3-BP respectively.
Fig. 2. Collision Strength as a function of incident electron energy in Ryds (left panel) and corresponding effective collision strength as a function of electron temperature in K
(right panel) for the 3s23p5 2Po

3∕2 - 3s3p6 2S1∕2 (1–3) transition in Ar ii. The solid blue, red and yellow curves represent the three calculations Coll1-DARC, Coll2-ICFT and Coll3-BP
respectively.
Fig. 3. Collision Strength as a function of incident electron energy in Ryds (left panel) and corresponding effective collision strength as a function of electron temperature in K
(right panel) for the 3s23p4(3P)4s 4P5∕2 - 3s23p4(3P)4p 4Po

5∕2 (8–30) transition in Ar ii. The solid blue, red and yellow curves represent the three calculations Coll1-DARC, Coll2-ICFT
and Coll3-BP respectively.
lack of disparity would suggest that the variety of models included
in the scattering calculations and the different methodologies of the
approaches used have produced datasets that exhibit excellent conver-
gence. Additional differences such as the number of levels included
(250 for Coll1-DARC and Coll3-BP and 426 for Coll2-ICFT), the shifting
of the target thresholds to their observed positions (Coll1-DARC and
Coll3-BP), the number of continuum terms, the total number of partial
waves included as well as the energy mesh adopted in the resonance
region, do not appear to have significantly affected the final results.
Additionally, the agreement of the three calculations extends well into
the higher temperature region with the main separation arising from
slightly different infinite energy points at that regime. In the next
7

section we further test this assumption of accuracy by performing some
non-LTE collisional radiative modelling.

4. Collisional-radiative modelling

In this section we adopt the Generalised Collisional Radiative (GCR)
theory of Summers et al. [60] as implemented in a Python code
(ColRadPy) [61]. The minimal input required to investigate the plasma
characteristics of Ar ii are the energy levels, A-values, relevant quantum
numbers and effective collision strengths as described in the previous
section. While the calculated data can be employed for a wide range of
temperature and plasma densities, in this paper we limit our modelling
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Fig. 4. Collision Strength as a function of incident electron energy in Ryds (left panel) and corresponding effective collision strength as a function of electron temperature in
K (right panel) for the 3s23p4(3P)4s 2P3∕2 - 3s23p4(3P)4p 2Do

5∕2 (11–37) transition in Ar ii. The solid blue, red and yellow curves represent the three calculations Coll1-DARC,
Coll2-ICFT and Coll3-BP respectively.
Fig. 5. Calculated fractional populations in a quasi-static collisional radiative calcula-
tion for the first 40 Excited states for each collisional calculation, at T𝑒 = 7eV and n𝑒
= 1011 cm−3, with first excited state at index 1.

to the temperature range 2 ≤ T𝑒 ≤ 30 eV and plasma densities between
1 × 109 ≤ n𝑒 ≤ 1 × 1014 cm−3, as these represent the range of values of
relevance for the coronal to collisional radiative regimes. As we employ
three different datasets this should enable us to ensure confidence in
the atomic data and ultimately in our interpretation of the plasma
diagnostics.

4.1. Population modelling

Initially, we verify whether the underlying atomic structures and
collisional results vary significantly between the three models. All
models have been shown to reproduce the atomic structure of Ar ii to
a suitably high degree of accuracy, and hence, it is expected that the
resulting populations should be similar if the collisional data is also.
This assertion is tested in Fig. 5 where the fractional populations are
given as a function of level index for the first 40 levels. The temperature
was chosen to be 7 eV and the density chosen to be 1011cm−3 in the
modelling as this was within the operating parameters of the Compact
Toroidal Hybrid (CTH) at Auburn University [62]. The plot is limited
to the first 40 excited levels.

The largest disagreement between the three calculations arises when
the level index between Coll2-ICFT is mismatched with the other two
calculations due to there being no shift to experimental energy levels.
The fractional populations match very well for the vast majority of
levels suggesting a good basis for the collisional radiative modelling.

A secondary check was undertaken to assess each collisional calcula-
tion’s suitability for collisional-radiative modelling by investigating the
line radiation power loss coefficient (PLT) which gives an indication of
the overall radiative power loss within the plasma emission. In Fig. 6
8

the total PLT coefficient is plotted as a function of temperature (in eV)
for each of the three calculations discussed in the present work as well
as the earlier computations of Summers [23] and Griffin et al. [30]
for completeness. The large disagreement between the two previous
works provided one of the major motivations for the new calculations
presented in this paper. To ensure that we are comparing calculations
consistently, the left hand panel of Fig. 6 compares the PLT curves
computed when only the 𝑛 = 4 levels that lie below the ionization
potential were retained (Coll1-DARC retained 109 levels, Coll2-ICFT
113 levels and Coll3-BP 114 levels). The agreement between the three
plots is excellent across the full temperature range considered. The right
hand panel of Fig. 6 displays the PLT curves predicted when all levels,
including any 𝑛 = 5 levels below the ionization potential, were included
in the computations (Coll1-DARC 109 levels, Coll2-ICFT 222 levels
and Coll3-BP 250). As expected the Coll2-ICFT and Coll3-BP curves
deviate from the Coll1-DARC results due to the effect of including the
𝑛 = 5 levels in the PLT calculations. Clearly, these additional levels
enhance the PLT. Finally, to investigate convergence it is important to
check whether the addition of the 𝑛 = 6 levels further enhances the
PLT but these are computationally large 𝑅−matrix calculations. Instead
two non-resonant distorted wave IC evaluations were performed which
allow us to test the convergence of the PLT values. It should be noted,
however, that DW calculations are well known to overestimate the
collision cross sections for low charge states, see for example [63] for
Hydrogen ionization. In the right hand panel of Fig. 6 it is found that
the difference in PLT when going from 𝑛 = 5 to 𝑛 = 6 is negligible to the
convergence of the PLT. Hence we can conclude that the PLT curves
from either the Coll2-ICFT and Coll3-BP represent the most accurate
available and the conformity between the two gives credence to the
results presented.

4.2. Temperature and density dependence analysis of possible diagnostic
lines and line-ratios

The excitation Photon Emissivity Coefficient (PEC) is a derived co-
efficient for predicting individual spectrum line emission and is defined
as

𝑃𝐸𝐶𝑒𝑥𝑐𝑗→𝑖 = 𝐴𝑗𝑖𝐹
𝑒𝑥𝑐
𝑗 (12)

where 𝐹 𝑒𝑥𝑐𝑗 is the effective contributions to the population of the upper
excited level j of the transition from excitation from the ground as in
this modelling it was the only designated metastable and 𝐴𝑗𝑖 is the
Einstein A-value for the transition from j to i. Figs. 7 and 8 represent
a selection of line sensitivities for two strong dipole transitions (8–33
and 11–37). Both record a lack of density dependence in a low-density
regime between 109 ≤ n𝑒 ≤ 1011 cm−3 and a marked variance in
the orders of magnitude in the excitation photon emissivity coefficient
(PEC) across the temperature regime between 4 and 10 eV. In the
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Fig. 6. Calculated Power Loss PLT for the three calculations between 0 and 20eV is shown on the left. The ssh42-DW PLT is as recovered from Summers [23] for the
ssh42_cs_ic#ar1.dat adf04 file of Stuart Henderson at UKAEA, whilst dcg07-LS-RMPS refers to Griffin et al. [30]. The 𝑛 = 5 and 𝑛 = 6 DW IC are non-resonant distorted wave
calculations undertaken by the authors. All adf04 files had autoionizing levels removed prior to calculation of PLT. On the left Coll2-ICFT and Coll3-BP are reduced to only 𝑛 = 4
states and compared with the 𝑛 = 4 adf04 files of Coll1-DARC and dcg07-LS-RMPS. This figure was prepared using results from ADAS208. Summers [23].
Fig. 7. Photon emissivity coefficient (PEC) as a function of density (left panel) and temperature (right panel) for the 3s23p4(3P)4s 4P5∕2 - 3s23p4(3P)4p 4Do
7∕2 (8−33) transition. The

blue and orange lines denote the Coll1-DARC and Coll3-BP calculations respectively, with dashed lines representing low densities and temperatures and the solid lines representing
high densities and temperatures.
Fig. 8. Photon emissivity coefficient (PEC) as a function of density (left panel) and temperature (right panel) for the 3s23p4(3P)4s 2P3∕2 - 3s23p4(3P)4p 2Do
5∕2 (11–37) transition. The

blue and orange lines denote the Coll1-DARC and Coll3-BP calculations respectively, with dashed lines representing low densities and temperatures and the solid lines representing
high densities and temperatures.
intermediate density region 1011 ≤ n𝑒 ≤ 1014 cm−3, there is a slight
density dependence, although it remains significantly weaker than that
of the temperature dependence which retains a positive gradient.

To search for relevant line ratios, a wavelength window between
407 nm and 490 nm was chosen and the strongest 50 lines within this
region were considered. These line ratios were filtered with a maximum
allowed value of 10 and cross-validated between the Coll1-DARC and
Coll3-BP calculations, Coll2-ICFT was omitted in these comparisons
due to NIST spectroscopic wavelengths not being adopted. A-values
have a significant impact on the photon emissivity coefficients and a
lack of shifted wavelengths when evaluating the A-values make the
comparison less robust. Two exemplar line ratios are presented Figs. 9
and 10 for analysis.
9

Fig. 9 presents the line ratio of the 8–33 and 11–37 strong dipole
transitions. We previously investigated both these lines for their sensi-
tivities in Figs. 7 and 8 and denoted their suitability for potential use
as temperature diagnostic. Both these transitions have their A-values
recorded in Table 5 and the line ratio between the two calculations
shows good agreement across the density spectrum, but particularly so
in the low-density regime. There is also excellent agreement between
the two calculations at 10 eV and 2 eV for both low and high density
regimes. Fig. 10 presents the ratio for the 8–30 and 11–37 strong dipole
transitions, a line denoted as diagnostically important in the work of
Fantz et al. [2]. This is due to the lack of temperature dependence
for this line ratio in the region of interest for fusion, 5 × 1010 ≤ n𝑒
≤ 5 × 1012 cm−3. In Fig. 10 the x-axis is limited to between 2 × 1011 ≤
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Fig. 9. 8−33
11−37

line ratio as a function of density (left panel) and temperature (right panel). The blue and orange lines denote the Coll1-DARC and Coll3-BP calculations, respectively,
with dashed lines representing low densities and temperatures and the solid lines representing high densities and temperatures.
Fig. 10. 8−30
11−37

line ratio as a function of density (left panel) and temperature (right panel). The blue and orange lines denote the Coll1-DARC and Coll3-BP calculations, whilst
the red and green lines denote Coll2-ICFT and ssh42-DW calculations respectively, with dashed lines representing low densities and temperatures and the solid lines representing
high densities and temperatures. The ssh42-DW calculation line ratios are recovered from Summers [23] for the 𝑠𝑠ℎ42_𝑐𝑠_𝑖𝑐#𝑎𝑟1.𝑑𝑎𝑡 adf04 file of Stuart Henderson at UKAEA. This
figure was prepared using results from ADAS208. Summers [23].
n𝑒 ≤ 7 × 1012 cm−3 in line with the data available from Fantz et al. [2].
All three collisional calculations exhibit significant agreement when
compared to each other indicating a good density diagnostic.

4.3. Experimental benchmark

The Compact Toroidal Hybrid (CTH) at Auburn University is a low-
aspect-ratio (𝐴 ≥ 3.5) torsatron with a major radius of 𝑅0 = 0.75 m [62].
A series of vertical, toroidal, and helical magnetic field coils provide
a stellarator magnetic configuration used for this work in conjunction
with electron cyclotron resonance heating (ECRH) that allows access to
electron temperatures between 1 and 10 eV. A triple tipped Langmuir
probe inserted into the plasma is used to measure the electron tem-
perature and density. Plasmas on CTH last approximately 100 ms. A
Princeton Instruments HRS-500 spectrometer used in conjunction with
a PIXIS camera obtains spectra with an exposure time of approximately
10 ms. Both electron temperature and density are relatively constant
over the observed plasma path length and for the duration of a single
exposure.

A single, representative spectrum is shown in Fig. 11 for which the
electron temperature is 7 eV and the electron density is 2.1×1011 cm−3.
The top graph shows the experimental spectrum in purple. In orange
and green are shown the output of the time-dependent Collisional
Radiative Model solver using the rates described here, at a time of 1.1×
10−3 ms and electron density and temperatures. The BP calculation is
shown in orange and the DARC calculation is shown in green. Both are
normalized to the 460.96 nm wavelength line. The bottom graph shows
the % difference between the synthetic and experimental intensities
to better observe the quality of fit for the smaller wavelengths. Lines
are excluded for comparison which have an Einstein A coefficient
uncertainty from NIST above 10%, as well as blending with other lines.
10
Fig. 11. Comparison between synthetic and experimental data on CTH. The synthetic
model uses a time-dependent Collisional Radiative Model with a time of 1.1× 10−3 ms,
along with the electron temperature and density values measured by the triple-tipped
Langmuir probe inserted into the plasma. Percentage errors indicate difference between
peak values in synthetic and experimental spectra within the selected normalized
scheme, defined as 100×(Experimental-Synthetic)/Experimental.

Excellent agreement is found for some lines with the synthetic model
correctly predicting the strongest lines observed. The differences in
the spectral heights is being investigated as part of future work, with
differences most likely due to non-steady state conditions in the Ar ii
ground and metastable populations.
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5. Conclusions

In this paper we have investigated three separate, independent
atomic structure calculations for Ar ii. The calculated energy levels
and A-values have been compared and contrasted between the three
structures and the experimental values recorded in the NIST database.
The structure models were then used for computing electron-impact
excitation cross sections using three different R-matrix methodologies,
PDARC, ICFT and BP with pesudostates which adopt three independent
collisional codes. Each model was shown to produce similar resonance
structures in the collision strengths for a selection of forbidden, weak
and strong dipole transitions. The corresponding Maxwellian averaged
effective collision strengths were also computed and found to show a
high degree of agreement between the three calculations.

The fractional populations of the excited states of Ar ii, at a given
temperature and density, were modelled and compared for the three
calculations. The observations made showed excellent agreement for
all spectroscopic levels. The total power loss for all three calculations
was also computed and a significant agreement was found between
the calculations when considering only 𝑛 = 4 states which lie below
he ionization potential. Deviations became evident when the 𝑛 = 5
evels were included in the computations but it was shown that the
ddition of the 𝑛 = 6 levels made little to no contribution. Hence we
onclude that the PLT curve has converged when all levels up to 𝑛 = 5
re incorporated in the modelling.

Possible diagnostic lines and line ratios were systematically
earched for and identified and, where possible, compared with ex-
erimental spectra taken from the Compact Toroidal Hybrid (CTH).
dditionally, the diagnostically important for fusion 480 nm/488 nm

ine ratio was investigated and compared with previous theoretical
alculations available in the OPEN-ADAS database. Excellent agree-
ent was found for this line ratio indicating convergence between the

alculations.
The recommended data file for use in modelling applications is the

ne computed using Model 3 for the structure calculation and Coll3-BP
or the electron-impact excitation computations. The reasons for this
hoice are threefold. Firstly, the energies of the target states included
ave been shifted to their experimental positions which will help in any
ine identifications. Secondly, the transition probabilities (A-values)
nd excitation rates have been generated using these shifted energies
o improve accuracy. Finally, the line radiation power loss coefficient
PLT) computed using this data set includes the 𝑛 = 5 levels below
he ionization potential and is in excellent agreement with the ICFT
alculation. All of these conclusions give confidence in the convergence
f this work.
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