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Abstract
This article presents models to predict median horizontal elastic response spectral accel-
erations for 5% damping from earthquakes with moment magnitudes ranging from 3.5 
to 7.25 occurring in the United Kingdom. This model was derived using the hybrid sto-
chastic-empirical method based on an existing ground-motion model for California and a 
stochastic model for the UK that was developed specifically for this purpose. The model 
is presented in two consistent formats, both for two distance metrics, with different tar-
get end-users. Firstly, we provide a complete logic tree with 162 branches, and associated 
weights, capturing epistemic uncertainties in the depth to the top of rupture, geometric 
spreading, anelastic path attenuation, site attenuation and stress drop, which is more likely 
to be used for research. The weights for these branches were derived using Bayesian updat-
ing of a priori weights from expert judgment. Secondly, we provide a backbone model with 
three and five branches corresponding to different percentiles, with corresponding weights, 
capturing the overall epistemic uncertainty, which is tailored for engineering applications. 
The derived models are compared with ground-motion observations, both instrumental and 
macroseismic, from the UK and surrounding region (northern France, Belgium, the Neth-
erlands, western Germany and western Scandinavia). These comparisons show that the 
model is well-centred (low overall bias and no obvious trends with magnitude or distance) 
and that the branches capture the body and range of the technically defensible interpreta-
tions. In addition, comparisons with ground-motion models that have been previously used 
within seismic hazard assessments for the UK show that ground-motion predictions from 
the proposed model match those from previous models quite closely for most magnitudes 
and distances. The models are available as computer subroutines for ease of use.
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1 Introduction

Due to its distance from active plate boundaries, the United Kingdom1 lies within a region 
of low to moderate seismic hazard. It is generally classified (e.g. Schulte and Mooney 
2005; Delavaud et al. 2012) as being in a stable continental region (SCR). Nevertheless, 
the amplitudes of earthquake ground motions observed in the UK appear to lie somewhere 
between those from active crustal regions (ACRs) and those from SCRs (e.g. Villani et al. 
2019), although there is considerable uncertainty over exactly where they lie due to the 
lack of recordings from earthquakes with moment magnitude (M) above 5.0. Recent seis-
mic hazard assessments for the UK, including for critical infrastructure (e.g. nuclear power 
plants), have generally used a suite of ground motion prediction equations (GMPEs) from 
both ACRs and SCRs as well as UK-specific models (e.g. Tromans et  al. 2019; Villani 
et al. 2020; Mosca et al. 2022; Aldama-Bustos et al. 2023). Adjusting models from other 
regions (e.g. the Mediterranean area, California or eastern North America) is associated 
with large and difficult-to-quantify uncertainties. These uncertainties can lead to significant 
challenge to using adopted/adjusted models, for example in the highly regulated nuclear 
sector.

Recent UK-specific models (Rietbrock et al. 2013; Rietbrock and Edwards 2019) were 
assigned low weights within the ground-motion logic trees of recent UK seismic hazard 
studies because of doubts about the applicability of these models to magnitudes and dis-
tances outside the range of available instrumental observations, which are generally from 
M < 5.0 and epicentral distances  (Repi) greater than 50 km. Disaggregation of seismic haz-
ard results for typical UK sites show that the key earthquake scenarios are generally from 
shorter distances  (Repi < 50 km) and larger magnitudes (M > 5.0) (e.g. Goda et  al. 2013; 
Tromans et al. 2019; Mosca et al. 2022).

The ground-motion models (GMMs) presented here are derived using the hybrid sto-
chastic-empirical method (HEM) (Campbell 2003) and the backbone philosophy (Atkinson 
et al. 2014), which has been increasingly used in the nuclear sector over the past decade. 
The backbone approach, where a logic tree is populated with scaled versions of a single 
model, enables epistemic uncertainties to be transparently and rigorously captured by 
means of a logic tree with appropriate weights (e.g. Douglas 2018; Bommer and Stafford 
2020; Bommer 2024). In the alternative, multi-GMPE, approach, which has often been 
adopted within UK seismic hazard assessments, the epistemic uncertainty captured by the 
GMM is not controlled by design but is an indirect consequence of the GMPE choice and 
weights. In addition, each GMPE needs to be adjusted individually to the site of inter-
est, which can be challenging because, for example, the average shear-wave velocity pro-
file consistent with the GMPE is often unknown. Adopting the backbone philosophy to 
develop the models should make their adaptation to a specific site easier.

Developing GMMs for the UK presents several challenges, many of which are common 
to other regions of low-to-moderate seismicity (e.g. much of Europe outside the Mediter-
ranean region). Firstly, the depth range of earthquakes with M > 5.0 is poorly known as most 
estimates for this magnitude range are from macroseismic intensities and not instrumental 
data. Secondly, as mentioned above there is a lack of data for the hazard critical magnitude-
distance range. Thirdly, the useful frequency range of data that are available is limited due 

1 Because of the very low seismicity of Northern Ireland, the ground-motion models developed here are 
focussed on Great Britain rather than the whole of the UK, but we use the UK as a convenient shorthand.
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to low signal-to-noise ratios for < 1 Hz and > 10 Hz. Fourthly, there is limited information 
available on the local site conditions at seismic stations contributing ground-motion records, 
which makes it difficult to adjust them to a common reference. Fifthly, the shear-wave veloc-
ity structure of the near-surface (depth < 2 km) is poorly known, which makes host-to-target 
adjustments (e.g. Al Atik et al. 2014) subject to large uncertainties. In the following sec-
tions, methods we have implemented to overcome these difficulties are discussed.

The following section outlines the method used to derive the GMMs. Section  3 pre-
sents the UK stochastic models developed in this study. The subsequent section compares 
the resulting GMM branches against instrumental data and uses these data to update the 
a priori weights assigned to each branch. In addition, to facilitate the use of the model 
within hazard assessments, a backbone formulation of the model with fewer branches is 
also presented in Sect. 4. In Sect. 5, predictions from the models are compared to GMMs 
commonly used in previous UK seismic hazard assessments. The article ends with a brief 
summary and application guidelines for the GMM.

2  Methods

In this section, the method followed to develop the GMMs is discussed. The approach 
is based on the HEM proposed by Campbell (2003) and uses a modified version of the 
CHEEP software from Douglas et al. (2006) to implement this method. This method uses 
the ratios between stochastic models (e.g., Boore 2003) for host and target regions to adjust 
an empirical GMM for the host region to make it applicable to the target region (here the 
UK). The host empirical and stochastic models chosen are discussed in the next subsection 
and the main methodology decisions are summarised in Table 1.

The stochastic models for the target region should capture appropriate epistemic uncer-
tainties. These uncertainties are generally larger for the target region than for the host 
region because of fewer ground-motion records, which are generally of small (M < 5.0) 
earthquakes recorded at large  (Repi > 100 km) distances. A suite of stochastic models was 
developed specifically for the UK as part of this study (see Sect. 3); these models are key 
inputs to the HEM.

2.1  Host empirical and stochastic models

The Chiou and Youngs (2014) GMPE, which was developed using California data sup-
plemented, at large magnitudes, by data from other ACRs globally (e.g. Taiwan, Italy 
and Japan), was chosen as the host empirical model for a number of reasons. Firstly, this 
GMPE is recommended by its developers for the entire magnitude range of interest to the 
UK (here assumed to be M 3.5 to M 7.25) and distances up to 300 km, which is the maxi-
mum distance generally used for seismic hazard assessments for UK sites (e.g. Tromans 
et  al. 2019). Secondly, the GMPE provides coefficients for periods between 0 and 10  s, 
again covering the period range of interest to this study. Thirdly, Bommer and Stafford 
(2020) recommend this model for its “adaptability”, as its functional form captures the 
magnitude and distance scaling expected by seismological theory and isolates the influ-
ence of source and path parameters. Finally, Stafford et al. (2022), using the  VS profile and 
kappa estimates from Al Atik and Abrahamson (2021), develop a stochastic model that 
provides predicted ground motions that closely match the empirical estimates of Chiou and 
Youngs (2014).
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Thanks to the study by Stafford et  al. (2022), and the use of this model in a seismic 
hazard assessment for the Idaho National Laboratory (Boore et  al. 2022), this model is 
included within the version of the software (from 3rd March 20232) used to implement 
the stochastic method, SMSIM (Stochastic-Method SIMulation) (Boore 2005). Boore et al. 
(2022) note that the Chiou and Youngs (2014) GMPE predicts lower long-period (T > 2 s) 
response spectral accelerations than other NGA-West2 GMPEs, and they develop an 
empirical adjustment for this. If response spectral accelerations for T > 2 s are of particu-
lar interest to users of the GMM presented here, then they are recommended to consider 
adopting this empirical adjustment. Nevertheless, the period range of most applications of 
this GMM is likely T ≤ 2 s and hence we do not consider this adjustment here.

The “optimal” implementation of Stafford et al. (2022), which uses 13 free parameters, 
captures the observed magnitude dependency of the exponent of Q and employs two dis-
tance metrics, is adopted because it provides the best overall fit to the empirical predictions 
of Chiou and Youngs (2014). Comparisons presented by Stafford et al. (2022) show that the 
host stochastic and empirical models deviate at longer periods (T > 1 s) for large magnitudes 
(M > 6.5), which is due to the assumption of a single-corner source spectrum by Stafford 
et al. (2022). When predictions from the host stochastic (Shost) and empirical (Ehost) mod-
els match exactly, the target “empirical” model (Etarget) equals the target stochastic (Starget) 
model (as the adjustment factor, i.e. the ratio of the host empirical to stochastic predictions, 
Ehost/Shost, becomes unity). It was confirmed (see Electronic Supplement) that Etarget≈Starget, 
i.e. the target “empirical” and the target stochastic predictions match except for T > 1 s and 
M > 6.5. For T > 1 s and M > 6.5, the use of the empirical model leads to more realistic pre-
dictions because it corrects for limitations in the single-corner spectral shape used for the 
stochastic models.

Vertical strike-slip faulting earthquakes for both the host and target regions are assumed 
for simplicity. This assumption is also justified by observing that the model of Chiou and 
Youngs (2014) was derived using considerable data from strike-slip events and since Bap-
tie (2010) demonstrated that strike-slip faulting is the dominant style of faulting in the UK. 
The  ZTOR model proposed by Chiou and Youngs (2014) and used by Stafford et al. (2022) 
to derive their stochastic characterisation of this empirical model is used when generat-
ing the empirical and stochastic estimates for the host region. In addition, the rupture dis-
tances,  RRUP, are converted to point-source distances,  RPS, for use in the stochastic model 
via Eqs. 1 and 2 for ACRs from Boore and Thompson (2015). The Boore and Thompson 
(2015) proposal for SCRs is not used for the UK as it is not clear that UK events have a 
larger stress drop than events in ACRs (see below).

2.2  Generation of the model

The Fortran program CHEEP, which was developed by Douglas et al. (2006) to implement the 
HEM for two case studies (southern Norway and southern Spain), was the basis of the pro-
cess used to generate the HEM for the UK. The original version of CHEEP, however, did not 
include the Chiou and Youngs (2014) model as one of its built-in host empirical models. This 
model was added to CHEEP, but it proved infeasible to incorporate into CHEEP the stochastic 
model developed by Stafford et al. (2022) to match this empirical model. This was because 
CHEEP used SMSIM (Boore 2005) subroutines from its 2003 version, while evaluating the 

2 https:// daveb oore. com/ softw are_ online. html

https://daveboore.com/software_online.html
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stochastic model of Stafford et al. (2022) required the most recent version of SMSIM (from 
2023). A workaround for this problem was implemented. This consisted of running CHEEP 
for one of its built-in stochastic models and then post-processing the output files to update all 
the stochastic estimates with those computed by the latest version of SMSIM and the Stafford 
et al. (2022) optimal parameterisation.

We aim to develop a GMM to be used from M 3.5 to the largest earthquakes that are 
considered in seismic hazard analysis in the UK, which can be as large as M 7.1 (e.g. 
Tromans et al. 2019; Mosca et al. 2022). Ground-motion samples were generated from M 
3.0 to M 7.75, using a step of 0.25 magnitude units. Bommer et al. (2007) evidence edge 
effects at the limits of their empirical dataset; such statistical artefacts would occur even 
when using simulated data. Hence, we extend the simulations 0.5 magnitude units above 
and below the recommended magnitude range: M 3.5 to 7.25, which is above any likely 
maximum magnitude within UK seismic hazard assessments.

Although earthquake ground motions from  RJB > 300 km are unlikely to be of engineer-
ing interest, even for the largest earthquakes, ground-motion samples were generated from 
 RJB = 0 km to  RJB = 1000 km at 16 roughly logarithmically-spaced distances. The main rea-
son for this is that there are instrumental and macroseismic data from UK-region earth-
quakes with M > 5 from  RJB > 300 km and so having a robust model that can be compared 
to these data is desirable as this critical magnitude range is sparsely sampled at closer dis-
tances. As the Chiou and Youngs (2014) GMPE is only recommended for use by its devel-
opers up to 300 km, the approach proposed by Campbell (2003) is used for greater dis-
tances. This approach consists of scaling the samples for  RJB > 300 km by the factor needed 
to make the stochastic and HEM estimates match at  RJB = 300 km. Campbell (2003) used 
70 km for this critical distance because the older empirical models he used were not reli-
able at greater distances. The adoption of Chiou and Youngs (2014) for this study makes 
it possible to extend this critical distance to 300 km. For the convenience of future users, 
models for both  RJB and  RRUP have been derived (for the remainder of the article only the 
models using  RJB are discussed for simplicity—the models using  RRUP are almost identical 
except for R < 30 km). It was checked that for mutually consistent scenarios, predictions 
from the two sets of models matched.

Finally, we also wished to provide a GMM that covers the spectral period range of 
interest to engineering applications. Therefore, spectral accelerations were generated for a 
closely-spaced set of 19 spectral periods from 0.01 s (assumed to be equal to peak ground 
acceleration, PGA) to 10 s. Coefficients are only provided for 5% damping, which is the 
standard choice for GMMs. If needed, damping scaling factors based on large datasets such 
as those by Rezaeian et al. (2014) or Akkar et al. (2014) may be applicable to adjust the 
predictions to other damping ratios.

Once the spectral acceleration samples for every magnitude, distance and spectral 
period were generated by CHEEP, a series of regression analyses were performed to 
develop a suite of 162 GMPEs for each combination of the stochastic parameters for the 
target (UK) region (see Sect. 3). The same functional form used by Campbell (2003), and 
Douglas et al. (2006) for southern Norway, was adopted but with a modification to the dis-
tances at which the geometric spreading rate changes to r1 = 50 km and r2 = 100 km (from 
70 and 130 km):

lnY = c1 + f1(M) + f2
(

M,RJB or RRUP

)

+ f3
(

RJB or RRUP

)

f1(M) = c2M + c3(8.5 −M)3
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It was confirmed (see Electronic Supplement) that this functional form closely matched 
the samples at all magnitudes and distances (including close to the edges of the magnitude-
distance space). As discussed below, this suite of 162 GMPEs is cumbersome and time-
consuming to use within most hazard assessments; therefore, a resampling approach was 
implemented to create a more usable GMM that retains the centre, body and range of the 
ground-motion distribution.

3  Stochastic models for the UK

In this section, following a summary of the collected instrumental data from the UK and 
surrounding areas, the stochastic models developed for the UK are described. These mod-
els are placed within a logic tree with initial weights assigned to the branches based on 
expert judgement. These weights were revised based on the fit with observations from the 
UK and surrounding region (northern France, Belgium, the Netherlands and northwestern 
Germany). The initial suite of potential models was developed using a literature review 
of previous stochastic models for the UK and surrounding region. The stochastic method 
has been used to predict ground motions for the UK since the pioneering work of Win-
ter (1995). Key references for this review include Lubkowski et al. (2004), Edwards et al. 
(2008), Sargeant and Ottemöller (2009), Ottemöller and Sargeant (2010), Rietbrock et al. 
(2013) and Rietbrock and Edwards (2019). Based on this review, ranges for the key sto-
chastic parameters were estimated using simplicity and physical arguments as well as con-
sidering potential trade-offs between parameters. The development of an early version of 
this suite of stochastic models was discussed by Douglas et al. (2023), who included vari-
ous figures illustrating the choices that are not repeated here. Minor revisions to this suite 
have been made since the conference article was written. Standard choices are assumed for 
the other input parameters to the stochastic method (e.g., radiation pattern factor); chang-
ing these fixed parameters within the range of possible values has a negligible impact on 
the predicted ground motions (see the Electronic Supplement for a summary of these).

3.1  Database of ground motions from the UK and surrounding region

A database of ground-motion records, and macroseismic data (i.e., intensity data points, 
IDPs), from the UK [from the British Geological Survey, (BGS 2022a,b)] and surrounding 

f2(M,R) = c4 lnR +
(

c5 + c6M
)

R

R =

√

RJB or RRUP + [c7 exp
(

c8M
)

]2

f3
(

RJB or RRUP

)

= 0 for RJB ≤ r1

f3
(

RJB or RRUP

)

= c9[ln(RJB or RRUP) − ln r1] for r1 < RJB or RRUP ≤ r2

f
3

(

RJB or RRUP

)

= c
9
[ln

(

RJB or RRUP

)

− ln r
1

]

+c
10

[

ln
(

RJB or RRUP

)

− ln r
2
] for RJB or RRUP > r

2



4272 Bulletin of Earthquake Engineering (2024) 22:4265–4302

1 3

region [France (RESIF 1995a,b, 2022; BCSF 2022; BRGM et al. 2022) and Belgium (ROB 
2022)] was compiled and processed to obtain parameters of engineering interest (here 
pseudo-spectral accelerations, PSAs, at various structural periods), by Jacobs in recent 
UK nuclear-related projects. The database contains records from notable UK earthquakes 
(1999 to 2020) such as Folkestone 2007 (M 4.0), Market Rasen 2008 (M 4.9) and Swansea 
2018 (M 4.3), and data from significant earthquakes in adjacent regions (1992 to 2019) 
such as St Die (France) 2003 (M 4.9) and Roermond (The Netherlands) 1992 (M 5.3).

This database consists of 201 three-component records, from a mixture of strong-
motion, broadband and short-period instruments, of 26 events with M between 3.7 and 5.3 
and  Repi < 300 km, with most of the data being from  Repi > 50 km (Fig. 1). The database 
also includes 18,610 IDPs, for intensity III and higher, from 31 events from the UK and 
surrounding region with M between 3.7 and 5.4 and  Repi < 300 km. Even though our model 
is derived for source-to-site distances up to 1000 km, we do not consider instrumental data 
from beyond 300 km because of low signal-to-noise ratios of these records.

Due to the relatively small database, the lack of data from larger magnitudes and closer 
distances and the limited local site information, the inversion of these data to determine 
the parameters of stochastic models is highly nonunique. The time-averaged shear-wave 
velocities in the top 30 m  (VS30) for all stations in this database were estimated using avail-
able information (e.g., Tallett-Williams 2017; Villani et  al. 2019), which is often quite 
limited, from a few dozen estimated (using various techniques) shear-wave velocity pro-
files, lithology from local boreholes in the BGS database, horizontal-to-vertical ratios and 

Fig. 1  Magnitude-distance-site class distribution of data in the database from the UK and surrounding 
region
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an attempt at generalised inversion. These estimates were subsequently used to adjust the 
Fourier amplitudes of the ground-motion records to a uniform reference of  VS30 = 900 m/s 
(see Sect. 3.7) using the site-amplification terms of the GMM of Bayless and Abrahamson 
(2019). This adjustment approximately removes the site amplification coming from veloc-
ity impedance contrasts, but not site-specific effects due to resonance. Because the  VS30 of 
most sites (81% of records) is > 500 m/s and the mean  VS30 of all records is 699 m/s, the 
effect of the site adjustment is moderate. The site-adjusted ground-motion records are used 
to reweight the branches of the GMMs and to compare them with predictions from the 
GMM.

3.2  Depth to top of rupture

The Chiou and Youngs (2014) GMM used for the host region includes a term to model the 
effect of the depth to the top of rupture  (ZTOR). Therefore, if  ZTOR is not characterised for 
the target region (here, the UK) then we are making the implicit assumption that the aver-
age  ZTOR is comparable in the two regions. Given the deeper seismogenic layer in the UK 
(25 km to 30 km) (e.g. Rietbrock et al. 2013) than in coastal California (15 km to 20 km) 
(e.g. Zeng et al. 2022), where most of the data used to create the Chiou and Youngs (2014) 
model are from, it is unlikely that this assumption is valid. The  ZTOR model has a consider-
able impact in the near-source region  (RJB < 20 km), but its impact becomes negligible at 
 RJB > 50 km as the horizontal distance from the source dominates over the effect of depth. 
As the largest UK earthquakes with instrumental depths are around M 5.0 and macroseis-
mic depths for larger events are poorly constrained, there is uncertainty in this parameter 
for the UK. The approach followed to develop models for  ZTOR is discussed in this section.

Recent seismic hazard assessments for sites in the UK (Tromans et  al. 2019; Villani 
et al. 2020; Mosca et al. 2022) and surrounding countries (e.g., Grünthal et al. 2018; Drouet 
et  al. 2020; Martin et  al. 2018) characterise the focal depth distribution of their source 
zones, but these characterisations are generally magnitude independent and based mainly 
on instrumentally-determined focal depths, which are generally from M < 5.5. Therefore, 
the focal depths from three catalogues: BGS’s instrumental catalogue (from 1970),3 BGS’s 
Significant British Earthquakes (up to 1970)4 and a French catalogue FCAT-17 (Manchuel 
et al. 2018) were used as a basis for the development of the  ZTOR models for this study. The 
rupture width was predicted from the published M estimates using the equations of Leon-
ard (2014).5 Combining this rupture width with the published focal depth assuming that the 
focal depth is 60% down the rupture width (Mai et al. 2005), which is the assumption made 
by Kaklamanos et al. (2011), and assuming vertical strike-slip ruptures, leads to an esti-
mate of the  ZTOR for each earthquake. A graph showing M against estimated  ZTOR is shown 
in Fig. 2. Also included on this plot is the mean depth from binning the instrumental depth 
estimates from both BGS and FCAT-17 into 0.2 M unit intervals. FCAT-17 includes dip-
slip rupture events, which means some  ZTOR values are underestimated. However, given the 
already large uncertainties in these estimates and because we do not use these  ZTOR values 
directly, we believe that the assumption of vertical ruptures is acceptable. Trial focal depths 
of 5 km, 10 km, 15 km and 20 km used by the BGS and other seismological agencies when 

3 http:// earth quakes. bgs. ac. uk/ earth quakes/ dataS earch. html
4 http:// www. earth quakes. bgs. ac. uk/ earth quakes/ UKsig nific ant/ index. html
5 Using the equations of Wells and Coppersmith (1994) leads to similar conclusions.

http://earthquakes.bgs.ac.uk/earthquakes/dataSearch.html
http://www.earthquakes.bgs.ac.uk/earthquakes/UKsignificant/index.html
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locating earthquakes are noticeable in Fig. 2 as lines of points centred around these values. 
This indicates significant uncertainties associated with these values.

On Fig. 2 three published models for  ZTOR are plotted: the model of Chiou and Youngs 
(2014) based on published  ZTOR estimates for the largest earthquakes in their database; a 
model developed by Kaklamanos et al. (2011) from the same database; and a model for 
Central and Eastern North America (CENA) that was developed as part of the NGA-East 
project (PEER 2015). The  ZTOR estimates from the UK and surrounding area are on aver-
age deeper than those from these other models, particularly those of Chiou and Youngs 
(2014) and Kaklanamos et al. (2011). Additionally, the  ZTOR estimates from events occur-
ring before 1970 (and hence with focal depths mainly estimated from macroseismic data) 
suggest a slight positive magnitude dependence (i.e. larger earthquakes have larger  ZTOR). 
This positive magnitude dependency has been noted before (e.g. Ambraseys and Jackson 
1985; Main et  al. 1999); however, for the largest earthquakes (M > 6.0) extrapolation of 
this trend would be difficult to justify given the lower depth limit imposed by the thickness 
of the seismogenic layer (25–30 km).

To understand this apparent contradiction the following simulations were conducted. 
For simplicity, vertical strike-slip faulting earthquakes were assumed because, as noted 
previously, Baptie (2010) showed that most focal mechanisms computed for UK earth-
quakes indicate strike-slip faulting. In the simulation exercise, a linear regression equation 
was first fitted to the focal depths in the BGS’s Significant British Earthquakes list (this 
excludes the large number of events with M < 3.7). Next, a random magnitude taken from a 
uniform distribution between M 3.0 and M 7.75 was generated and a focal depth estimated 
using this regression equation (and its homoscedastic standard deviation), assuming that 
it can be extrapolated to magnitudes beyond the observations, which end at M 5.9. Then, 

Fig. 2  Estimated depths to top of rupture for earthquakes in the FCAT-17 and BGS databases (separated 
into pre-instrumental and instrumental periods), their binned averages, and four candidate models for aver-
age  ZTOR with magnitude and the two developed  ZTOR models.”Simulation” refers to the exercise discussed 
in the text where ruptures with widths based on observed UK focal depths are simulated and average  ZTOR 
values estimated
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 ZTOR and  ZBOR (depth to the bottom of the rupture) were estimated from this focal depth 
in the same way as for the actual earthquakes listed in the BGS catalogues and FCAT-17. 
If  ZTOR was less than 0 km (i.e. surface rupture) or  ZBOR was greater than 25 km (i.e. seis-
mogenic thickness), then the process was repeated until physically acceptable depths were 
obtained. This simulation exercise (repeated 50,000 times) showed that the observed mag-
nitude-dependency of focal depths is compatible with a  ZTOR model that approaches zero 
for M > 7.0. This occurs because focal depths approach an asymptote around 20 km from 
around M 5.5 as they cannot get deeper and still fit an increasingly wide rupture within the 
seismogenic layer. Given the uncertainties in the focal depths derived from macroseismic 
intensities and the lack of similar strong magnitude dependency in other parts of the world, 
we did not think it justifiable to use the results from the simulations to create a  ZTOR model.

Based on the observations in Fig. 2 and the simulation exercise, two models for  ZTOR 
are used as separate branches in the logic tree. The first equation (assigned a weight of 
60%) is the one of Chiou and Youngs (2014) multiplied by a factor of 1.3 to better match 
the mean  ZTOR estimates from the FCAT-17 and BGS catalogues for M < 5.0 and the fact 
that the seismogenic layer in the UK is considerably thicker than that in California. The 
second model (assigned a weight of 40%) is bilinear and comprises a  ZTOR line up to M 
5.5 that is equal to the weighted mean of the focal depths in the UK National Seismic 
Hazard Model (Mosca et al. 2022) of 14 km minus 60% of the rupture width estimated by 
the equations of Leonard (2014), and then, a straight line from 11.8 km (the value at M 5.5 
from the first line) to 0 km at M 7.5. These two models are indicated in Fig. 2. Using these 
two  ZTOR models will increase epistemic uncertainty in the predicted near-source ground 
motions, which we consider appropriate given the sparse observations from  Repi < 50 km.

3.3  Source spectral shape

Edwards et al. (2008) found that the single-corner ω2 Brune (1970, 1971) spectral shape 
clearly fits the observed spectra from 33 near-source records of UK earthquakes with local 
magnitudes  (ML) between 2.0 and 3.0 better than two other single-corner spectral shapes, 
namely ω3 and Boatwright (1978). Almost all UK studies use this classic spectral shape. 
Double-corner spectral shapes (e.g., Joyner 1984) imply a breakdown in the 1:1 scaling 
relation between seismic moment and fault dimensions (i.e., a fault aspect ratio no longer 
equal to 1.0). This additional complexity is not needed for this study given the relatively 
small earthquakes that occur in the UK, its relatively thick seismogenic layer (25 to 30 km) 
and the use of the HEM, which corrects the long-period spectral shape using an empirical 
model. Hence, we adopt the single-corner ω2 Brune (1970, 1971) shape for our stochastic 
models. This decision is revisited below.

3.4  Geometric spreading

Many geometric spreading (decay) models for the UK include a 1/R branch (spherical 
spreading) for near-source distances and a 1/√R branch (cylindrical spreading) for far-
source distances (e.g., Lubkowski et al. 2004). Several models also include a middle branch 
with little or no decay to model the arrival of critical reflections off the Mohorovičić dis-
continuity (Moho). The distances at which the transitions between the different branches 
occur vary amongst the models.

The depth of the Moho below the UK is 33 ± 5  km according to the global crustal 
structure model CRUST1.0 (Laske et  al. 2013). Using this information, the ratio of the 
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shear-wave velocities above and below the Moho (about 0.8), the probable focal depths for 
UK earthquakes (between 5 and 25 km) and Snell’s law, reflections off the Moho would 
occur between about 40 and 75 km. This confirms the use of 50 km for the start of this 
flat branch proposed by Edwards et al. (2008), Rietbrock et al. (2013) and Rietbrock and 
Edwards (2019). Several UK models (e.g. Sargeant and Ottemöller 2009; Rietbrock and 
Edwards 2019) use 100 km as the start of the cylindrical spreading branch.

Based on this information the following three branches and a priori weights [within 
square brackets] are proposed:

• 1/R to 100 km and then 1/√R for greater distances—[0.25]
• 1/R to 50 km, no decay until 100 km then 1/√R for greater distances—[0.50]
• 1/R to 75 km and then 1/√R for greater distances—[0.25]

The branch with a flat (no decay) portion between 50 and 100 km is given the highest 
weight because Moho “bounce” effects are common in GMMs for SCRs [e.g. the CENA 
GMMs of EPRI (2004)] and previous detailed analysis of UK data (Edwards et al. 2008; 
Rietbrock et  al. 2013; Rietbrock and Edwards 2019) provide strong evidence for such 
effects.

3.5  Path attenuation

Three main models for UK anelastic attenuation (Q) have been proposed in the literature. 
Based on previous analyses that showed a close match with observations, we adopt the 
Sargeant and Ottemöller (2009) relationship, Q = 266  f0.53 as our central model. This model 
is simpler than those of Edwards et  al. (2008) and Rietbrock and Edwards (2019), who 
proposed depth-dependent but frequency-independent models. The model of Sargeant and 
Ottemöller (2009) is also easier to implement within SMSIM than the other two candidate 
models.

Sargeant and Ottemöller (2009) identify regional dependency in Q within the UK (their 
Fig. 8). The minimum and maximum values of 1/QLg, i.e. the inverse of the value of Q 
for Lg waves (multiple-reflected shear waves), shown in Fig. 8 of Sargeant and Ottemöller 
(2009), are used to construct two alternative models to capture the regional variations in 
Q and epistemic uncertainty. Based on these values, lower and upper Q models were esti-
mated by eye to capture the observed trend in these minimum and maximum estimates: 
230  f0.5 (lower) and 330  f0.6(upper). These Q models are similar to models for the UK 
(Rietbrock and Edwards 2019), France (Campillo and Plantet 1991) and southern Neth-
erlands (Goutbeek et al. 2004). Attenuation in the UK is clearly higher (lower Q) than in 
Scandinavia (e.g. Kvamme et al. 1995). The central branch is assigned an a priori weight 
of 0.630 and the lower and upper branches weights of 0.185. These weights correspond 
to the 50th (median), 5th and 95th percentiles, respectively, in the three-point approxima-
tion for continuous random variables proposed by Keefer and Bodily (1983). As shown by 
Scherbaum et  al. (2005, their Fig. 10) the impact of uncertainty in Q on ground-motion 
uncertainty is small, particularly for  Repi < 50  km, which is the most important distance 
range for UK seismic hazard. Because, however, earthquakes at greater distances can be 
important for some locations [e.g. see disaggregation for Edinburgh provided by Mosca 
et al. (2022), their Fig. 17] it was considered important to capture uncertainty in this input 
parameter.
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3.6  Path duration

Path duration refers to how seismic waves spread out in the time domain as they propagate 
from the earthquake source. Rietbrock et al. (2013) and Rietbrock and Edwards (2019) pro-
pose a path duration model for the UK. Boore and Thompson (2014) provide a model for 
ACRs. This model is repeated in Boore and Thompson (2015), who also provide a model 
for SCRs. Other proposed path duration models relevant for this study include those of 
Edwards and Fäh (2013) for Switzerland, Bungum et al. (1992) for Norway and the sur-
rounding region, and Drouet and Cotton (2015) for the French Alps.

To assess the applicability of these models, durations are examined from the collected 
instrumental data using Husid plots and the approach of Boore and Thompson (2014), 
which consists of examining the duration estimated by D95 = 2(D80-D20), where  D95 is the 
time between the 5th and 95th percentiles of the Arias intensity,  D80 is the time to the 80th 
percentile and  D20 is the time to the 20th percentile. The estimated source durations [using 
Eq. 6 of Atkinson and Silva (2000) as also used by Boore and Thompson (2014)] for each 
record are subtracted from these observed durations and these estimated path durations 
(Dp) are plotted alongside the candidate path duration models (Fig.  3). To compare the 
estimated path durations with the candidate models, the arithmetic means (and their 95% 
confidence intervals) within 30 km width bins (e.g. 0–30 km and 30–60 km) are plotted on 
the figure. The path duration model for ACRs proposed by Boore and Thompson (2014) 

Fig. 3  Candidate path duration models and observed path durations from the ground-motion database 
with the means (and 95% confidence intervals) averaged within 30 km intervals. The model of Boore and 
Thompson (2014)—ACR was chosen for the final logic tree



4278 Bulletin of Earthquake Engineering (2024) 22:4265–4302

1 3

best matches the means in each bin for all distances, although it is potentially slightly over-
predicting the observed durations beyond about 250 km. Therefore, this model is adopted 
for the path duration component. This is also the path duration model used by Stafford 
et al. (2022) for the host stochastic model. Aldama-Bustos and Strasser (2019) examine the 
strong-motion durations of UK and find that a duration model derived mainly from Cali-
fornian data (Bommer et al. 2009) is the best fitting model to the observations. Due to its 
limited impact on predicted spectral accelerations [e.g. Fig. 10 of Scherbaum et al. (2005)] 
and the close match between the observations and model (Fig. 3) no uncertainty in this 
parameter is included within the logic tree.

3.7  Site amplification

There is considerable spatial variation in shear-wave velocity  (VS) profiles (even within a 
relatively small country such as the UK) as well as epistemic uncertainty due to the limited 
number of measured profiles. Rather than using different  VS profiles to capture the varia-
tion and uncertainty, we assume a single  VS profile representative of a generic site with out-
cropping chalk in southern England. Based on experience from various site-specific haz-
ard studies (Tromans et al. 2019; Aldama-Bustos et al. 2023), we believe that the adopted 
profile is generally applicable to weak rock sites in the UK. Hard rock sites that occur in 
northern England, much of Scotland and Wales are excluded. Adjustments of the model 
to other site conditions could be undertaken using the reported  VS profile and a  VS-kappa 
adjustment (e.g., Al Atik et al. 2014), or by updating the stochastic model with this new  VS 
profile (and potentially other kappa values) and then using this within the HEM.

Several  VS profiles for UK sites, particularly those with reasonable resolution in the 
upper 2 km, from the literature were examined. These include profiles used by the BGS 
for locating earthquakes [BGS—General UK (Turbitt 1984) and BGS—Surrey (Galloway 
2021)], profiles reported in articles on specific earthquake sequences (Ottemöller et  al. 
2009), and oil-prospecting profiles in the Berkshire region that are in the public domain 
(Strat 1 and Foudry Bridge boreholes). These profiles along with the  VS profile considered 
in this study are presented in Fig. 4.

We used the functional form of the Poggi et  al. (2011) profile to parameterise the 
 VS profile (Eq.  1, where z is the depth from the surface). The coefficients in the Poggi 
et al. (2011) function were varied to find the best visual fit to the available profiles. The 
final coefficients chosen were:  b1 = 1.1,  b2 = 150,  VSmin = 873  m/s and  VSmax = 3700  m/s, 
which correspond to the  VS at the surface and at around 10  km. The  VS30 of the final 
profile is 900  m/s, placing the profile well inside Site Class A (rock), corresponding to 
 VS30 ≥ 800 m/s, of Eurocode 8, which applies in the UK (e.g. Mosca et al. 2022).

Site amplification from the quarter-wavelength method depends on the  VS profile as well 
as the density profile. For this study the  VS-density correlation proposed by Boore (2016) 
is adopted to estimate density for all depths based on the  VS computed from Eq. 1. Avail-
able data from a representative range of UK geological units (Lias and Mercia Mudstone 
Groups from southwestern England, Sherwood Sandstone Group from northern England, 
and the Thames, Lambeth and Chalk Groups from eastern England) were used to confirm 
that this relationship is appropriate for the UK. The site amplification corresponding to 
the  VS profile considered in this study is presented in Fig. 5. For comparison Fig. 5 also 

(1)VS(z)=
(

VSmax − VSmin

)

[

1 − b
−z∕b2
1

]

+ VSmin
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Fig. 4  Comparison of publicly 
available  VS profiles for southern 
England with the target  VS pro-
file for this study

Fig. 5  Site amplification for the 
target  VS profile for this study. 
For comparison, the site ampli-
fication corresponding to the  VS 
profile used by Tromans et al. 
(2019) for the HPC PSHA, and 
the Cotton et al. (2006) profile 
obtained for a  VS30 of 900 m/s, 
are also presented
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presents the site amplifications for the  VS profile considered by Tromans et al. (2019) for 
the Hinkley Point C (HPC) PSHA, with a  VS30 of 1000 m/s, and the  VS profile from Cotton 
et al. (2006) for a  VS30 of 900 m/s.

3.8  Site attenuation

We model site attenuation using the standard approach of a kappa filter (Anderson and 
Hough 1984) and assume that the Q model accounts for path attenuation. We define a 
range of κ0 (kappa at  Repi = 0 km) values appropriate for the (generic rock)  VS profile. Riet-
brock and Edwards (2017) and Baptie (2021) provide κ0 estimates for various BGS sta-
tions. Mosca et al. (2022) considered the κ0 estimates from Baptie (2021) to define the κ0 
logic tree used for the development of the UK national seismic hazard maps. Addition-
ally, Villani et al. (2020), Tromans et al. (2019) and Aldama-Bustos et al. (2023) provide 
κ0 estimates, along with their uncertainty ranges, for the Wylfa Newydd, Hinkley Point C 
(HPC) and Sizewell C (SZC) sites respectively. Also, we undertook various analyses of the 
ground-motion data using the approach of Anderson and Hough (1984).

Based on these studies and considering a  VS30 of 900 m/s (i.e., the  VS30 of the selected 
 VS profile), three alternative κ0 values are proposed: 0.010 s, 0.023 s and 0.037 s, as the 
upper, central (i.e., best estimate) and lower estimates with a priori weights of 0.185, 0.630 
and 0.185. Figure  6 presents a comparison of the κ0 values from the studies mentioned 
above with the κ0 branches proposed in this study. Also shown in Fig. 6 are κ0 estimates, 
and associated uncertainty, predicted by the κ0-VS30 relationship of Van Houtte et  al. 
(2011), which has been used in several recent studies to assess κ0. The proposed κ0 model 
is in good agreement with estimates for UK national hazard maps, HPC and SZC, which 

Fig. 6  Summary of κ0 estimates available for the UK and the κ0 model proposed in this study
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correspond to  VS30 values relatively close to the one proposed for the current study. In the 
case of SZC, it also corresponds to similar geological conditions (i.e., weak rock).

3.9  Stress drop

Due to the uncertainty surrounding how stress drop (also called stress parameter) scales 
with magnitude and potential trade-offs with other stochastic parameters, we estimate 
appropriate values for larger earthquakes (M > 5.5) (for which UK data are not available 
but which are important for hazard assessments) using the approach discussed below. 
For smaller earthquakes, the residuals from the resulting GMMs for the observed ground 
motions are subsequently used to assess whether these values need modifications for 
M < 5.5 (as shown in Sect.  4.2 the values did not need updating). As earthquakes with 
magnitudes higher than have been instrumentally observed are the most important for engi-
neering purposes, we considered this approach appropriate because the extrapolation from 
stress drops of smaller events is highly uncertain.

A preliminary assessment of stress drop from the instrumental data showed little mag-
nitude dependency and an overall best single stress drop of 100 bars (10 MPa) (Douglas 
et al. 2023). This result was stable using different spectral period ranges (0 to 1 s or up to 
5 s) and geometric spreading rates (central or upper branches). This high stress drop and 
little magnitude dependency contrasts with the behaviour evidenced in Fig. 2 of Rietbrock 
et al. (2013), with lower values and a clear magnitude dependence. To capture this, Riet-
brock et al. (2013) developed two models: a) a self-similar (magnitude-independent) model 
where the median stress drop is 18 bars (1.8 MPa) for all magnitudes, and b) a magnitude-
dependent model where the median stress drop is 7 bars (0.7 MPa) for M ≤ 3 and increases 
linearly to 100 bars (10  MPa) at M 4.5 and then stays constant for larger magnitudes. 
Therefore, the lack of magnitude dependency of the inverted stress drops was quite surpris-
ing. This could be because of the choice of the other stochastic parameters, in particular the 
site attenuation (kappa), and the associated strong trade-offs.

To choose the branches of the stress drop, an approach like that used by Bommer et al. 
(2022) for the Groningen (The Netherlands) gas field was applied. In this approach, predic-
tions from empirical GMMs from other regions for M 5.5, 6.0 and 6.5 and a near-source 
distance  (RJB = 20 km), where the empirical models are well constrained and differences 
due to path attenuation are small, are compared to predictions from the suite of predic-
tions from the UK hybrid model for a range of stress drops from 20 to 200 bars (in steps of 
20 bars). This approach assumes that average near-source ground motions from moderate 
and large earthquakes in the UK are similar to those in other regions, which are not neces-
sarily tectonically analogous. Any estimate of the stress drop for UK events with M > 5.5 
would be an assumption given the complete lack of near-source data for this magnitude 
range. We believe that the assumption that near-source UK ground motions are similar to 
better observed regions is the most defensible. The weighted mean of the predictions from 
the hybrid model are used, although because of the short source-to-site distance chosen, 
only variations in kappa have a strong impact on the predictions. The GMPEs used by 
Aldama-Bustos et al. (2023) within their GMM for the SZC site, excluding the Rietbrock 
and Edwards (2019) model because it is not constrained at large magnitudes, were adopted 
as appropriate choices for this analysis. Constant values of the stress drop needed to obtain 
the best match between these ground-motion predictions are subsequently chosen.

Figure 7 shows the results of this analysis for M 6.0 (the comparisons for M 5.5 and 
M 6.5 are very similar). This comparison shows that using a value of 20 bars leads to 
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a close match to the lowest predictions from the empirical GMPEs [either Cauzzi et al. 
(2015) or Bindi et al. (2014)] and 140 bars leads to a match to the predictions from the 
GMPE predicting the highest spectrum (Yenier and Atkinson 2015) with 80 bars pro-
viding a prediction roughly in the middle. Based on this comparison three stress drops 
(i.e., 20, 80 and 140 bars) are used to develop the final model with a priori weights of 
0.185, 0.630 and 0.185, respectively.

It is worth mentioning that the response spectral shape from the stochastic (rather 
than the hybrid) model is slightly flatter than the shape from the empirical models, 
which means that choosing a stress drop that is appropriate for T < 1  s leads to over-
predicting spectral accelerations for T > 1 s. The HEM, through the use of the ratio of 
stochastic models (both of which here assume single-corner spectral shapes) and the 
empirical host model (Chiou and Youngs 2014), corrects for this mismatch in the long 
period spectral shape. Therefore, it is not necessary to modify the stochastic models 
(e.g., using a double-corner spectral shape) to address this mismatch. This is an advan-
tage of the HEM over using the target stochastic models directly.

Additionally, because the match between the host empirical and stochastic mod-
els is close (particularly for T < 1 s) due to the care that Stafford et al. (2022) took in 
developing the stochastic model, predictions from the hybrid models generally closely 
match predictions from the UK stochastic models. The exception to this is for T > 1 s 
and larger earthquakes (M > 6) where the adoption of the single-corner spectral shape 
leads to significant differences. This means that if a different host empirical model was 
used within the HEM the resulting hybrid models would be similar, as long as a well-
matched associated stochastic model was used.

Fig. 7  Comparison of predictions for a M 6.0 earthquake at 20 km from four empirical GMPEs and predic-
tions from the a priori weighted mean of the UK hybrid model with stress drops equal to 20 to 200 bars 
in steps of 20 bars (red lines). BETAL14 is Bindi et al. (2014), CETAL15 is Cauzzi et al. (2015), YA15 is 
Yenier and Atkinson (2015) and CY14 is Chiou and Youngs (2014)
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4  Comparison of predictions from the model to observations

In this section the GMMs developed are compared with the instrumental data from the 
UK and surrounding region to adjust the a priori branch weights so that the complete 
model shows limited bias. The 162 branches are then resampled using both the a priori and 
adjusted weights to obtain three- and five-branch versions that are easier to use in applica-
tions. A residual analysis shows that the weighted mean estimates from these resampled 
models are unbiased with respect to magnitude, distance and focal depth. Finally, compari-
sons with other instrumental and macroseismic data, which were not used for the deriva-
tion of the model, are presented.

4.1  Reweighting of the logic‑tree branches using instrumental data

The logic-tree branches and weights defined in Sect. 3 were based on prior knowledge for 
the UK and were not directly based on instrumental or macroseismic data. Therefore, these 
observations can be used to update the default weights to reflect this additional information 
using a Bayesian approach. The log-likelihood approach of Scherbaum et al. (2009) and 
the ground-motion database described in Sect. 3.1 is used to update the original weights of 
the 81 branches for the  ZTOR variant with the highest weight (branch 1). This approach was 
also used by Douglas (2018) when he reweighted his backbone models for Europe and the 
Middle East for trial applications in specific regions.

The total residuals computed using the site-adjusted instrumental data collected from 
the UK and surrounding region were used within the equations provided by Scherbaum 
et al. (2009) in terms of log-likelihoods. For consistency with the origin of the 81 branches 
(from a set of stochastic models that can be used to generate ground motions for all spec-
tral periods) updated weights are applied to all spectral periods together (i.e. weights do 
not vary with period). Five periods (0.01, 0.1, 0.2, 0.5 and 1.0  s) were used to estimate 
these updated weights to avoid overemphasising the short spectral periods within the cal-
culations. Response spectral periods greater than 1.0 s were not used for the reweighting 
because of low-frequency noise in the ground-motion records, particularly those from 
small events at great distances. The differences between the updated weights for the two 
 ZTOR variants were negligible; hence, for simplicity, the same set of updated weights is 
proposed for both variants. To test the impact of the site adjustment, the revised weights 
were recomputed using the original data (i.e. with no adjustment to a common  VS30 of 
900 m/s) and the impact on the weights was less than 10% for all branches and less than 
5% for all branches weighted at 1.5% or more in the final logic tree. This negligible impact 
of the site adjustment on the GMM is explained by 81% of data coming from sites with 
 VS30 > 500 m/s.

The impact of the weighting on the predictions from the model is minor within the first 
70 km due to the sparsity of data at that distance. Beyond 70 km, the reweighting increases 
the prominence of the Moho “bounce” (the flat decay portion), which leads to higher pre-
dicted ground motions and narrows the spread between the 5th and 95th percentiles. Fig-
ure 8 shows plots of the mean bias based on total residuals for each of the 81 branches 
of the first  ZTOR variant against period as well as the original and adjusted weights for 
each branch. The figure shows that the low stress drop branches generally underestimate 
the observations (positive residuals) whereas the middle and higher stress drop branches 
show better agreement with the data. It also shows that the variation from the geometric 
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spreading branches is quite limited whereas the effect of kappa and, to a lesser extent Q, 
is more pronounced. Plots of the standard deviations of the total residuals (see Electronic 
Supplement) are similar for each branch and show standard deviations (in natural loga-
rithms) of around 0.9 at 0.01 s, increasing to around 1.0 at about 0.2 s and then decreasing 
to around 0.8 at 2 s.

4.2  Resampling to obtain an easier‑to‑use model

The equations for the 162 branches (81 branches from the stochastic models for both  ZTOR 
branches) could be used within a seismic hazard assessment as the GMM. The impact of 
uncertainties in each component of the model could then be assessed and efforts could be 
made to reduce these uncertainties and revise the weights assigned to the corresponding 
branches. For example, if better information on the site attenuation (kappa) was available 
for a particular site then the weights of the three kappa branches could be altered to reflect 
this improved knowledge.

This parameterisation of the GMM, although useful in a research context and poten-
tially for some site-specific studies, would likely be too time-consuming to implement 
and run within most hazard assessments because of the large number of branches. 
Therefore, predictions from the GMM were resampled to provide an easier-to-use 
parameterisation of the model. To develop this parameterisation for each of the 19 spec-
tral periods, the weighted distribution of the median ground motion estimates from the 
162 logic-tree branches at each magnitude-distance point was sampled to find various 

Fig. 8  Mean bias based on total residuals (red dots, in terms of natural logarithms) against spectral period 
for each of the 81 branches. The branch numbers are indicated in the bottom-left corner of each graph as 
A-B-C-D, where A is the branch for the stress drop (left-to-right), B is the branch for the geometric spread-
ing (top-to-bottom), C is the branch for Q (top-to-bottom within each 3 × 3 square) and D is the branch for 
kappa (left-to-right within each 3 × 3 square). The original and updated weights (expressed as a percentage) 
for each branch are indicated in the bottom-right corner of each graph
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percentiles. Firstly, the 5th, 50th (median) and 95th percentiles for the simplest (three-
branch) parameterisation, using the respective weights of 0.185, 0.630 and 0.185 
(Keefer and Bodily 1983), were computed. For a smoother parameterisation, the values 
at the cumulative probabilities of 0.035, 0.212, 0.500, 0.788 and 0.965 with weights 
of 0.101, 0.244, 0.309, 0.244 and 0.101 for a five-branch parameterisation using the 
proposal from Table  3 of Miller and Rice (1983) were adopted. The raw samples are 
available from the authors if other parameterisations are required by users of this GMM.

The same functional form used for the individual stochastic models was found to 
fit the samples for the three- and five-branch parameterisations well. Therefore, GMMs 
were derived using this functional form and nonlinear least-squares regression. The 
three-branch version is used for the subsequent plots. A comparison between the three- 
and five-branch versions is shown in the Electronic Supplement. As expected, the cen-
tral branches are the same in both cases as they both correspond to the median; the outer 
branches for both versions are very similar as the percentiles targeted are almost identi-
cal (5th and 3.5th, and 95th and 96.5th for the three- and five-branch versions, respec-
tively); and the second and fourth branches for the five-branch version are quite close to 
the central branch.

Figure 9 shows between-event residuals with respect to magnitude from the instru-
mental data for four spectral periods (0.01, 0.1, 0.5 and 1.0 s) using the weighted mean 
of the three-branch parameterisation. The weighted mean is used in these plots to test 
whether the model is well centred, both considering all data and just the UK data (plots 
for the three separate branches are included in the Electronic Supplement). As expected, 

Fig. 9  Between-event residuals, separated into events located in the UK (red symbols and text) and those 
located in the wider region (black symbols and text is when considering all events), against magnitude for 
the weighted mean of the three-branch parameterisation of the model. Grey lines are the linear best-fit line 
and its 95% confidence limits
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residuals using the weighted mean show little bias. This is also true for the central (50th 
percentile) branch. The 5th percentile branch shows positive bias (under-prediction) and 
the 95th percentile branch shows negative bias (over-prediction). Due to the focus being 
on larger magnitudes and closer distances than much of the data, we do not consider the 
minor under-prediction (positive biases between 11 and 30%) for the weighted mean as 
a significant limitation of the model. Considering only the UK data, the bias is close to 
zero (− 2% to 14%) for all periods, although this is based on only 11 earthquakes, the 
largest of which has a magnitude of only M 4.9 (Market Rasen). Similarly to the case 
for the reweighting, the impact of the site adjustment on the residuals is limited with 
only a change in bias of a maximum of 3% between adjusting and not adjusting for dif-
ferences in  VS30.

Figure  10 shows within-event residuals with respect to distance for the weighted 
mean (graphs for the individual branches are similar, see Electronic Supplement). The 
weighted mean and none of the branches show clear trends in terms of magnitude or 
distance, which suggests that the hybrid model correctly captures the magnitude and 
distance scaling of UK ground motions. Additionally, there are limited trends with 
respect to focal depth (Fig. 11), although there is some evidence of slight overprediction 
(negative residuals) of the shallowest events (depth < 7 km).

The use of magnitude-independent stress drops (based on the fit with GMPEs for 
M > 5.5, Sect.  3.9) does not introduce trends into the model for M < 5.5. It should be 
noted, however, that the instrumental data are limited mainly to M < 5 and R > 100 km 
and hence these residual plots, although reassuring that the available observations are 
well predicted, do not mean that ground motions from larger earthquakes and short 

Fig. 10  Within-event residuals against magnitude for the weighted mean of the three-branch parameterisa-
tion of the model. Grey lines are the linear best-fit line and its 95% confidence limits
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distances are necessarily well predicted. This is the reason why the epistemic uncertain-
ties remain high (see Sect. 5.1).

4.3  Comparison with other observations

The high-quality instrumental data collected for this study are limited in terms of magni-
tude and distance coverage to mainly M < 5 and  Repi > 100 km. Therefore, the magnitude-
distance range of main interest for engineering purposes is poorly sampled. Additional 
instrumental data from the UK and surrounding region, not used to derive the model, were 
collected from earthquakes M > 5 to check the model for this magnitude range. These data 
were obtained from: North Sea 1927 (M 5.2), Dogger Bank 1931 (M 5.9, BGS6), Nor-
wegian Sea 1988 (M 5.6), North Sea 1989 (M 5.17) and Roermond 1992 (M 5.3) earth-
quakes from Bungum et al. (2003) and the ESM database (Luzi et al. 2020). These data 
are of lower quality (particularly records from the 1927 and 1931 events) than the data 
used to reweight the model above and they are all from  Repi > 80  km. In addition, the 
data from Bungum et al. (2003) were not recorded on strong-motion instruments so only 
longer period (T > 0.5 s) PSAs can be computed. Nevertheless, as these provide additional 
checks on the model for the magnitude range of interest to most end users they are consid-
ered here. Figure 12 shows that the predictions and the 15 observations match reasonably 

Fig. 11  Between-event residuals, separated into events located in the UK and those located in the wider 
region, against focal depth for the central branch of the three-branch parameterisation of the model. Grey 
lines are the linear best-fit line and its 95% confidence limits

6 Bungum et al. (2003) report M 5.3 for this event but this is inconsistent with the  ML 6.1 reported by BGS.
7 Converted using Eq. 22 of Scordilis (2006) from  mb 4.8 (ISC).
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closely, even at greater distances  (Repi > 300 km) where the model is based only on stochas-
tic estimates. There is evidence that the GMM overpredicts these sparse observations but 
given the sparse data we propose no adjustment to the GMM to account for this.

Another type of data that can be used as a check on the GMM for the critical larger 
magnitude range (M > 5) are macroseismic intensity observations. As the GMM provides 
predictions in terms of elastic response spectral accelerations, these accelerations need to 
be converted to macroseismic intensities for comparisons with this type of observation. We 
follow Delavaud et al. (2009) and Villani et al. (2019) in converting predictions from the 
model to corresponding intensities rather than the observed intensities to estimated spectral 
accelerations. To make this conversion it is necessary to use a ground-motion-to-intensity 
conversion equation (GMICE), many of which have been published in the past 50 years. 
For this study, we adopted the GMICE of Dangkua and Cramer (2011), which was devel-
oped using data from CENA and California and shows good correlation with UK PGA-
intensity pairs.

The focus in this section is on checking the model for ground motions of engineering 
interest; thus, only earthquakes in the ground-motion database (see Sect. 3.1) with M > 4.5 
have been considered here. Dangkua and Cramer (2011) provide GMICEs for PGA, peak 
ground velocity and pseudo-spectral accelerations at 0.5, 1.0 and 3.3 Hz; however, only the 
correlation between PGA (assumed equal to PSA at 0.01 s) and intensity is used for this 
comparison. Figure 13 presents comparisons of the predictions from the lower, middle and 

Fig. 12  Predictions from the backbone-version of the GMM for M5.5 and 15 observed PSAs (adjusted 
using the GMM’s predictions for M 5.5 and each event’s magnitude) at 0.5  s (left) and 2.0  s (right) that 
were not used to derive the model
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Fig. 13  Comparison of the predictions from the lower, middle and upper branches of the three-branch 
parameterisation of the model [converted to intensity using the Dangkua and Cramer (2011) GMICE] with 
macroseismic data and predictions of the Musson (2013) IPE for earthquakes with M > 4.5
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upper branches of the three-branch model, converted to intensities, with intensity data for 
events from the UK and adjacent regions. These comparisons also include predictions from 
the intensity prediction equation (IPE) of Musson (2013) which was derived specifically 
for the UK.

In general, a good correlation of the intensities converted from the middle branch 
is observed with the data and predictions from the Musson (2013) IPE, particularly for 
 RJB > 30  km. Also, the lower and upper branches of the three-branch model capture 
the uncertainty reasonably well, noting that the uncertainty increases significantly at 
 RJB < 30 km, where data are scarce.

5  Comparison with other models used in UK hazard assessments

In this section various comparisons are shown amongst the three-branch version of the 
GMM using  RJB and models commonly used for seismic hazard assessments in the UK. 
The models chosen are: PML (1988) [PML88], because of its historical use within the 
UK nuclear industry; the Rietbrock and Edwards (2019) model [RE19], as this is the most 
recent published model for the UK [of the three alternative versions of this model (i.e., 5, 
10 and 20 MPa) the 5 MPa version is used here as it was found by Aldama-Bustos et al. 
(2023) to better agree with UK data]; and the GMM proposed by Aldama-Bustos et  al. 
(2023) for SZC.

Plots showing the distance (Fig. 14) and magnitude (Fig. 15) scaling of the models are 
drawn as well as predicted response spectra for four earthquake scenarios (Fig. 16). Note 
that Figs. 14 and 15 show the weighted mean predictions from the three-branch parameter-
isation of the backbone model, while Fig. 16 shows the three individual branches (lower, 
middle and upper). Note that all models in these comparisons predict ground motions com-
patible with the geometric mean of the two horizontal components, except for PML88, 
which uses the larger of the two horizontal components. To account for this incompatibil-
ity, the relationship proposed by Boore and Kishida (2017) was used to convert predictions 
for the PML88 model from the larger component to the geometric mean.

From the distance and magnitude scaling comparisons (Figs. 14, 15, respectively), gen-
erally good agreement is observed between the three-branch backbone model and the SZC 
GMM and RE19, with the backbone model generally predicting slightly larger ground-
motion intensities for most magnitude-distance combinations. The PML88 model predicts 
consistently larger ground motions at magnitudes < M ~ 5.5 and distances greater than 
100 km. The largest differences are observed at around 100 km, where the effects of the 
Moho "bounce" are strongest. This effect is more evident in the RE19 model (see plateau 
on the distance scaling, Fig. 14), less so for the SZC and backbone models and absent from 
PML88.

Similar conclusions are reached from Fig. 16 for the middle branch of the three-branch 
model. Figure 16 also clearly shows that the epistemic uncertainty captured by the lower 
and upper branches of the three-branch backbone model comfortably envelopes predic-
tions from all other models. The only exception to this is the PML88 model which pre-
dicts higher PSA at M 5 and 100 km. As discussed before, PML88 consistently predicts 
significantly larger ground-motion intensities for this magnitude-distance scenario. It can 
be observed that the spectral shape predicted by the upper branch of the model is unusual, 
with a second peak at around 0.05 s in addition to the usual spectral peak at around 0.2 s. 
This shape is due to low high-frequency attenuation predicted by the lowest kappa value 
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interacting with the site amplification due to the chosen  VS profile, which has a relatively 
high amplification at short periods. As this shape has a physical basis, we decided not to 
apply any period-dependent smoothing to the coefficients.

A final comparison made here is to compare the predicted peak displacements from the 
stochastic model with those associated with the local magnitude calibration functions used 
by the BGS for UK earthquakes. To do this, SMSIM was used to evaluate the spectral 
displacement of a single-degree-of-freedom oscillator with a period of 0.8  s and a criti-
cal damping ratio of 0.69, which is stated by Boore (2005) to be equivalent to the Wood-
Anderson instrument that is the basis of the local magnitude scale. This was done for the 
branch of the stochastic model that had the highest weight in the reweighted version (i.e. 
branch 1 of the  ZTOR model, 80 bars, central geometric spreading, central Q model and 
kappa = 0.023 s). The local magnitude calibration functions of Hutton and Boore (1987) 
and Ottemöller and Sargeant (2013), which are used by the BGS, are rearranged to express 
the spectral displacements as a function of magnitude and distance. The local to moment 
magnitude conversion equation (their Eq. 9) derived by Ottemöller and Sargeant (2013) is 
used to convert between moment and local magnitudes for M < 5 (the magnitude range for 
which it is calibrated). The resulting spectral displacements from the stochastic model and 

Fig. 14  Distance scaling for PGA and PSA at 0.2  s and 1.0  s, and magnitudes M 4.5 (dashed lines), 5.5 
(solid lines) and 6.5 (dotted lines), for selected GMMs, previously used in seismic hazard assessments for 
nuclear facilities in the UK, and the three-branch parameterisation of the model (weighted mean from all 
three branches) in this study
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local magnitude calibration functions are shown in Fig. 17. The close match between the 
curves for all magnitudes demonstrates that the highest weighted branch of the stochastic 
model is broadly consistent with the model used for magnitude calibration for the UK.

5.1  Epistemic uncertainty

One of main drivers for the development of the models presented here was the requirement 
to capture epistemic uncertainty within the prediction of UK ground motions. Therefore, 
in this section the epistemic uncertainty captured by the GMMs is analysed and compared 
with that captured by other relevant models. The approach that is used here is to compare 
contour plots of σln μ (i.e. the standard deviation of the logarithm of the median predicted 
spectral accelerations) over magnitude and distance ranges. This approach is one of those 
discussed by Aldama-Bustos et al. (2023) and is the simplest to visualise given the large 
number of GMMs and branches considered here.

The impact of the reweighting on σlnμ is shown in Fig.  18 for periods 0.01  s, 0.2  s, 
0.5  s and 1  s. The reweighting reduces the values slightly, particularly at greater dis-
tances (R > 70  km), which corresponds to where the UK data are concentrated. The 

Fig. 15  Magnitude scaling for PGA and PSA at 0.2  s and 1.0  s, and distances of 10  km (dashed lines), 
30  km (solid lines) and 100  km (dotted lines), for selected GMMs, previously used in seismic hazard 
assessments for nuclear facilities in the UK, and the three-branch parameterisation of the model (weighted 
mean from all three branches) in this study
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magnitude-distance dependence of σln μ is also related to basic seismological theory 
because the HEM allows information on expected ground motion scaling to be brought 
in from the empirical model of Chiou and Youngs (2014) and via the stochastic method. 
For example, the UK data provides some information on average kappa, which reduces 
uncertainties for all magnitudes and distances and not just where the data are concentrated. 
Therefore, the epistemic uncertainty is not simply related to the UK data distribution. 
This explains the strong magnitude dependency of σln μ at periods of 0.2 s and above, and 
 RJB < 70  km. This is because the single-corner stochastic model adopted means that the 
influence of uncertainties in stress-drop and path and site attenuation is minimal at small 
magnitudes and increases with magnitude (there is no uncertainty coming from geometric 
spreading as all three models assume 1/R decay for near-source distances).

As expected, using the five-branch backbone model leads to similar estimates of σln μ for 
all magnitudes and distances (see Electronic Supplement), although there are slight differ-
ences because the five-branch model is able to capture more details of the uncertainty dis-
tributions. The complete parameterisation (using all 162 branches and associated weights) 
also leads to similar values of σln μ for all magnitudes and distances, which shows that the 
backbone parameterisation does not lead to a significant loss of accuracy despite using far 
fewer branches.

Using contour plots of σln μ, the epistemic uncertainties captured in the new model can 
be compared with those from recent GMMs for the UK. Figure 19 shows σln μ contours 

Fig. 16  Response spectra for M 5.0 and 6.0 at 30 and 100 km for selected GMMs, previously used in seis-
mic hazard assessments for nuclear facilities in the UK, and the backbone model in this study
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obtained for the SZC GMM (Aldama-Bustos et al. 2023) for periods 0.01 s, 0.2 s, 0.5 s 
and 1  s, covering the same magnitude and distance ranges as in Fig.  18, for the three-
branch backbone model. By comparing Figs. 18 and 19, it can be seen that the epistemic 
uncertainty captured by the new model is comparable to that in other recent models but 
that because of the use of the HEM, the uncertainties vary smoothly with magnitude and 
distance, and they are explainable in terms of seismological theory and available data. The 
reweighting approach used here would allow the uncertainties of the model to be reduced 
as more UK ground-motion data are recorded. This provides a rigorous framework for 
making use of new data.

6  Conclusions

In this article the development of a ground-motion model for the prediction of median 
elastic response spectral accelerations from earthquakes occurring in the UK and sur-
rounding region was presented. For probabilistic seismic hazard assessments, a median 
ground-motion model needs to be coupled with a model of the aleatory variability (i.e., 
sigma) of the ground motions. Given that the limited data available for the UK and 
surrounding regions do not allow the derivation of a reliable sigma model, we suggest 
considering previously published models (e.g., Al Atik 2015) for this component. The 

Fig. 17  Comparison of the spectral displacements estimated from the highest weighted branch of the sto-
chastic model and those estimated from the Hutton and Boore (1987) and Ottemöller and Sargeant (2013) 
local magnitude calibration functions for M 3.5, 4.5, 5.5 and 6.5
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Fig. 18  Contour plots of σln μ for the three-branch backbone: a) using the a priori weights and b) using the 
adjusted weights, for 0.01 s (PGA), 0.2 s, 0.5 s and 1.0 s
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main advantage of the Al Atik’s (2015) models over other recent models is that they 
explicitly account for the epistemic uncertainty and are informed by the predictions 
from four of the NGA-West2 models, including Chiou and Youngs (2014) [i.e., Abra-
hamson et al. (2014), Boore et al. (2014), Campbell and Bozorgnia (2014)  and Chiou 
and Youngs (2014)]. Additionally, Al Atik (2015) provides ergodic and single-station 
sigma models for “central and eastern North America” and “Global” regions. We rec-
ommend that the hazard analyst carefully considers the most appropriate sigma model 
for their application.

The backbone model presented in this article accounts for epistemic uncertainties 
due to the depth distribution of UK earthquakes, geometric spreading, path attenuation, 
site attenuation and stress drop, which are the most important sources of uncertainty 
within the hybrid empirical-stochastic method that has been adopted. All inputs to the 
model development were chosen/estimated based on previous publications and analysis 
of data from the UK and surrounding region. The model was justified through compari-
sons with available instrumental and macroseismic data, as well as comparisons with 
models previously proposed for use in the UK.

The epistemic uncertainties captured by the model were further illustrated and dis-
cussed. It was shown that these epistemic uncertainties are similar to those in recent 
high-level seismic hazard assessments for nuclear facilities and that they follow what 
would be expected: lower uncertainties where there are data and higher uncertainties 

Fig. 19  Contours of σln μ for the SZC GMM, for 0.01 s, 0.2 s, 0.5 s and 1.0 s
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where data are lacking. Therefore, we argue that the model captures the centre, body 
and range of the technically defensible interpretations.

A comparison of the predictions from this model with those from other models used 
in seismic hazard assessments for the UK shows generally good agreement, apart from 
with the model of PML (1988), which behaves in a different manner from all other mod-
els used in the comparisons for magnitudes M < 5.5 and distances greater than 100 km.

We recommend that the reweighted three-branch backbone version of the model (either 
using  RJB or  RRUP) be used for seismic hazard assessments in the UK and surrounding off-
shore region for M 3.5 to 7.25, for source-to-site distances up to 1000 km and for rock sites 
with  VS30 around 900  m/s. For some applications (e.g. site-specific or research studies), 
other parameterisations (five-branch and 162-branch versions) and weightings (a priori and 
reweighted), which have the same ranges of applicability, are provided for completeness.

The strengths of the developed ground-motion models include: the explicit capturing of 
uncertainties in key input parameters, predictions that are constrained by both seismological 
theory and empirical data and hence are realistic over a wide magnitude-distance space, and 
parameterisation of model predictions in an easy-to-use form that capture epistemic uncertain-
ties. The models do have the following limitations: key inputs (particularly, kappa and stress 
drop) remain poorly constrained due to limited data from earthquakes with M > 5 and uncer-
tain corrections for local site effects, long-period (T > 2 s) predictions may require adjustments 
because of limitations with the empirical model, and the functional form employed may not 
capture all details of the ground-motion predictions.
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