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A B S T R A C T   

Existing ship dynamic collision avoidance methods mostly rely on the instantaneous motion information of 
surrounding ships to make decisions. This makes it difficult to adapt to changes in the motion states of sur
rounding ships, which may lead to collisions between ships. To improve the safety of dynamic collision avoid
ance methods, this paper combines the multi-ship trajectory prediction model GL-STGCNN with model predictive 
control for ship dynamic collision avoidance tasks. Firstly, the interaction between ships is extracted through GL- 
STGCNN to predict the future trajectories of surrounding ships. Then, the objective function based on the arti
ficial potential field method and the velocity obstacle method is optimized to control the ship to complete the 
dynamic collision avoidance task. The performance of the dynamic collision avoidance method is verified and 
analyzed in the ship navigation scenario simulated by AIS data. The experiments show that the new ship dynamic 
collision avoidance method not only complies with the COLREGs, but also can flexibly select the collision 
avoidance method according to different scenarios. In addition, the theoretical collision avoidance threshold 
distance based on the MPC objective function shows a high degree of fit with the actual collision avoidance 
trigger distance observed in the simulation verification.   

1. Introduction 

Ship collisions during navigation pose a serious threat in maritime 
accidents (Ugurlu and Cicek, 2022). Analysis of numerous investigation 
reports on ship collision incidents indicates that approximately 80% of 
these accidents are attributable to human errors (Kim and Na, 2017). 
With the gradual improvement of electronic sensing devices on ships, 
extracting interactions among ships and predicting the future positions 
of surrounding ships have become possible. Providing rational dynamic 
collision avoidance guidance for ships during navigation is crucial for 
enhancing safety, efficiency, and overall maritime navigation. 

To guide the behavior of ships and reduce the risk of collisions en
counters, the International Maritime Organization established COLREGS 
in 1972 (Demirel and Bayer, 2015). Faced with complex and dynamic 
navigation scenarios, relying solely on the rigidly defined navigation 
rules in COLREGS may not enable ships to make optimal decisions. To 
address the limitations in COLREGS and enhance adaptability and 
flexibility in complex situations, more intelligent algorithms have been 

applied to ship collision avoidance tasks (Burmeister and Constapel, 
2021). These algorithms operate by perceiving and processing instan
taneous motion information from surrounding ships. By incorporating 
processed data and employing suitable optimization algorithms, they 
achieve a balance between global planning and local collision avoid
ance. Some of these algorithms include the A-star algorithm (Singh et al., 
2018; Wang et al., 2021; He et al., 2022), the Rapidly Exploring Random 
Tree algorithm (Enevoldsen et al., 2021; Zhang et al., 2022a), the Par
ticle Swarm Optimization algorithm; (Lu et al., 2022) and the Rein
forcement Learning (Chun et al., 2021; Yang and Han, 2023; Guan et al., 
2023). However, when considering long-distance collision avoidance to 
prevent falling into local optima, these algorithms may have slow 
computational speeds, posing challenges for real-time ship collision 
avoidance tasks. 

Simultaneously, the ability of a ship to navigate according to the 
planned route is crucial for collision avoidance tasks. Starting from the 
principles of ship kinematics, (Hagen et al., 2018; Du et al., 2021; 
Lindqvist et al., 2020) establish a nonlinear dynamic model for ships 
using model predictive control, enhancing the accuracy and stability of 
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collision avoidance planning. Real-time collision avoidance decisions 
are made during navigation based on instantaneous environmental and 
sensor information. However, under actual navigation conditions, 
inferring the future positions of surrounding ships solely from momen
tary motion information may lead to suboptimal planning or situations 
where collision avoidance is impossible. 

To address the limitation of relying solely on the instantaneous 
motion information of surrounding ships in dynamic ship collision 
avoidance tasks without considering changes in the motion states of 
these ships, using ship trajectory prediction models to predict the tra
jectories of surrounding ships is a viable approach. Different trajectory 
prediction algorithms have various advantages and application sce
narios. RNN performs well in handling individual time-series trajectory 
data and is often applied to traffic flow prediction, pedestrian path 
prediction, and vehicle speed prediction (Alahi et al., 2016; Cheng et al., 
2018; Davis et al., 2020; Lu et al., 2020). However, RNN faces challenges 
in effectively capturing complex spatial dependencies in trajectory data. 
GNN can flexibly represent attributes of multiple targets and relation
ships between targets, having been applied in various tasks such as 
predicting traffic flow (Zhang et al., 2019; Wang et al., 2020; Wang 
et al., 2022; Li et al., 2023), predicting chemical molecule properties 
(Wieder et al., 2020), predicting pedestrian trajectories (Mohamed 
et al., 2020) and predicting ship trajectories (Feng et al., 2022). How
ever, in dynamic environments, modeling the interaction adjacency 
matrix representing relationships between ships can be challenging, and 
there will always be some error between the predicted trajectories and 
the actual ship trajectories (Prabhakar and Rahimi, 2019). 

When obtaining the future positions of ships through trajectory 
prediction, it is common not to consider sudden situations that may arise 
at sea. To allow for more time and space to react in emergency scenarios, 
ships need to maintain a certain reaction distance between them (Fan 
et al., 2020). The APF method can assign attractive forces to targets and 
repulsive forces to obstacles, ensuring a certain safety distance between 
vessels (Iswanto et al., 2019; Bounini et al., 2017). However, in complex 
environments with multiple dynamic vessels, the APF method may fall 
into a local optimum, and it cannot guarantee the vessels’ heading 
(Zhang et al., 2022b). To address this, appropriate configurations need 
to be made based on collision avoidance tasks and environmental 
characteristics. 

In addressing the issues associated with existing methods in the 
current stage, this paper focuses on ship collision avoidance planning 
tasks. Initially, the GL-STGCNN ship trajectory prediction model is 

employed to obtain the future positions of surrounding ships. Subse
quently, MPC is introduced into the ship collision avoidance task. 
Drawing inspiration from the APF method and the VO method, the 
predicted future positions of nearby ships are incorporated into the 
objective function of the MPC. By considering the gradients of destina
tion objective functions and collision avoidance objective functions at 
different distances, and employing an optimization method based on 
gradient descent, the ship collision avoidance process automatically 
achieves motion planning behaviors in three stages. Simultaneously, the 
planned path ensures the navigability of ships. 

The contributions of the paper are as follows.  

• Proposed the GL-STGCNN multi-ship trajectory prediction model, 
introducing the ship interaction adjacency matrix extraction module 
and trajectory correction module. This addresses the issue of using 
only the distance between ships to extract the interaction adjacency 
matrix and the probability distribution of predicted trajectories, 
which cannot be directly applied to dynamic collision avoidance. 

• Established a mathematical model of ship motion considering envi
ronmental conditions, incorporating the future trajectories of sur
rounding ships into the MPC objective function. Through the 
principles of APF and VO collision avoidance, optimized the collision 
avoidance behavior without the need for cumbersome decision 
condition checks, achieving three-stage motion planning tasks.  

• Validated the effectiveness of the ship collision avoidance algorithm 
through AIS data simulation of multiple ships navigating in a shared 
maritime area. This resolves the problem of previous algorithms 
being validated in relatively simple scenarios without complex 
navigation situations. 

The remaining parts of the paper are as follows: In Section 2, the 
paper introduces the workflow and overall structure of dynamic ship 
collision avoidance. Section 3 introduces the design of the MPC objec
tive function for dynamic collision avoidance. Section 4 provides a 
quantitative and qualitative analysis of the ship trajectory prediction 
model. Section 5 analyzes the performance of the dynamic ship collision 
avoidance model quantitatively and qualitatively. Section 6 concludes 
the paper. 

2. Ship dynamic collision avoidance model 

The dynamic ship collision avoidance model in Fig. 1 consists of two 
main modules: the GL-STGCNN multi-ship trajectory prediction module 
and the MPC motion planning module. In a scenario involving the 
interaction of multiple ships, the process begins with preprocessing and 
the ship interaction adjacency matrix extraction module in GL-STGCNN. 
This module converts historical trajectories into a node matrix repre
senting ship attributes and an adjacency matrix representing the inter
action strength between ships. Subsequently, the probability 
distribution of the predicted trajectory is obtained through spatiotem
poral graph convolution and temporal extrapolation convolution. 

As probability distribution cannot be directly applied to dynamic 
collision avoidance tasks, the corrected predicted trajectory is obtained 
through the MPC trajectory correction. The corrected predicted trajec
tory is then fed into the MPC motion planning module, where, consid
ering the future trajectories of surrounding ships, environmental 
parameters, and the current motion state of the case ship, the MPC 
control variables are optimized and updated using gradient descent. The 
control variables are passed to the ship maneuvering MMG to control the 
case ship’s next actions within the next t seconds, continuously updating 
the current state of the case ship to achieve dynamic ship collision 
avoidance functionality. 

The combination of GL-STGCNN ship trajectory prediction with MPC 
allows the proposed dynamic ship collision avoidance method in this 
paper to consider both the rapid changes in ship motion within a short 
time and to perform long-term ship dynamic collision avoidance 

List of abbreviation 

GL-STGCNN Graph Learning-Spatiotemporal Graph 
Convolutional Neural Network 

MPC Model Predictive Control 
APF Artificial Potential Field 
VO Velocity Obstacle 
AIS Automatic Identification System 
COLREGs International Regulations For Preventing Collisions At 

Sea 
CNN Convolutional Neural Network 
LSTM Long Short Term Memory Network 
RNN Recurrent Neural Network 
GNN Graph Neural Network 
STGCNN Spatio Temporal Graph Convolutional Neural Network 
TXPCNN Temporal Xceptional Parallel Convolutional Neural 

Network 
MMG Mathematical Model Group 
ADE Average Displacement Error 
FDE Final Displacement Error  
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systematically. This ensures the safety of ship navigation. 

2.1. Graph convolution calculation 

Graph convolution is one of the core operations in graph neural 
networks, widely used for processing data with a graph structure. The 
purpose of graph convolution computation is to leverage the informa
tion of nodes and edges in the graph structure. By performing calcula
tions on the node matrix and adjacency matrix, it extracts feature 
representations for each node. 

2.1.1. Node matrix 
When creating the node matrix, first select a time window of length 

(T) to slice and obtain the time series data. For each ship within each 
time window, extract its features at each moment and combine these 
features into a single node feature vector. The node feature vector in
cludes position, speed, and heading angle. Therefore, each ship node 
will have T time steps. The feature vector for each time step is in Eq (1). 

vt = [xt , yt , vt , αt ] (1)  

In Eq (1), (x,y) represents the ship’s position, (v) represents the velocity, 
and (α) represents the heading angle. 

Stacking the feature vectors of T time steps together will form the 
node matrix representing a single ship, and The node matrix of a single 
ship is shown in Eq (2). 

V = [v1, v2, …, vt ] (2) 

Since deep learning requires fixed-size inputs and outputs, the node 
matrix constructed in this paper needs to accommodate a variable 
number of ships. When the number of ships is small, missing values must 
be supplemented to meet the fixed size of the node matrix. Therefore, 
after integrating the temporal feature information of all ships, the 
resulting complete node matrix will be used as input to the graph neural 
network. The complete node matrix is shown in Eq (3). 

V =
[
V1, V2, …, VN]

(3) 

Fig. 1. Ship dynamic collision avoidance process.  
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2.1.2. Matrix calculation 
When using graph neural networks for computation, the information 

in the scenario can be be represented as the structure of a graph G = (V, 
A), Here, V is the node matrix representing ship positional motion in
formation, and A is the adjacency matrix representing the interaction 
intensity between ships. Based on the shape of the adjacency matrix, a 
directed adjacency matrix is a non-symmetric matrix, and an undirected 
adjacency matrix is a symmetric matrix. A trajectory of T time steps 
length is processed using the Ship Interaction Intensity Extraction 
Module to obtain the adjacency matrix (A) between nodes. The calcu
lation of the node matrix and the adjacency matrix is as follows Eq (4). 

Ṽ = σ(VAW) (4) 

2.1.3 In Eq (4), Ṽ is the node matrix output after calculation. σ 
represents the activation function. W is a training matrix, which is 
related to the number of nodes. By performing multiple graph convo
lutions, the node matrix is repeatedly processed with the adjacency 
matrix, capturing the complex spatial relationships between nodes and 
extracting feature information.STGCNN 

The time graph convolution module, as a part of the STGCNN, per
forms convolution in the time dimension to extract patterns and features 
between different time steps. Sharing parameters across different time 
steps helps capture patterns, features, and structures in sequential data, 
enabling the model to better understand and process time series data. To 
perform the specific operation, node matrix and adjacency matrix in
formation about the graph are required. The node matrix is represented 
as V, with a shape of (C, H, W), where C represents the time steps, H 
represents the number of nodes, and W represents the node attributes. 
During convolution in the time dimension, the channels of the node 
matrix become the number of nodes H, and operations are performed on 
a two-dimensional plane of shape (C, W). 

2.1.3. TXPCNN 
The time extrapolation convolution module (TXPCNN) operates in 

the spatial dimension, performing convolution on the input in each 
channel. By setting the number of channels, it operates on the predicted 
time steps. For the node matrix V, with a shape of (C, H, W), where C 
represents the time steps, H represents the number of nodes, and W 
represents the node attributes. During convolution in the spatial 
dimension, operations are performed on a two-dimensional plane of 
shape (H, W). 

2.2. Ship interaction adjacency matrix extraction module 

Fig. 2 illustrates the detailed workflow of the ship interaction adja
cency matrix extraction module proposed in this paper. The MLP (Multi- 
Layer Perceptron) is a feedforward neural network consisting of multiple 
fully connected layers. In this paper, the ReLU activation function is 
used. 

Node2Edge and Edge2Node correspond to two different matrices 
after one-hot encoding. Node2Edge represents the relationships between 
nodes and edges in the graph neural network, while Edge2Node repre
sents the relationships between edges and nodes in the graph neural 
network. This facilitates message passing and feature updating within 
the graph neural network, helping to model relationships and update 
features between nodes. 

In this paper, Concat refers to the operation of concatenating tensors 
along a specific dimension. This is used to integrate feature information 
obtained from different network layers in the model, enhancing the 
model’s expressive power and performance. 

When performing the operations shown in Fig. 2, for Node2Edge and 
Edge2Node, we process the output of the previous layer with the one-hot 
encoded matrices through matrix multiplication operations. Addition
ally, in terms of iterative selection, this paper conducts a total of two 
loop. 

2.3. Ship prediction trajectory correction MPC model 

2.3.1. Sampling process 
The predicted trajectories based on the deep learning methods are 

typically discrete and localized points rather than continuous and 
smooth paths. In such cases, the predicted trajectories may violate the 
principles of ship motion dynamics and cannot be directly applied to 
dynamic ship collision avoidance tasks. Therefore, it is necessary to 
enhance the rationality of the predicted trajectories through trajectory 
correction. 

As shown in Fig. 3, the basic idea of trajectory correction is as fol
lows: first, sample a series of trajectory points from the probability 
distribution of predicted trajectories. Then, use model predictive control 
to track the sampled points, achieving the effect of trajectory correction. 
Finally, obtain the corrected trajectory. 

For the probability distribution of predicting trajectories, the coor
dinate information (x, y) is composed of the corresponding mean μ and 
variance σ2. First, two random numbers U1 and U2 are randomly ob
tained on the interval [0, 1]. Then, the Box-Muller transform is used to 

Fig. 2. Ship interaction adjacency matrix extraction module.  
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convert the uniformly distributed random numbers into normally 
distributed random numbers (Nelson and Thistleton, 2021). 

Z0 =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
−2 ln(U1)

√
cos(2πU2) (5)  

In Eq (5), Z0 is a sampled value from the standard normal distribution. 

X = μ + Z0⋅σ (6)  

In Eq (6), X is a numerical value obtained by sampling from a distri
bution with mean μ and variance σ2. 

Through the above steps, it is possible to sample deterministic values 
from the mean and variance of a trajectory distribution. Moreover, the 
above computational process can be conveniently implemented using 
the deep learning framework PyTorch. 

2.3.2. Motion model 
Establishing a comprehensive ship kinematics model for each indi

vidual ship poses significant challenges. As shown in Fig. 4, when con
structing a kinematics model used to correct ship trajectories, only the 
current position and velocity of the ship are considered. 

ξ(t) =

[
x

y

]

u(t) =

[
v

α

] (7) 

Eq (7) neglects ship parameters and performance indicators. The 
established ship kinematics model only needs to consider the ship’s case 

position (x,y), velocity (v), and heading angle (α). ξ and u represent 
functions of the state variables and control variables, respectively. 

2.3.3. Linearization 

ξ́ = f(ξ, u) (8)  

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

f(x) =
f(x0)

0!
+

fʹ(x0)

1!
(x − x0) + … +

f (n)(x0)

n!
(x − x0)

n
+ Rn(x)

ξ́ = f(ξr, ur) +
∂f
∂ξ

(ξ − ξr) +
∂f
∂u

(u − ur)

(9)  

In Eq (8), the derivative ξ́  of the state variable ξ is a nonlinear function 
that cannot be directly represented and requires linearization process
ing. The Taylor expansion is commonly employed to linearize nonlinear 
systems, thereby modeling system dynamics as linear systems. Specif
ically, we need to transform the error between the current system state 
and the desired state into control variables for optimization. Eq (9) 
represents the fundamental formula of Taylor expansion, where f(x) is 
the function being expanded, and the derivative of ξ is approximated 
using the first-order Taylor expansion. Rn(x) denotes the error term in 
the final approximation (Kouvaritakis and Cannon, 2016). 
{

ξ̃ = ξ − ξr
ũ = u − ur

(10)  

ξ̃́ =
∂f
∂ξ

ξ̃ +
∂f
∂u

ũ = Aξ̃ + Bũ (11) 

The result in Equation (10) represents the error between the current 
state variables ξ and control variables u, and the reference state variables 
ξr and control variables ur. The derivative of the error ̃ξʹ is shown in Eq 
(11). 

A =

⎡

⎢
⎢
⎢
⎢
⎣

∂f1

∂ξ1

∂f1

∂ξ2

∂f2

∂ξ1

∂f2

∂ξ2

⎤

⎥
⎥
⎥
⎥
⎦

B =

⎡

⎢
⎢
⎢
⎢
⎣

∂f1

∂u1

∂f1

∂u2

∂f2

∂u1

∂f2

∂u2

⎤

⎥
⎥
⎥
⎥
⎦

(12) 

The calculation for A and B results in Eq (12). 

2.3.4. Discretization 
The linearization process described above needs to be further dis

cretized, transforming the continuous-time model into a discrete-time 
model, which facilitates control. 
⎧
⎨

⎩

ξ̃́ =
ξ̃(k + 1) − ξ̃(k)

T
= Aξ̃(k) + Bũ(k)

ξ̃(k + 1) = Ãξ̃(k) + B̃ũ(k)

(13)  

Ã =

⎡

⎢
⎢
⎢
⎢
⎣

T∂f1

∂ξ1
+ 1

T∂f1

∂ξ2
+ 1

T∂f2

∂ξ1
+ 1

T∂f2

∂ξ2
+ 1

⎤

⎥
⎥
⎥
⎥
⎦

B̃ =

⎡

⎢
⎢
⎢
⎢
⎣

T∂f1

∂u1

T∂f1

∂u2

T∂f2

∂u1

T∂f2

∂u2

⎤

⎥
⎥
⎥
⎥
⎦

(14)  

In Eq (13) and Eq (14), T denotes the time interval, and the time interval 

Fig. 3. Trajectory correction schematic diagram.  

Fig. 4. Ship motion model diagram.  
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needs to be reasonably adjusted based on conditions to achieve the best 
results. Since Ã consists of constants, its numerical values cannot be 
changed in this paper. The control process is completed solely by 
adjusting the parameters in B̃ to minimize the error between the current 
point and the reference point. 

2.3.5. Constraints 
As shown in Eq (15), during the trajectory correction process, it is 

necessary to impose some constraints on the model, such as constraints 
on the ship’s speed, heading angle, etc., to address the issue of unreal
istic maneuvers in predicting ship trajectories. 
⎧
⎨

⎩

αmin ≤ αk ≤ αmax
−Δα ≤ αk+1 − αk ≤ Δα
−Δv ≤ vk+1 − vk ≤ Δv

(15) 

Considering that ships have significant inertia while navigating, it is 
difficult to change speed in a short time. Therefore, the selection of 
constraint conditions needs to be done carefully. For the heading angle 
(α), its range is 2π. It is important to note that in Eq (15), we did not set a 
range limit for the speed. This is primarily because, with only AIS data, 
we cannot determine the speed limits of the ship, and adding speed limit 
constraints might introduce unnecessary complications. In this paper, 
the speed control variable is constrained through the rate-of-change 
constraints on speed. For the heading angle, we constrain it by setting 
the range and rate of change of the heading angle. 

The rate of change for the heading angle (Δα) is set to 1.5%π per 
second, and the rate of change for speed (Δv) is set to 1% of the current 
speed per second. 

2.4. Own ship dynamic collision avoidance MMG model 

2.4.1. Ship motion analysis 
In Fig. 5, the analysis of forces acting on the ship is conducted with 

the ship’s center of mass as the origin. Regarding angles, the north di
rection is considered as 0◦, with angles increasing clockwise. F1 repre
sents the thrust from the ship’s propeller. V1, V2, and V3 denote the 
absolute velocities of the ship, wind, and water flow, respectively. θ1, θ2, 
θ3, and θ4 represent the heading angle, wind direction, water flow di
rection, and rudder angle, respectively. Wind and water flow, changing 
with the ship’s heading angle, exert forces on the ship that can either 
impede or facilitate its forward movement. T represents the torque 
caused by various forces acting on the ship. 

Table 1 presents the fundamental parameters of the ship, which are 
used to establish a comprehensive mathematical model of ship motion. 

In Eq (16), F1 represents the propeller thrust, and F2, F3 are the forces 
exerted by wind and water flow on the ship considering the ship’s speed. 

tp is the thrust deduction factor of the propeller, ρ2 is the density of 
seawater, ρ3 is the density of air, D is the diameter of the propeller, a0, a1, 
a2 are coefficients, wp is the wake fraction, N is the propeller rotation 
speed. C2 and C3 represent the resistance coefficients of the ship in air 
and seawater, and S2, S3 represent the cross-sectional areas in air and 
seawater (Xiao et al., 2016). 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F1 =
(
1 − tp

)
FT

FT = ρ2N2D4KT(JP)

KT(JP) = a0 + a1JP + a2J2
P

JP =

(
1 − wp

)
V1

ND

F2 =
1
2

ρ2C2S2
(
V2

1 + V2
2 + 2|V1||V2|cos(θ2 − θ1)

)2

F3 =
1
2

ρ3C3S3
(
V2

1 + V2
3 + 2|V1||V3|cos(θ3 − θ1)

)2

(16) 

As shown in Eqs (17) and (18), adopting the idea of MMG separation 
modeling, the ship’s motion is influenced by the thrust of the propeller, 
wind resistance, and water resistance. αw is the angular acceleration, L is 
the ship length, I is the total moment of inertia of the ship, αx is the 
acceleration of the ship in the x-axis direction, αw is the acceleration of 
the ship in the y-axis direction, m is the mass of the ship. 
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

αw =
F1 sin(θ4)L

I

αx =
F1 cos(θ4) + F2 cos(θ4) + F3 cos(θ3)

m

αy =
F1 sin(θ4) + F2 sin(θ4) + F3 sin(θ3)

m

(17)  

⎧
⎨

⎩

Ẋ = V1 sin(θ4) + αxt

Ẏ = V1 cos(θ4) + αyt

θ̇4 = ω4 + αwt

(18) 

The ship’s motion typically involves six degrees of freedom, 
including movement along the x, y, z axes, and rotation. Ship trajectory 
planning usually occurs in the plane of the x and y axes, without 
involving the z-axis direction. Therefore, the mathematical model of the 
ship’s motion is represented as a three-degree-of-freedom model, 
considering the forward and backward movement along the x and y axes 
and the heading offset along the forward direction. 

3. Design of dynamic collision avoidance MPC objective 
function 

3.1. Expectation of MPC objective function 

The maritime environment is dynamic, and the motion states of other 
ships may change at any time. Conducting collision avoidance behavior 
in stages allows better adaptation to the dynamic environment, flexibly 
choosing appropriate actions based on different distance scenarios. 

Fig. 5. Ship force analysis.  

Table 1 
Parameters of case ship.  

Ship parameters Parameter value 

Total length 35m 
Full load displacement 398t 
Maximum draft 3.1m 
Height from water surface 2.0m 
Turbine power 441 kW 
Turbine rated speed 400RPM 
Rudder angle −35◦~ +35◦

Full load speed 12.8kn  
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As shown in Table 2, this paper divides the dynamic collision 
avoidance of ships into three stages and takes different actions according 
to the distance between the case ship and other ships. When the distance 
is far, the case ship takes going to the destination as the primary 
objective. When the distance is moderate, the case ship’s navigation will 
consider both collision avoidance and heading for destination. When the 
distance between ships continues to approach, the case ship will take 
safe collision avoidance as the top priority. 

Overall, this staged collision avoidance method aims to balance the 
ship’s heading to the target point and collision avoidance requirements, 
ensuring appropriate actions are taken in different situations to improve 
navigation safety and efficiency. This paper achieves the above three 
tasks through MPC control of the ship, and balances the ship’s execution 
of different operations in different situations by setting reasonable target 
point objective function and obstacle avoidance objective function. 

3.2. Objective function analysis of MPC 

fobjective =
∑N

n=1

∑T

t=1
e−

t
Tfl

( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(xt −xnt)
2

+(yt −ynt)
2

√ )

+
∑T

t=1
(−acos(θt)+b)lt

(19) 

Eq (19) is the complete objective function used for dynamic collision 
avoidance tasks. The first term is used to keep away from surrounding 
obstacle ships during the MPC optimization process, and the second 
term is used to steer the own ship towards its target point during the 
optimization process. In the following subsections, the components of 
this complete objective function will be explained in detail. 

3.2.1. Target point objective function 
In Fig. 6, the distance between the ship and the target point is 

denoted as l. θ represents the angle between the ship’s velocity direction 
and the angle relative to the target point. Based on the concept of VO 
collision avoidance, both θ and l are incorporated into the objective 
function for controlling the ship’s arrival at the target point. During the 
optimization process, the goal is to continuously minimize the value of 
the objective function. The overall function is represented by Eq (20). 

ft arg et = ( − a cos(θ) + b)l (20) 

Eq (20) consists of two components, each responsible for controlling 
the ship’s approach to the target point and controlling the ship’s 
orientation towards the target point. Parameters a and b regulate the 
strength of maintaining the heading. In this paper, to make the values 
generated by different objective functions have the same order of 
magnitude, the parameters a and b are set to 1/2 and 5/2, respectively. 
Under these parameter settings, the range of Eq (20) is [2, 3], ensuring 
that the strength of maintaining the heading is higher than not main
taining the heading. With such parameter values, the overall function’s 
gradient will not exhibit significant changes, allowing for the control of 
the ship’s heading towards the target point. 

In Fig. 7, the visual representation allows for a more intuitive 
observation of the descending trend of a function, moving from the 
highest function values in the red region to the blue region. From the 
contour lines, it can be observed that, at the same level of l, smaller 
angles result in lower function values. 

3.2.2. Obstacle avoidance objective function 
When avoiding surrounding ships, we only use the predicted tra

jectories of the surrounding ships for a short period into the future to 
accomplish the avoidance task. Considering that the accuracy of tra
jectory prediction decreases over time. From a safety perspective in 
collision avoidance, it is necessary to incorporate a time-decaying 
function Eq (21) when performing collision avoidance calculations. 
This function aims to correct the continuously increasing prediction 
trajectory errors over time. Based on the concept of APF method, sur
rounding ships should have different degrees of influence on the own 
ship at different distances. Therefore, Eq (22) uses an exponential 
function to calculate the influence value of the surrounding ships. 
Additionally, to utilize the predicted trajectory, at each optimization 
step of the MPC output, the generated coordinates are extrapolated to 
obtain several coordinates matching the predicted trajectory data 
format. Using both extrapolated and predicted data, the spatiotemporal 
distance loss value is computed. This step helps assess whether the pa
rameters optimized in each iteration provide the optimal overall colli
sion avoidance loss. The expression for calculating the overall 
spatiotemporal distance loss value in scenarios with different numbers 
of ships is given by Eq (23). 

ft = e−
t
T (21)  

Table 2 
The behavior of ships at different stages of navigation.  

Navigation stage Distance between ships Primary objective 

Stage one Far Destination 
Stage two Moderate Collision avoidance and destination 
Stage three Close Collision avoidance  

Fig. 6. Control ship to reach target point.  

Fig. 7. Visualization of the destination objective function.  
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fl = cl−distance (22)  

fobstacle =
∑N

n=1

∑T

t=1
ftfl

( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(xt − xnt)
2

+ (yt − ynt)
2

√ )

(23)  

In Eqs (21)–(23), x and y represent the coordinates of the own ship’s 
position, x and y represent the predicted coordinate position of the 
surrounding ships, t represents the time associated with each path point, 
T represents the total time for each optimization, l represents the dis
tance between ships, N is used to denote different ships, distance rep
resents the location where the gradient of the exponential function 
begins, c is the base of the exponential function. 

The collision avoidance objective function based on the APF method 
is visualized in Fig. 8. When there are multiple surrounding ships in the 
scenario, the repulsive force on the case ship is illustrated in Fig. 9. As 
the distance between the case ship and surrounding ships decreases to a 
certain value, the collision avoidance objective function will exponen
tially increase, manifested as an increase in the objective function in 
model predictive control, thereby achieving collision avoidance. To 
prevent the function value from exponentially increasing and causing 
calculation errors, it is necessary to set reasonable values for the pa
rameters c and distance in Eq (22), where these parameters control the 
distance and intensity at which collision avoidance begins. In this paper, 
c is set to 200/203, and distance is set to 500. 

3.3. The theoretical calculation of obstacle avoidance distance 

When calculating the distance at which the ship begins the third 
phase to avoid surrounding ships as the main task, considering the 
optimization process of MPC, which aims to find the direction in which 
the objective function descends most rapidly, from a gradient perspec
tive, the objective function for controlling the ship to reach the target 
point can be simplified to a linear function, where the gradient value is a 
constant at this point. Combining this with the objective function used 
during collision avoidance, the derivative of the function can be 
expressed, as shown in Eq (24). 
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

cl−distance lnc
= −1

l = log
−

1
lnc

c + distance

fl
ʹ

= cl−distance lnc

(24) 

By substituting the parameters c and distance into Eq (24), the 

theoretical distance to start the third phase is approximately 208 m. 
Meanwhile, since the distance is set to 500, the theoretical distance to 
start the second phase should be less than 500 m. 

It is worth noting that the threshold distances of 500 and 208 m 
obtained through calculation should not be regarded as the minimum 
distance between ships during the collision avoidance process. 
Furthermore, due to the presence of a time-decaying function in the 
obstacle avoidance objective function, we simplified the calculation 
method when determining the balance point between the target point 
objective function and the obstacle avoidance objective function 
gradient. Therefore, the values obtained are estimations. 

3.4. The constraints of dynamic collision avoidance MPC 

⎧
⎪⎪⎨

⎪⎪⎩

−ΔN ≤ Nk+1 − Nk ≤ ΔN
Nmin ≤ Nk ≤ Nmax
−Δθ ≤ θk+1 − θk ≤ Δθ
θmin ≤ θk ≤ θmax

(25) 

As shown in Eq (25), considering that the control variables of the 
own ship are the turbine speed (N) and the rudder angle (θ), the con
straints for the dynamic collision avoidance MPC are designed with 
practical and safety considerations in mind. The turbine speed change 
(ΔN) is limited to within 2 RPM per second, and the rudder angle change 
(Δθ) is limited to within 5◦ per second. The ranges for the turbine speed 
and rudder angle are provided in Table 1. 

4. Trajectory prediction experimental design and analysis 

4.1. Experimental conditions and parameter settings 

The algorithm in this paper was implemented by using the open- 
source neural network framework PyTorch (version 3.10). The com
puter configuration includes 1 GPU (GeForce RTX 3080), CPU (Intel(R) 
Core (TM) i9-9980HK CPU @ 2.40 GHz), and 64 GB RAM. 

In Table 3, the model is trained with a batch size of 128, employs the 
ReLU activation function, and utilizes the Adam optimizer with a 
learning rate of 0.001. The model undergoes a uniform training process, 
encompassing a total of 400 epochs. Additionally, to investigate the 
impact of different numbers of layers in STGCNN and TXPCNN on 
-model performance, ablation experiments are conducted with the 
number of layers set to 1, 3, 5, and 7 for both STGCNN and TXPCNN, 
respectively. In the specific prediction experiments, the model takes Fig. 8. Visualization of the Artificial potential field.  

Fig. 9. Artificial potential field distribution of multiple ships.  
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input trajectories with a 15-s interval and generates the predicted tra
jectories for the next 60 s in one go. 

4.2. Datasets 

Regarding AIS trajectory data for multi-ship navigation, there is 
currently no publicly available dataset. Therefore, AIS data was 
collected around ports with high ship density using the Marine Cadastre 
website (NOAA Office for Coastal Management). Due to the fact that the 
raw AIS data cannot be directly used for the task, the trajectory data that 
meets the task requirements is filtered based on the following 
conditions. 

Step 1: Remove data with garbled characters in the AIS messages. 
Step 2: Classify the data according to the ship’s call sign. 
Step 3: Due to the large time span of the AIS data, slice the classified 
data according to time to prevent AIS data from different time pe
riods from mixing with each other. 
Step 4: Since the interval of AIS data broadcasting is not fixed, fill the 
original AIS data with the same interval data through quadratic 
interpolation. 
Step 5: Select AIS data of ships sailing in the same sea area at the 
same time based on time. 

Through the above processing steps, we finally obtained 1393 multi- 
ship interaction scenarios, among which 1/10 were randomly selected 
as the test set scenario data. 

4.3. Loss function 

To convert the preliminary output trajectories of GL-STGCNN into a 
probability distribution, considering that trajectory positions can be 
represented as (x, y), we assume that the trajectory coordinates follow a 
bivariate Gaussian distribution. In this study, model training is con
ducted by minimizing the negative log-likelihood value. The negative 
log-likelihood loss function is defined as shown in Eq (26). For specific 
procedures, please refer to this study (Mohamed et al., 2020). 

L = −
∑T

t=1
log(Р(Pt |xt , yt , σt , ρt)) (26)  

In Eq (26), x t and y t represent the mean of the predicted position dis
tribution, σ t represents the variance of the predicted coordinate distri
bution, ρ t represents the correlation between the predicted coordinates, 
and P represents the conditional probability. 

4.4. Model evaluation metrics 

In evaluating the model’s performance, the ADE and FDE are 
employed. Since the model outputs a predicted trajectory as a bivariate 
Gaussian distribution, the initial prediction cannot be directly compared 
with the target value. Sampling is performed on the initial predicted 

distribution to obtain predicted trajectory points, and ADE and FDE are 
calculated using these predicted trajectory points and the target values. 

ADE =

∑N

n=1

∑T

t=1

⃦
⃦p̂n

t − pn
t

⃦
⃦

2

N × T

FDE =

∑N

n=1

⃦
⃦p̂n

T − pn
T

⃦
⃦

2

N

(27)  

In Eq (27), p represents the positions of the trajectory points, T repre
sents the time point, and N represents different ships. 

4.5. Trajectory prediction quantitative analysis 

In the paper "Social-STGCNN" on pedestrian trajectory prediction 
(Mohamed et al., 2020), a series of ablation experiments were con
ducted. The optimal trajectory prediction performance was achieved 
when the number of STGCNN layers and TXPCNN layers was set to 1 and 
5, respectively. In subsequent experiments, the numbers of STGCNN and 
TXPCNN layers were fixed at 1 and 5. 

The model performance, tested and compared on two different 
datasets, is shown in Table 4. While the performance of the same pre
diction model may vary on different datasets, the relative performance 
among different models usually does not change significantly due to 
dataset variations. Based on average performance metrics, the perfor
mance ratios of the Sosial-STGCNN model to other models (SociaI- 
LSTM, SociaI-GAN, GAT) were 0.76, 0.48, and 0.62, respectively. These 
values are comparable to the ones reported in the original paper "Sosial- 
STGCNN" (0.58, 0.73, 0.94). GL-STGCNN, compared to the model with 
the best performance (RAIN) in the Table, showed an increase of 31.8% 
in ADE and 16.8% in FDE. Regarding the model’s inference time, there 
was no significant difference in computational performance among 
different models. 

The predictive performance of the GL-STGCNN model on the training 
and test sets is shown in Table 5. For the training data, the model per
forms better due to the feedback from the loss function during training. 
However, the performance difference between the training and test sets 
is small, indicating that the model does not suffer from overfitting. This 
demonstrates that the model can generalize well to unseen data, 
exhibiting a certain level of generalization ability. 

The performance testing discussed above is based solely on the 
original model structure, without considering the impact of trajectory 
correction on the performance of various models. The influence of tra
jectory correction on model performance is further explored in the 
following sections. 

The ablation experiments in the paper "Social-STGCNN" indicate that 
the optimal model performance is achieved when the ratio of STGCNN 
layers to TXPCNN layers is set to 1:5(Mohamed et al., 2020). Table 6 
presents the results of the ablation experiments for GL-STGCNN con
ducted in this paper. In Table 6, the numbers 1, 3, 5, and 7 in the first 
row represent the number of STGCNN layers, and the numbers 1, 3, 5, 
and 7 in the first column represent the number of TXPCNN layers. By 
combining the number of STGCNN layers from the first row with the 
number of TXPCNN layers from the first column, there are 16 different 
combinations of results in Table 5. Through detailed evaluation, it can 
be observed that when the number of STGCNN layers is 3 and the 
number of TXPCNN layers is 1, the model performance reaches its 
optimal level. 

This analysis emphasizes the significance of hierarchical structure 
configuration in achieving optimal performance in trajectory prediction 
tasks. 

From Table 7, it can be observed that as the number of ships grad
ually increases, the model’s prediction accuracy shows a decreasing 
trend. This is due to the rising complexity of interaction problems as the 
number of targets increases, leading to a decrease in performance. 

Table 3 
Trajectory prediction model parameter settings.  

Model hyperparameters value 

Batch size 128 
Input step 15s 
Output step 60s 
Generation method One-time generation 
Activation function Relu 
STGCNN layer number (1,3,5,7) 
TXPCNN layer number (1,3,5,7) 
Optimizer Adam 
Number of training epochs 400 
Learning rate 0.001  
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However, through trajectory correction, the GL-STGCNN model dem
onstrates better performance in scenarios with different numbers of 
ships. The more ships there are, the more significant the improvement in 
the model’s predictive performance. In scenarios with different numbers 
of ships, trajectory correction can enhance the performance of GL- 
STGCNN by 44.5%. 

This indicates that capturing the interactions between ships becomes 
more challenging as the number of ships increases. However, trajectory 
correction proves to be an effective method for improving trajectory 
prediction performance. 

4.6. Trajectory prediction qualitative analysis 

In actual maritime traffic, the number and movement patterns of 
ships are not constant but are influenced by various factors. To assess the 
effectiveness of our prediction method from different perspectives, as 
shown in Fig. 10, simulating diverse maritime traffic situations in the 
real world. Through these tests and analyses, we gain a comprehensive 
understanding of the adaptability and accuracy of our model under 

various operating conditions, allowing for a more thorough evaluation 
of its performance and providing strong support for practical 
applications. 

4.6.1. Probability distribution of predicted ship trajectories 
Fig. 11 shows the predicted trajectory distributions under different 

ship motion patterns and scenarios. Overall, the trajectory distributions 
obtained by GL-STGCNN can reflect the real ship trajectories, but there 
are still some problems. In the straight-line motion pattern, the pre
dicted trajectory distributions of ship 4 in Fig. 11(a), ship 5 in Fig. 11(b), 
and ship 1 in Fig. 11(c) have certain deviations from the real trajectories, 
which usually exhibit a directional offset. In the turning pattern, the 
deviations between the predicted trajectory distributions of ship 1 in 
Fig. 11(a) and ship 2 in Fig. 11(c) and the real trajectories are larger than 
those in the straight-line motion pattern, this shows that the neural 
network has difficulty understanding the motion constraints of ships. 
This problem is more pronounced in the case of larger turning ampli
tudes, as shown in Fig. 11(c) for ship 6, where the predicted trajectory 
distribution has a large deviation from the real trajectory. As the number 
of ships in the scene increases, the interaction between ships becomes 
more complex, which leads to a gradual decrease in the trajectory pre
diction performance. 

4.6.2. Ship interaction adjacency matrix in different navigation scenarios 
The ship trajectory data in Fig. 11(a, b, c) is processed by GL- 

STGCNN to obtain visualized ship interaction adjacency matrices, 
which can reflect the interaction influence between ships, corresponding 
to Fig. 12(a, b, c) respectively. 

For the analysis of column weights in Fig. 12(a), the weight values 
range from [1.8, 1.91], indicating similar levels of interaction among 
ships. However, the column corresponding to ship 2 has the relatively 
smallest weight, while the column for ship 4 has the relatively largest 

Table 4 
Performance of different prediction models.  

Model Near Port of Houston Near Port of Los Angeles Average Inference time (ms) 

ADE FDE ADE FDE ADE FDE 

NRI 0.0656 0.0658 0.0767 0.0775 0.0711 0.0716 41.5 
Social-Gan 0.0536 0.0578 0.0652 0.0691 0.0594 0.0634 89.4 
GAT 0.0415 0.0482 0.0519 0.0591 0.0467 0.0536 57.2 
LSTM 0.0346 0.0399 0.0423 0.0439 0.0384 0.0419 13.7 
SociaI-LSTM 0.0326 0.0373 0.0434 0.0479 0.038 0.0426 27.4 
Graph-LSTM 0.0321 0.0354 0.0421 0.0428 0.0371 0.0391 26.8 
MTGCN 0.0267 0.0343 0.0346 0.0354 0.0306 0.0348 39.5 
RAIN-STGCNN 0.026 0.0312 0.0360 0.0399 0.031 0.0355 48.9 
Rain-LSTM 0.0247 0.0276 0.0344 0.0364 0.0295 0.032 21.3 
Social-STGCNN 0.0245 0.0251 0.0337 0.0378 0.0291 0.0314 45.6 
NRI-LSTM 0.0241 0.0261 0.0317 0.0362 0.0279 0.0315 29.1 
RAIN 0.0188 0.0203 0.0221 0.0236 0.0204 0.0219 47.6 
GL-STGCNN 0.011 0.015 0.0167 0.0214 0.0139 0.0182 49.6  

Table 5 
GL-STGCNN performance on training and test datasets.  

Dataset Near Port of Houston Near Port of Los Angeles 

ADE FDE ADE FDE 

Training set 0.009 0.012 0.015 0.021 
Test set 0.011 0.015 0.0167 0.0214  

Table 6 
The influence of different layer combinations on the model.   

1 3 5 7 

1 0.023/0.013 0.004/0.006 0.005/0.009 0.022/0.026 
3 0.005/0.007 0.01/0.012 0.006/0.01 0.015//0.02 
5 0.011/0.015 0.018/0.022 0.013/0.019 0.008/0.013 
7 0.007/0.011 0.007/0.01 0.007/0.009 0.021/0.024  

Table 7 
The trajectory correction module improves the performance of prediction 
models.  

Model number ADE FDE 

w/o trajectory correction 5 0.00288 0.00453 
6 0.00391 0.00675 
7 0.00480 0.00756 

w/trajectory correction 5 0.00173 0.00223 
6 0.00204 0.00307 
7 0.00266 0.00367  

Fig. 10. Movement patterns of different ships.  
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weight. This is because ship 2 initially occupies a central position in the 
scene, while ship 4 consistently moves away from surrounding ships. 

For the analysis of column weights in Fig. 12(b), the weight values 
range from [0.08, 0.18], suggesting significant differences in interaction 
levels among ships. The column for ship 1 has the relatively smallest 
weight, while the column for ship 4 has the relatively largest weight. 
This is due to ship 1 initially moving away from other ships, while ship 4 
consistently approaches surrounding ships. 

For the analysis of column weights in Fig. 12(c), the weight values 
range from [0.07, 0.17], indicating significant differences in interaction 
levels among ships. The columns for ships 3, 5, and 6 have the relatively 
largest weight values, as ships 3, 5, and 6 continuously maneuver and 

Fig. 11. Distribution of predicted trajectories under different ship movement 
mode and ship number scenarios. 

Fig. 12. Ship interaction adjacency matrix under different ship number and 
movement mode scenarios. 
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turn, with the smallest distances between them. 
The analysis above utilizes weight analysis to quantify the interac

tion levels among different ships, providing in-depth insights into the 
relationships between ships. This type of analysis contributes to un
derstanding the ship interaction adjacency matrix output by the model, 
offering crucial insights for optimizing model performance and adapting 
to diverse scenarios. 

4.6.3. Corrected predicted ship trajectory 
The corrected predicted trajectory distributions in Fig. 11(a, b, c) are 

shown in Fig. 13(a, b, c) respectively. Despite the increasing number of 
ships in the scenes of Fig. 13(a, b, c), the accuracy of the corrected 
predicted trajectories does not show a significant decline, and the 
overall correction effect is excellent. 

In the straight-line motion mode, as shown in Fig. 13(a) ship 4, 
Fig. 13(b) ship 5, and Fig. 13(c) ship 1, the deviation between the cor
rected predicted trajectory and the real trajectory is further reduced. In 
the turning motion mode, as shown in Fig. 13(a) ship 1, Fig. 13(c) ship 2, 
and 7, the corrected predicted trajectory correctly reflects the motion 
characteristics of the ship in the turning mode. In the change direction 
motion mode, due to the large deviation between the original predicted 
trajectory distribution and the real trajectory, the corrected predicted 
trajectory of ship 6 in Fig. 13(c) does not correctly reflect the real motion 
of the ship. 

The demonstrated effectiveness of ship trajectory prediction under 
various ship numbers and movement patterns attests to the reliability 
and accuracy of multi-ship trajectory prediction. This provides feasi
bility for integrating the results of trajectory prediction into dynamic 
collision avoidance tasks for ships. 

5. Ship collision avoidance experimental design and analysis 

5.1. Dynamic collision avoidance test environment 

To realistically simulate the navigation states of ships, as shown in 
Fig. 14(a), a specific maritime area was selected, and AIS data for a 
certain period was obtained. Starting from the AIS data, scenarios were 
chosen where multiple ships sail together in the selected maritime area. 
In the designated scenarios, ships were controlled to navigate from the 
starting point along a route towards the destination while avoiding 
surrounding ships. In Fig. 14(a), there are five designated points to 
control the ships to navigate along existing routes in the maritime area. 
The simulation results of the ship crossing, overtaking and head-on 
encounter scenarios are obtained, and the ship’s operation is verified 
to follow the COLREGs in Fig. 14(b) (Demirel and Bayer, 2015). 

Surrounding factors have a significant and unavoidable impact on 
the navigation of ships. Ships exhibit distinct maneuvering perfor
mances in calm sea conditions compared to adverse sea conditions. In 
the process of controlling a ship to avoid collisions and reach a desti
nation, it is essential to consider the influence of the surrounding sea 
conditions on the ship. As shown in Fig. 15(a), the water current rose 
diagram illustrates that the water flow in the target area is mainly 
influenced by tides, with limited flow in two directions and relatively 
low flow speed. According to Fig. 15(b), the wind rose diagram indicates 
that the wind speed in the target area is relatively high, and the wind 
direction is variable. These environmental factors pose certain chal
lenges to ship navigation planning. 

In this paper, the wind speed in the target area is set to 10 m/s, with a 
southward wind direction. The water current speed is 0.5 m/s in the 
northwest direction. 

5.2. Dynamic collision avoidance parameter settings 

As shown in Table 8, in the process of implementing dynamic colli
sion avoidance through MPC in this paper, we set the weights of the 
obstacle avoidance objective function and the target point objective 

Fig. 13. Corrected ship prediction trajectories under different ship number and 
movement mode scenarios. 
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function to 0.01 and 1, respectively. This setting ensures that the sub- 
items of the objective function remain in the same order of magni
tude. Since GL-STGCNN outputs the predicted trajectory with a step 
length of 60 s each time, we set the control horizon and prediction ho
rizon parameters to 1 s and 60 s, respectively. For the initial speed and 
rudder angle of our ship, based on the given sailing performance of the 
ship, we set them to 5 m/s and 0◦, respectively. 

5.3. Single-ship encounter simulation verification 

Fig. 16(a) shows a scenario of a crossing encounter. The case ship is 
sailing from point 2 to point 1 in Fig. 14(a). Based on the track, the case 
ship chooses to turn right to avoid collision with the surrounding ships. 
This maneuver not only avoids collision with the surrounding ships in 
the future but also makes the own ship closer to its destination. 

According to Fig. 16(b), during the process of controlling the case 
ship to avoid collision and reach the destination, the case ship starts to 
avoid collision at 81 s and completes the avoidance process at 171 s. 
Then it sails straight to the target point. 

Fig. 17 shows a scenario of a head-on encounter. The case ship is 
sailing from point 2 to point 4 in Fig. 14(a). During the voyage, the case 
ship chooses to turn right to avoid collision at 80 s. The avoidance 
process ends at 163 s, and then the case ship adjusts its heading and sails 

straight to the target point. This operation complies with the COLREGs 
in Fig. 14(b). 

As shown in Fig. 18, we have added an overtaking collision avoid
ance test scenario in the revised manuscript. The planned trajectory of 
our ship is represented by red squares, while the trajectory of the 
obstacle ship to be overtaken is represented by blue squares. It can be 
observed that the blue obstacle ship has a lower speed compared to our 
ship. During the overtaking maneuver, our ship chooses to turn star
board and overtake from the right side of the obstacle ship. This 
behavior complies with the regulations of the International Regulations 

Fig. 14. Target sea area chart and COLREGs.  

Fig. 15. Surrounding environmental factors.  
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for Preventing Collisions at Sea (COLREGs), which stipulate that when 
overtaking a slower ship in the same direction, the overtaking ship 
should pass on the overtaken ship ’s starboard side to reduce the risk of 
collision. 

5.4. Multi-ship interactive collision avoidance simulation verification 

5.4.1. From point 1 towards point 2 
According to Fig. 19(a,b), there are two collision avoidance pro

cesses in total when the case ship sails from point 1 to point 2 in Fig. 14 
(a). The first is to avoid the green ship, and the second is to avoid the 
orange ship. 

According to Fig. 19(c), the collision avoidance process with the 
green ship starts at 50 s and ends at 108 s. The collision avoidance 
process with the orange ship starts at 150 s and ends at 261 s. 

According to Fig. 19(d), the distances at which the collision avoid
ance processes with the green and orange ships are triggered are 512 m 
and 485 m, respectively. These distances match well with the theoreti
cally calculated second-stage collision avoidance threshold distance of 
500 m. 

5.4.2. From point 2 towards point 4 
According to Fig. 20(a,b,c), the case ship sails from point 2 to point 4 

in Fig. 14(a). There are two collision avoidance processes in total in this 
dynamic collision avoidance process. The first is to avoid the purple 
ship, and the collision avoidance measure is to turn left. The second is a 

Table 8 
Dynamic collision avoidance parameter settings.  

MPC hyperparameters value 

Obstacle avoidance weight 0.01 
Target point weight 1 
Control horizon 1s 
Prediction horizon 60s 
Initial velocity 5 m/s 
Initial rudder angle 0◦

Wind speed 10 m/s 
Current speed 0.5 m/s  

Fig. 16. The obstacle avoidance process and performance metrics for 
crossing encounters. 

Fig. 17. The obstacle avoidance process and performance metrics for head- 
on encounters. 

Fig. 18. The Obstacle avoidance process and performance metrics 
of overtaking. 
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crossing encounter, and the collision avoidance operation is to turn 
right, which complies with the COLREGs for crossing encounters. 

According to Fig. 20(d), the first collision avoidance process starts at 
52 s and ends at 194 s. The second collision avoidance process starts at 
251 s and ends at 406 s. 

According to Fig. 20(e), the distances at which the two collision 
avoidance processes are triggered are 464 m and 341 m, respectively. 
464 m matches well with the theoretically calculated second-stage 
collision avoidance threshold distance of 500 m. For 341 m, before 
251 s, the case ship was in the potential field of the previous ship and 
was driven away. However, after 251 s, the balance of the potential field 
strength of the two ships in front and behind was broken, so the case ship 
immediately entered the second collision avoidance process. 

5.4.3. From point 3 towards point 5 
According to Fig. 21(a, b, c), there are two collision avoidance be

haviors in the scenario when the case ship sails from point 3 to point 5 in 
Fig. 14(a). The first is to avoid the green ship, and the collision avoid
ance operation is to turn right, which complies with the COLREGs for 
crossing encounters. 

The second is to avoid the blue and purple ships. In this case, the case 
ship takes the operation of turning left for crossing encounters. Although 
turning left in this scenario does not comply with the COLREGs for 
crossing encounters, the distance between the ships is large in this sce
nario, and turning left makes the distance between the case ship and the 
target point closer. In terms of efficiency, it is more efficient for the ship 
to turn left in this scenario. According to Fig. 21(e), the minimum dis
tance between the ships after turning left in the second collision 
avoidance behavior is 273 m, which is greater than the minimum dis
tance of 212 m between the ships in the first collision avoidance 
behavior. In terms of ship safety, it is safer for the ship to turn left in this 
scenario. 

According to Fig. 21(d), the first collision avoidance process starts at 
142 s and ends at 235 s. The second collision avoidance process starts at 
302 s and ends at 410 s. 

According to Fig. 21(e), the distances at which the two collision 
avoidance processes are triggered are 449 m and 434 m, respectively. 
449 m and 434 m match well with the theoretically calculated second- 
stage collision avoidance threshold distance of 500 m. 

6. Conclusions 

This paper integrates the GL-STGCNN multi-ship trajectory predic
tion model with the MPC model to propose a novel ship dynamic colli
sion avoidance method. This method aims to achieve safe and efficient 
navigation of ships in dynamic and complex maritime environments. 
Initially, GL-STGCNN is used to model the interaction adjacency matrix 
between surrounding ships and obtain future trajectories, providing 
dynamic information for ship collision avoidance. Subsequently, based 
on the principles of APF and VO collision avoidance, the predicted tra
jectories of surrounding ships are incorporated into the objective func
tion. This transforms the complex collision avoidance decision problem 
into an optimization problem, successfully achieving three stages of ship 
collision avoidance behavior. Through simulation and verification in 
multi-ship navigation scenarios using AIS data, the performance of the 
model is analyzed. GL-STGCNN, by modeling precise interaction adja
cency matrices between ships, achieves more accurate trajectory pre
dictions compared to previous algorithms. It shows a 31.8% 
improvement in the ADE metric and a 16.8% improvement in the FDE 
metric. Additionally, the ship dynamic collision avoidance model based 
on GL-STGCNN exhibits behaviors conforming to the COLREGs during 
ship-crossing encounters and head-on encounters. In scenarios with 
multiple ship interactions, the planned paths are not confined to inter
national maritime collision avoidance rules. Different turning behaviors 
are adopted at appropriate distances to achieve dynamic collision 
avoidance. Moreover, the theoretical collision avoidance threshold 
distance calculated by the MPC objective function achieves a good 
match with the collision avoidance trigger distance obtained from the 
experimental simulation. 

Additionally, we acknowledge that the dynamic collision avoidance 

Fig. 19. The obstacle avoidance process and performance metrics for three ships.  
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method proposed in this paper relies to some extent on an adequate 
amount of AIS data within the maritime area to train the trajectory 
prediction model. In situations where AIS data is scarce or limited, the 
performance of this dynamic collision avoidance method may be 
compromised. Therefore, future research could explore the integration 
of more advanced trajectory prediction models with data augmentation 
techniques to enhance the adaptability and generalization performance 
of this method in various maritime environmental scenarios. We look 
forward to further research efforts that will refine and advance this field, 
providing more reliable and intelligent solutions for practical 
applications. 
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