
Citation: Agapiou, A. A Systematic

Review of the Socio-Legal Dimensions

of Responsible AI and Its Role in

Improving Health and Safety in

Construction. Buildings 2024, 14, 1469.

https://doi.org/10.3390/

buildings14051469

Academic Editors: Antonio Caggiano

and Pramen P. Shrestha

Received: 6 March 2024

Revised: 29 April 2024

Accepted: 16 May 2024

Published: 18 May 2024

Copyright: © 2024 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

buildings

Article

A Systematic Review of the Socio-Legal Dimensions of
Responsible AI and Its Role in Improving Health and Safety
in Construction
Andrew Agapiou

Department of Architecture, University of Strathclyde, Glasgow G1 1XJ, UK; andrew.agapiou@strath.ac.uk

Abstract: Integrating artificial intelligence (AI) in the construction industry could revolutionise work-
place safety and efficiency. However, this integration also carries complex socio-legal implications
that require further investigation. Presently, there is a research gap in the socio-legal dimensions
of AI use to enhance health and safety regulations and protocols for the construction sector in the
United Kingdom, particularly in understanding how the existing legal frameworks can adapt to AI
integration effectively. Comprehensive research is indispensable to identify where the existing regu-
lations may fall short or require more specificity in addressing the unique implications introduced
by AI technologies. This article aims to address the pressing socio-legal challenges surrounding
the integration of AI in the UK construction industry, specifically in enhancing health and safety
protocols on construction sites, through a systematic review encompassing the PRISMA protocol. The
review has identified that the existing legal and regulatory framework provides a strong foundation
for risk management. Still, it needs to sufficiently account for the socio-legal dimensions introduced
by AI deployment and how AI may evolve in the future. The Health and Safety Executive (HSE) will
require standardised authorities to effectively oversee the use of AI in the UK construction industry.
This will enable the HSE to collect data related to AI processes and carry out technical, empirical, and
governance audits. The provision of sufficient resources and the empowerment of the HSE within
the context of the construction industry are critical factors that must be taken into consideration to
ensure effective oversight of AI implementation.

Keywords: artificail interlligence; health and safety regulation; soci0-legal dimensions

1. Introduction

The UK Government’s 2023 white paper suggests a pro-innovation approach to AI
regulation, emphasising responsible development, transparency, and accountability [1]. The
paper proposes a risk-based framework to facilitate AI adoption, while addressing ethical
concerns and fostering a competitive AI landscape. In the UK context, the legal landscape is
adapting to accommodate the digital transformation within the construction sector through
initiatives such as the National Digital Twin and the Construction Playbook [2]. However,
studies highlight critical socio-legal concerns regarding the potential marginalisation of
human roles in project management due to reliance on technology, underscoring the need
for legal safeguards [3,4].

The socio-legal implications of AI in society need to be examined, including ethi-
cal dilemmas concerning algorithmic decision-making and legal frameworks governing
privacy, data protection, liability and intellectual property rights [5].

Addressing these dimensions is crucial for ensuring that AI development and deploy-
ment align with ethical principles, legal standards and societal values, fostering responsible
innovation and equitable outcomes [6,7].

Our study aims to fill the research gap concerning the socio-legal aspects of AI inte-
gration in the UK construction industry. The use of AI in the UK construction industry
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has sparked significant socio-legal concerns, including regarding legal liability, regulation,
ethics, data privacy, worker training, and accessibility. Our aim is to comprehensively
investigate the social and legal challenges of incorporating AI in construction sector health
and safety in the UK. This review will discuss the potential challenges and benefits of AI
integration into the construction health and safety sphere and consider if the existing laws
on AI could impede the construction industry’s endeavours to enhance health and safety
standards in the sector based on the results of the systematic review. The authors offer
speculation on how construction health and safety law and regulation may need to adapt
as AI systems technology advances.

2. The Socio-Legal Challenges of Deploying AI

While AI has reached the stage where it can complete specific tasks better and faster
than humans, it has yet to develop the maturity and sophistication needed for independent
use in complicated areas such as the law. Examples of this abound. While a Colombian
judge has used ChatGPT to assist him in the resolution of a court case, the AI’s contribution
was supplemented by the judges’ research and reference to precedent [8]. The judge in
question was satisfied with the quality of the assistance provided by ChatGPT and likened
its services to that of an efficient and reliable legal secretary [8]. However, the case caused
much stir among legal experts who doubted the general level of judicial literacy and in
particular questioned Judge Padilla’s sense of responsibility and ethics [9]. The ‘moral
panic in law’ [9] caused by this decision did not subside with time, perhaps because of a
New York personal injury case where the lawyer of one of the parties used the services
of ChatGPT to produce cases supporting their argument. The judge discovered that the
AI fabricated the case citations used by the lawyer and penalised him heavily [9]. The
case illustrates that AI’s integration into legal practice must be undertaken responsibly
and with constant oversight. More broadly, the two cases demonstrate that, despite the
benefits to the legal profession of AI in its ability to execute comprehensive legal research
at high speed in a structured and organised manner and at a meagre cost, it may fall short
of societal expectations of receiving ethical and responsible legal services.

This is concerning, particularly considering that in the next five years, AI is projected
to revolutionise the use of computers by permitting interaction with and instruction of an
AI agent through natural language [10]. Future AI will have the ability to consolidate and
replace a multitude of software applications (apps), thus making the interaction with an AI
agent less complicated and easier [10].

This innovation would be particularly relevant to the construction industry, not least
because it will remove some of the barriers to wider AI use. AI use in law has been
contemplated since the 1960s [11]. AI advancement may lead to innovation in the law
and changing practices and processes [12]. However, the further integration of AI in any
industry requires acknowledgement that AI is inherently risky [13]. Although the risk
factor could be managed by better programming, the concern remains that the nature of
AI is essentially contra-human; it is an artificial intellect completely devoid of humanity,
empathy and social awareness of the kind we would ascribe to a physical person. This
should be added to the issue of machine bias, which could affect fundamental rights. These
downsides of AI will only be amplified by the further development of smart technologies
and advances in electronic personhood [13].

The current position of the law is that AI bears no legal responsibility for its actions,
and responsibility remains with the human in charge. This is worrying because improperly
programmed and supervised AI may endanger human safety. The lack of regulatory
intervention reinforces the importance of AI–human cooperation and human supervision
of AI (the so-called ‘four-eyes principle’) to reduce or mitigate risks related to AI use [13].
The difficulties with assigning legal rights and responsibility in human–AI cooperation
are evident from the ‘monkey-taking-a-selfie’ [14] and the ‘Uber testing self-driving cars’
cases [15]. In the selfie case, a photographer who set up his wildlife camera could not
claim the copyright on a selfie taken by a macaque or the monkey itself since copyright
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does not extend to animals [15] This illustrates the challenges in properly determining
authorship or co-authorship degrees between human and non-human animals. While
on the facts, the issue concerned the right to protection under copyright law, the case’s
implications are broader. They may be extended to the division of responsibility between
AI and humans [15].

The issue of responsibility was dealt with more clearly in the Uber case, where a fatal
accident caused by failing sensory equipment was held to have been caused by the human
co-driver’s criminal negligence. It was deemed the human’s responsibility to supervise the
machine’s work and take over from it, if necessary [16]. The decision raises concern that
the regulator has not properly addressed the need to prevent the endangering of human
life [17]. In addition to the legal repercussions of not regulating a potentially dangerous AI,
one must consider the black box problem or the fact that we do not and cannot (yet) keep
track of how AI makes its decisions [18,19]. This becomes even more concerning in light of
humans’ tendency to ‘over trust robots’ [20], even when they realise that their knowledge
about something is superior to that of the robot [20]. This is relevant to the construction
industry since studies show that ‘64% of people trust a robot more than their manager’ [21]
as they see algorithms as superior in providing unbiased information, maintaining work
schedules, problem-solving and managing a budget [21].

Humans’ cognitive bias towards over-reliance on robots, coupled with the lack of
complete control over and knowledge about robots’ decision-making processes, strengthens
arguments that autonomous machines’ legal responsibility may need to be better regulated.
There is a need for global AI regulation to tackle existing and anticipated issues [12], noting
the shortcomings of the current framework, which make it ‘ill-equipped to solve the hot
issues created by the ever-increasing technological advances in AI’ [21]. However, this
goal has yet to be achieved, and as far as UK law is concerned, AI regulation is still in its
nascent stage.

The Construction-Specific Issues

The use of AI in construction site safety practices is increasing. However, the deploy-
ment of AI in health and safety regulation raises various socio-legal concerns. Scholars
highlight the ‘responsibility’ and ‘liability question’, where human actors hold the ultimate
‘accountability’, even though AI offers valuable insights. There is potential for ‘bias in
AI algorithms and datasets’, which can impact fairness and equity in health and safety
enforcement. Addressing these biases is crucial to ensure fairness and effectiveness in
AI-driven health and safety regulation. ‘Privacy’ and ‘data protection’ are also crucial
in the deployment of AI for monitoring and surveillance purposes. Concerns about the
potential encroachment upon ‘workers’ privacy rights’ raise the need for safeguards to
protect sensitive personal data. Finally, the rapid pace of technological advancement in AI
presents challenges for regulatory compliance and keeping up with evolving capabilities. A
robust legal framework is necessary to govern the use of AI in health and safety regulation
and ensure compliance with existing legislation.

3. The Review Strategy

Grey literature sources can provide valuable insights and data that may not be avail-
able through traditional academic channels. Therefore, conducting a systematic literature
review that includes grey literature sources is essential for advancing knowledge and
addressing gaps in under-researched areas.

3.1. Method

A systematic literature review was conducted to investigate the socio-legal impli-
cations of utilising artificial intelligence (AI) to improve occupational health and safety
within the UK construction industry. The review mainly relied on grey literature sources,
such as websites, blogs, and industry reports, which are not published through traditional
academic channels. In order to conduct a thorough and impartial grey literature search,
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it is imperative to formulate a comprehensive search strategy that delineates the relevant
search terms, resources, websites and limits involved in the process.

Such a strategy provides a well-defined framework and increased transparency to the
search methodology, ensuring adherence to the prescribed systematic review reporting
standards, such as the Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) protocol [22]. Our methodology was also guided by PRISMA guidelines to
ensure a transparent and replicable review process. The PRISMA flow diagram is illustrated
in Figure 1.
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Figure 1. Systematic review process.

By meticulously documenting each stage of the search process and creating a detailed
search plan, one can effectively manage their time and mitigate the risk of introducing any
biases into the search results.

3.1.1. Research Questions

To conduct the review, the researchers first defined clear research questions that guided
the research process and ensured comprehensive and precise results. These questions
were designed to address the socio-legal implications of AI adoption in the context of
occupational health and safety within the UK construction industry. We developed the
following research questions to guide this systematic literature review:

• What are the benefits and challenges of deploying AI from the socio-legal and ethical
perspective, particularly in the context of the division of responsibilities and rights,
and the need for a general and/or construction sector-based legislative intervention?

• What is the status of the current regulatory framework in the construction industry,
particularly whether the legislative provisions on AI hinder the UK construction
industry’s efforts to improve the state of health and safety in the sector?

• How will construction health and safety law and regulation adapt to technological
advancement?

3.1.2. Identification of Sources

We conducted a search using specific keywords related to AI, occupational health and
safety, the construction industry, and socio-legal aspects, guided by our research questions.
These keywords were based on the socio-legal issues identified in Section 2, which were
narrowed down to the construction industry discipline. The search keywords were divided
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into four categories. The first category was related to artificial intelligence, the second
category focused on the [identified] socio-legal issues, the third category was specific to the
construction industry, and the fourth category centred around health and safety. Figure 2
presents a visual representation of these categories.
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Figure 2. Keywords for systematic literature review.

The set of search strings applied to verify the title, abstract, and keywords of the
articles collected from grey literature database are: (TITLE-ABS-KEY (“construction in-
dustry ” OR “construction ” OR “Artificial Intelligence ” OR “AI”) AND TITLE-ABS-KEY
(“Integration of AI in health and safety regulation” OR “liability and responsibility” OR
“bias in AI algorithms and data sets” OR “privacy and data protection” OR “regulatory
compliance” OR “technological advancement”) AND TITLE-ABS-KEY (“Occupational
Health and Safety” OR “Occupational Safety and Health” OR “Safety and Health” OR
“Health and Safety” OR “Safety” OR “Health”)).

To focus on recent research, we limited the results to publications from 2017 (the past
seven years at the time of data collection), including news articles, new releases and blogs.
Our search was conducted between 1 February 2024 and 1 April 2024. Therefore, this
review did not cover articles published after 1 April 2024.

Eligibility Criteria

The review’s eligibility criteria were defined in the grey literature search plan and
are shown in Table 1. These criteria demonstrate that the usual method of systematically
searching academic journal databases is inappropriate for adequately addressing the study
review’s research questions.
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Table 1. Review eligibility criteria.

Inclusion Criteria Exclusion Criteria

Published in the UK Published outside of the UK

Available in English Unavailable in English

Most current version of the document Document was a draft or summary version or
has been replaced with another document

Included guidelines for the development of
law and regulation for the integration of AI in
the construction sector, and the intersection
with (i) liability and responsibility; (ii) bias in
AI Algorithms; (iii) data sets; and privacy and
(iv) data protection

Did not contain considerations for
development of the legal and/or the regulatory
framework for AI integration

Intended for legal and construction industry
practitioners in the UK

Newsletters, news releases, or memorandums Merely provided resources from external
groups as an appendix

3.1.3. Information Sources and Searching Strategies

A plan was created to search for grey literature that included two different searching
techniques: (1) searching through grey literature databases, and (2) using customised
Google search engines. These complementary strategies were used to minimise the risk
of omitting relevant sources. Each database and search engine utilise unique algorithms
to generate their relevance rating schemes, and using a variety of these sources is likely
to result in a more extensive search. It is essential to document every stage of the grey
literature search process to maintain transparency and comprehensiveness. Therefore, all
assumptions, decisions, and challenges encountered throughout the review were recorded.

Search Strategy #1

Researchers use various strategies to search for relevant documents during a review.
These databases provide indexing and peer review for both online and print resources.
However, the search functionalities and filters available for retrieving results vary widely
across different databases.

Therefore, researchers need to adjust their search terms to match the databases they
use. One of the strategies is to explore databases that catalogue grey literature documents.
These databases provide indexing and sometimes even peer review for online and print
resources. However, the search functionalities and filters available for retrieving results can
vary widely across different databases. The search was conducted using three databases:
CORE, LexisNexis, and Westlaw. After searching, researchers reviewed the titles and
abstracts of the documents against the inclusion and exclusion criteria set beforehand. Any
potentially relevant documents were then retrieved in full text for further screening. The
results of the database searches were exported to an Excel spreadsheet, and duplicates
were excluded using the ‘remove duplicates’ function. The titles of all search results were
reviewed in Excel, similarly to how a title screen works in a traditional review of peer-
reviewed academic articles. Relevant titles were highlighted in Excel and retained for
further screening.

Search Strategy #2

In the research, two search approaches were used. The first approach involved search-
ing legal databases, such as CORE, LexisNexis, and Westlaw. The second method utilised
in this case was modified from Godin et al. [22]. It involved using a customised Google
search engine to search the UK government publication repository. Under this strategy,
the authors screened the first ten pages of each search’s hits, using the title and short text
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underneath to identify relevant records. These records were then bookmarked in Google
Chrome and entered into an Excel spreadsheet.

The bookmarks were filed under a sub-folder named after the specific search strategy
and into a main folder named after the search engine used. This approach helped identify
the websites through which search terms and engines were used and prevented the same
record from being identified repeatedly. Titles that were identified as potentially relevant
were retained for further screening. The search terms and the number of results retrieved
and screened for each search strategy were also recorded.

3.1.4. Assessment of Eligibility and Selection of Studies

PRISMA guidelines recommend using a study flow diagram to represent the screening
and study selection process. This process was applied to the grey literature search methods
(Figure 3). In this study’s grey literature search, relevant documents were recorded in an
Excel sheet. After reviewing abstracts, executive summaries or tables of contents, the full
text of all items that passed the first stage of screening was reviewed. A numeric code was
given for each reason for excluding items, and a screening code was recorded for each item
at both stages of screening. Finally, all items that remained following full-text screening
were included in the review.

3.1.5. The Synthesis of Results

Upon conducting a comprehensive review of the publications included in the review,
we meticulously extracted pertinent data. The data extracted pertained to various aspects
of the publications, such as the source organisation, year of publication, authors, intended
audience, goals and objectives, cited resources and evidence.

Throughout the entire process, we made a conscious effort to exclusively extract data
relevant to AI usage in construction occupational health and safety performance while
consciously excluding information concerning the deployment of AI within the construction
environment in general, as it did not align with the objectives of the review.
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4. Results

We conducted research on the implementation of AI in health and safety management,
along with the legal and regulatory factors that could affect AI adoption in the construction
industry. Our search yielded 714 records, which were narrowed down to 33 articles after
eliminating duplicates. Among these, 26 articles and sources discuss the advantages and
challenges of using AI for health and safety management, while 13 articles and sources
focus on the regulatory framework that could impact AI integration in construction health
and safety. In the following sections, we provide a synthesis under these themes. Table 2
describes other characteristics of the included publications.

Table 2. Document characteristics.

Document Organisation,
Type Year Strategies Used to

Identify Document # Strategy

1 Artificial Intelligence (Regulation)
Bill [HL] HL Bill 11, 58/4 UK Government 2024

Custom Google search
engines; targeted web
searches

2

2
Department for Science, Innovation &
Technology, ‘Portfolio of AI
Assurance techniques’

UK Government,
Department for
Science,
Innovation &
Technology

2023
Custom Google search
engines; targeted web
searches

2

3 Gov.UK, ‘Introduction to AI
assurance’ UK Government 2024

Custom Google search
engines; targeted web
searches

2

4
Office for Artificial Intelligence, ‘A
pro-innovation approach to AI
regulation’ (2023) White Paper

UK Government,
Office for Artificial
Intelligence

2023
Custom Google search
engines; targeted web
searches

2

5

Office for Science, Innovation and
Technology, ‘Implementing the UK’s
AI regulatory principles: initial
guidance for regulators’

UK Government,
Office for Science,
Innovation and
Technology,

2024
Custom Google search
engines; targeted web
searches

2

6 UK Government, ‘Construction 2025’ UK Government 2013
Custom Google search
engines; targeted web
searches

2

7 New study: ‘64% of people trust a
robot more than their manager’

Higher Education
Institution 2019 Targeted web searches 1

8 AI’s mysterious ‘black box’ problem,
explained

Business
Organisation 2023 Targeted web searches 1

9 Colombian judge uses ChatGPT in
ruling on child’s medical rights case News Organisation 2023 Targeted web searches 1

10 Profiling as inferred data. Amplifier
effects and positive feedback loops News Organisation 2019 Targeted web searches 1

11 Monkey can’t own copyright to his
selfie, federal judge says News Organisation 2016 Targeted web searches 1

12 Fairness, accountability and
transparency in machine learning

Business
Conference 2018 Targeted web searches 1

13 How is AI changing the construction
industry?

Commercial News
Organisation 2021 Targeted web searches 1

14 AI is about to completely change how
you use computers

Commercial News
Organisation 2023 Targeted web searches 1
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Table 2. Cont.

Document Organisation,
Type Year Strategies Used to

Identify Document # Strategy

15 Artificial intelligence is breaking
patent law

Commercial News
Organisation 2022 Targeted web searches 1

16 Ethical and legal responsibility for
artificial intelligence

Commercial News
Organisation 2021 Targeted web searches 1

17
What is in store for UK AI: The
long-awaited government response is
here

Commercial News
Organisation 2024 Targeted web searches 1

18 Understanding construction law in
the UK: A comprehensive guide

Commercial News
Organisation n/d Targeted web searches 1

19 Transparency in artificial intelligence Commercial News
Organisation 2020 Targeted web searches 1

20 The socio-legal relevance of artificial
intelligence

Commercial News
Organisation 2019 Targeted web searches 1

21 Why wasn’t Uber charged in a fatal
self-driving car crash?

Commercial News
Organisation 2020 Targeted web searches 1

22
New York lawyers sanctioned for
using fake ChatGPT cases in legal
brief

Commercial News
Organisation 2023 Targeted web searches 1

23 4 ways AI is revolutionising the
construction industry News Organisation 2023 Targeted web searches 1

24 Over trust of robots in emergency
evacuation scenarios News Organisation 2016 Targeted web searches 1

25 AI has arrived in the UK. How will it
make the construction sector safer? News Organisation 2019 Targeted web searches 1

26 AI is about to completely change
construction law News Organisation 2023 Targeted web searches 1

27
Monkey selfie lawsuit ends with
settlement between PETA,
photographer

News Organisation 2017 Targeted web searches 1

28 Construction and manufacturing law
and AI—The rise of the machines. News Organisation 2017 Targeted web searches 1

29 Construction: an industry ripe for
tech disruption News Organisation 2017 Targeted web searches 1

30
This company’s robots Are making
everything—and reshaping the
world.

News Organisation 2017 Targeted web searches 1

31 Why Japan will profit the most from
artificial intelligence News Organisation 2017 Targeted web searches 1

32
Scientists believe they’ve nailed the
combination that could help robots
feel love.

News Organisation 2018 Targeted web searches 1

33 What impact is AI having on ethics
and the law? UK Government 2017 Targeted web searches 1

The search strategies used were comprehensive and efficient, and targeted web
searches were found to be the most effective way to identify relevant publications. Al-
though Excel was a suitable means of record management, it had limitations, such as the
inability to export directly from Google search engines. Despite these limitations, the ‘sort’
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function in Excel proved exceptionally helpful in sorting records by screening decision
codes and organisation names.

It is essential to carefully examine the precisely synthesised data from the systematic
review to address research questions and objectives effectively. This involves conducting
a thematic analysis to present the findings concisely and comprehensibly. In addition,
insights from various sources, including grey literature, are utilised in the ensuing sections.

4.1. Use of AI in the UK Construction Industry: Benefits and Challenges

The construction industry has traditionally been seen as reactive, low-tech, reliant on
human experience, and fragmented, and it has developed on a project-by-project basis [23].
It is also true that AI was first used in UK construction law in 1988, based on Capper and
Susskind’s expert rule-based system [24]. This system complemented the Latent Damages
Act 1986 [25], helping construction lawyers digest the complicated legislation. AI is now
widely used in the UK construction industry for project management and planning. It
allows managers to tap into and re-think existing data, which makes the construction
process more efficient, speedy and organised [25]. In particular, using advanced algorithms
facilitates the analysis of ‘vast amounts of data to predict project timelines, budget require-
ments and potential risks’ [26]. The ability to predict outcomes and track the time taken by
each task is particularly relevant to on-site health and safety.

AI may also help on-site health and safety by improving communication in the con-
struction area and alerting workers to risks, such as when they are about to enter a danger-
ous area. AI can ensure that only authorised personnel may enter dangerous areas in this
context. In addition, AI can directly improve on-site health and safety by identifying and
analysing potential hazards, ensuring that protocols are complied with, and monitoring
and flagging unsafe activities [23]. It could also alert building site managers to potential
issues so that they can resolve any risks before anyone gets hurt. Additionally, it can help
construction managers navigate work vehicles better and avoid on-site accidents due to
collisions [27].

AI integration with tools such as building information modelling (BIM) would im-
prove the planning stages of a project, making them more efficient and accurate. BIM
helps envision different outcomes and make changes in the pre-construction stage [26].
Digitalisation leads to timelier project completion while reducing waste [23]. These gains
are indirectly related to safety in the workplace. For example, in an industry plagued by
‘skilled labour shortages, an ageing workforce, a strain on materials, a delayed supply chain
and tighter margins than ever before’ [26]. The drive towards efficiency, cost cuts, and
profits can be detrimental to the workforce. Leveraging the benefits of AI could counteract
the above and enable efficiency without jeopardising the health and safety of workers.

AI also actively contributes to workers’ safety by using cameras (both on-site and
wearables), monitoring workers’ health indicators, detecting high-risk situations, and alert-
ing workers to possible accidents in real-time [26]. AI powers robotics, which facilitates the
application of numerous automated solutions, such as automated bricklaying or surveying
sites with drones. This adds to the construction industry’s safety because it delegates
dangerous jobs from humans to a machine. Doing so also makes the construction process
much faster since human operators no longer perform many difficult and time-consuming
operations [26].

Linked to that, AI algorithms help with predictive maintenance of construction equip-
ment. This is done by analysing machinery sensors’ data, thus predicting equipment
failures. This could protect workers while also saving time and money by avoiding machin-
ery downtime and repair costs, prolonging the use of equipment and contributing to the
project’s success [23]. Besides optimising equipment and construction schedules, AI helps
with education, on-the-job training of employees and instilling best practices. AI can help
construction novices overcome their lack of experience through quicker, more efficient and
streamlined onboarding and ‘leveraging the experience of construction veterans through
systematic data capture’ [23].
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AI also helps optimise the supply chain in the industry by reducing project waste
and ensuring that there will be sufficient materials when they are needed. By employing
predictive analytics, AI can foresee which materials will be in demand and efficiently man-
age inventory. Avoiding waste makes the project more sustainable and environmentally
friendly, complying with the existing environmental protection legislation. Finally, AI can
add to the project’s positive environmental impact by designing energy-efficient build-
ings [28]. AI may also directly affect workers’ safety. For example, construction businesses
in the UK started implementing new AI-powered H&S equipment, such as the Wear Health
exoskeleton.

This scanning technology protects workers’ lives and health. It is very useful in heavy
lifting and carrying conditions or when repetitive movements, such as ‘lifting, stretching or
reaching overhead for long periods’, are needed [28]. In particular, industry practitioners
praise exoskeleton suits for helping workers avoid work-related injuries. The suits’ main
contribution is in combatting fatigue and improving task endurance by ‘easing pressure
on the lower back and core, [. . . and] helping to lighten the burden put on the body and
back from heavy lifting’ [28]. The suits also feed employers with real-time data about the
nature and degree of on-site health and safety risks [24]. AI’s potential to ensure better
workplace safety is of great importance, given that the construction industry is high risk
and workers’ safety remains a big concern. However, AI is a nascent technology that may
expose its users to vulnerabilities. For example, AI may create issues related to privacy
and confidentiality, which conflict with existing data protection legislation. The problem
is especially pronounced in open-use platforms such as ChatGPT, which need to be more
secure, where no confidence or data privacy can be ensured, and where the uploaded or
inserted data may be viewed and used by others, at times incompetently or maliciously.
While private platforms can be used for the same purposes, it is essential to check their
settings to achieve the required level of security and privacy. This is important for the
construction industry, where the efficiency of health and safety protocols depends on the
integrity of the available data. Lack of privacy and security could significantly endanger
the construction process and the health and lives of those working on site.

Another problem is generative AI’s ability to hallucinate or fabricate information,
making it ever more important to use it only under human supervision [29]. Ethics should
also be considered since AI systems self-learn from the data that has historically populated
the Internet. So, they are vulnerable to becoming biased and unfair. This means that AI
should be used cautiously, and be fully calibrated and supervised to minimise systemic
issues [29]. As a last consideration, generative AI is not industry-specific and could be
updated. It can also be explicitly designed with a view of a specific law or as a legal-tech
tool, or it could be more general. It can be informed by underlying data that may or may
not be legally focused and updated with the latest legal developments [29].

This means that AI systems must be used in an informed manner and without excessive
reliance. This is particularly relevant to the area of health and safety in construction sites
where a small error or underestimation of risk may claim the life or harm the health
of workers. Despite the apparent need, the UK still needs to regulate AI. This has left
the domestic construction industry, which relies on AI for its competitiveness and safety,
behind its counterparts in the EU and overseas. Nevertheless, there are some positive
developments, and the following section will outline the status quo of the UK AI regulatory
and policy framework.

4.2. The Role of Existing Regulations in Addressing Societal Concerns
4.2.1. UK Health and Safety Legislation in the Construction Industry

The UK construction industry is heavily and comprehensively regulated, including
with regard to health and safety. The regulatory framework addresses health and safety as
part of legislative provisions in the areas of construction design and management [30], the
use of substances hazardous to health [31], lifting operations and lifting equipment [32],
provision and use of work equipment [33], the use of head protection on construction
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sites [34], work at height [35], as well as manual handling operations [36], control of
noise [37] and vibrations at work [38]. Additionally, the UK has legislated directly on
health and safety issues. Some of the most notable instruments include The Health and
Safety (Consultation with Employees) Regulations 1996 [39], Health and Safety at Work,
etc., Act 1974 [40], The Management of Health and Safety at Work Regulations 1999 [41]
and The Construction (Health, Safety and Welfare) Regulations 1996 [42]. Furthermore,
UK employers are legally bound [43] to report to the construction regulator, the Health
and Safety Executive (HSE), ‘certain types of accidents that happen to their employees
[including] deaths, serious injuries and dangerous occurrences immediately [as well as]
occupational ill-health issues and diseases’ [44]. Similar obligations apply to on-site project
management teams when there are certain dangerous occurrences and where an injury has
been sustained by ‘a self-employed worker or member of the public’ [45]. In addition, there
are certain health and safety obligations, imposed on employees [46].

The UK imposes stringent ‘health and safety obligations on all parties involved in a
project’ [47]. Risks arising from construction projects can be mitigated through insurance,
such as ‘public liability insurance, professional indemnity insurance and contractor’s all
risks insurance, [all of which] are available to protect parties against unforeseen events,
accidents and liabilities’ [48]. Besides health and safety regulations, the UK construction
industry is subject to building regulations involving contract and dispute resolution law
and issues and regulations related to payment and adjudication [49].

The plethora of regulations makes it evident that the government has internalised the
idea that health and safety on the construction site are of great societal concern. It is also
clear that the legislator has attempted to provide a comprehensive framework, addressing
all possible health and safety weaknesses in the industry. It is arguable, however, that the
existence of so many legal obligations makes it challenging for construction companies to
comply and remain competitive, delivering the efficiencies and profits expected from them.
AI systems could make a qualitative change in the construction industry’s performance
by helping businesses find their way in the labyrinth of legal obligations. Ultimately,
this would promote a safer and more ethically sound domestic construction environment.
However, the sector will be much more open to benefit from the potential of AI if there is
more legal certainty regarding the implications of AI use.

The Potential Role of AI in Supporting H&S Regulatory Compliance

Artificial intelligence holds significant potential for supporting the UK’s health and
safety regulations within the construction industry by providing advanced monitoring,
predictive analysis, and risk assessment capabilities. For instance, AI-powered systems
can enhance compliance with regulations such as the Control of Substances Hazardous to
Health (COSHH) Regulations by analysing data from material safety data sheets, sensor
readings, and workplace incident reports to identify potential exposure risks and recom-
mend appropriate control measures. Additionally, AI can support compliance with the
Work at Height Regulations by analysing data from sensors and drones to monitor workers’
activities at elevated locations, detect potential fall hazards, and alert supervisors in real
time to take preventive actions. Moreover, AI-enabled predictive analytics can forecast
potential safety risks associated with factors such as weather conditions, equipment usage,
and worker behaviour, facilitating proactive risk management and accident prevention by
regulations such as the Construction (Design and Management) Regulations (CDM).

4.3. The Upcoming AI Regulatory Framework

The UK still needs a dedicated AI regime related to the construction industry. Only
recently has the UK government needed to address the issue of AI regulation. This changed
with the publication of a white paper on AI in 2023 [44], which outlined the Government’s
plans for a ‘pro-innovation’ domestic regulatory framework. The paper did not provide
a legal definition of AI, leaving such systems to be defined by a combination of two
criteria: adaptivity by training and self-learning and autonomy, meaning the ability to
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make decisions without express human intent or supervision [50]. Notably, the white
paper’s drafters chose to make it context-specific and focus on AI use and outcomes rather
than on AI technology, even extending the approach to failures to use AI [50].

They also stopped short of proposing legislative changes or imposing ‘liability or
accountability in the AI supply chain, [. . .] leav[ing] this issue to regulators’ [50]. The lack
of intervention was motivated by the Government’s appreciation of the sheer volume of
liability and accountability regimes that are not harmonised across jurisdictions. This may
prove to be a potential weakness of the proposed regime. While the paper did envision
that regulators may be placed under a statutory duty to regard the five cross-sectoral
principles (discussed below) and the Government intends to ensure the regime’s coherence
by putting in place a cross-sectoral monitoring system, this may prove insufficient to tackle
the speed and scope of AI development. Thus, the lack of clearly defined legal obligations
may create safety and security challenges, particularly for high-risk industries such as
construction. These concerns are amplified by the Government’s plans to maintain the
territorial application of the current legal framework [44], even though the AI supply chain
is international, and this can easily undermine the UK legislative efforts. The white paper
reflected on the Government’s ambition to ensure that the UK will become a global leader
in building, testing and using AI technology, turning the UK into ‘the smartest, healthiest,
safest and happiest place to live and work’ [44].

While the white paper did not single out any specific industry, the provisions of the
proposed AI regulation are relevant to the health and safety aspect of construction law, and
the Government’s aspirations, if put into practice, could make the construction industry
more efficient, safer and healthier. The white paper states that AI ‘will support people to
carry out their existing jobs by helping to improve workforce efficiency and workplace
safety’ [44]. Safety has been singled out as one of the values that could be threatened by
unchecked AI development, along with ‘security, fairness, privacy and agency, human
rights, societal well-being and prosperity’ [44]. The Government acknowledges that safety
risks caused by AI may include ‘physical damage to humans and property, as well as
damage to mental health’ [44]. In particular, the paper acknowledges the need for close
monitoring of ‘safety risks specific to AI technologies. . . [since a]s the capability and
adoption of AI increases, it may pose new and substantial risks that are unaddressed by
existing rules’ [44]. To this end, the white paper’s admission that AI technology can give
rise to many and varied risks depending on the industry and that these risks must be
identified, assessed and mitigated assures that AI systems will not be deployed without
due diligence and according to the objectives of the relevant laws. The white paper serves
as a blueprint for the Artificial Intelligence (Regulation) Bill [HL] [45] and the Initial
Guidance for Regulators, published by the Office for Science, Innovation and Technology
on 6 February 2024 [45]. This is why its proposals merit consideration, including their
possible impact on the existing health and safety requirements applicable to the domestic
construction industry.

The discussion will make it clear that while the proposed regulatory framework is
geared to be industry-neutral, the five cross-sectoral principles promoted by the white pa-
per are relevant to any AI-employing industry, including the construction industry [47]. For
example, the first of these five principles—’safety, security and robustness’—is particularly
relevant to health and safety on the construction site. To this end, the Government acknowl-
edges AI’s ability ‘to autonomously develop new capabilities and functions’ [44] and sees
this as a significant risk, particularly in critical infrastructure sectors or domains [44]. The
white paper states that ‘it will be important for all regulators to assess the likelihood that AI
could pose a risk to safety in their sector or domain and take a proportionate approach to
manage it’ [44]. For example, the white paper focuses on guaranteeing the safety, security
and resilience of all AI systems throughout their life cycle by timely and continuous identi-
fication and assessment and proportionate management of sector-specific risks. Applied to
the construction industry, this principle would guarantee that AI systems deployed in the
industry will be rigorously supervised in real-time. The second principle is also relevant
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as it refers to the transparency and explainability of the information concerning the AI
system. This reflects the emerging FAT principle (fairness, accountability and transparency)
in machine learning [48] and a ‘growing understanding of the importance of legitimacy,
fairness, ethical and human-centric approaches’[48].

The drafters of the paper intend that the two concepts, taken together, would guarantee
that the relevant parties will be informed about the AI system, and they will be able ‘to
access, interpret and understand the decision-making processes’ [47]. The principle of
AI transparency is particularly topical as AI often provides efficiency and protection,
as may be the case with the construction industry, at the cost of privacy [51]. In the
construction industry, there is a trade-off between confidentiality of workers’ data and the
management’s ability to protect them from incidents to ensure a more efficient construction
process through the deployment of AI. In this sense, transparency about AI use becomes
an essential part of the process. Making it more ethical diminishes the likelihood that the
information asymmetry between the parties will result in unfair outcomes.

In the construction industry, accessibility of information is particularly valuable be-
cause it enables those directly affected by the use of AI to enforce the rights conferred on
them by the proposed legislation. This will enhance safety at the construction site since
the possibility of redress will make employers less inclined to overlook health and safety
requirements. The rest of the cross-sectoral principles build on the first two. These include
the principles of fairness, accountability and governance, and contestability and redress.
The fairness principle asserts that AI systems should respect the legal rights of both legal
and physical persons and should not promote unfair discrimination and market outcomes.

The last requirement envisions the interaction of AI systems with domestic privacy,
consumer protection, human rights or financial regulation requirements [51]. Traditionally
seen as based on transparency [51], the accountability and governance principles require
that businesses re-think their governance strategies and take measures to increase their
accountability across the lifecycle of the AI system. The objective is to achieve effective
oversight of AI systems. Lastly, the principle of contestability and redress empowers those
affected by the decisions of an AI system to contest it and to contest an AI outcome that
has either caused them harm or has created a material risk of harm [51]. Future regulation
is intended to be AI-specific rather than to tackle the challenges of digital technology
more broadly. The new framework aspires to ‘drive growth and prosperity, [. . .] increase
public trust in AI [and] strengthen [. . .] the UK’s position as a global leader in AI’ [51].
The push towards safer, better-regulated AI sits well with the construction industry’s
2025 vision, which significantly emphasises increasing health and safety in the sector
and, in particular, diminishing occupational illnesses and work-related injuries [52]. Even
though this strategy paper was published in 2013, it did acknowledge the need for greater
investment in smart construction and digital design [52]. It also recognised that the role of
digital technologies in improving on- and offsite health and safety will only grow more
important in the future [52] by making a specific mention of the role of innovation and
noting that ‘[t]he radical changes promised by the rise of the digital economy will have
profound implications for UK construction’ [52].

4.4. Latest and Future Developments

In February 2024, the UK government released a detailed response on regulating
artificial intelligence (AI) [53]. The government’s approach is to balance innovation and
safety, ensuring that AI is developed, designed, and used responsibly. The framework is
based on non-statutory and cross-sectoral principles that aim to provide a comprehensive
guide for regulators to follow. The UK’s regulatory principles for AI include leveraging
existing regulatory authorities and frameworks, establishing a central function to monitor
and evaluate AI risks, and promoting coherence [54]. The first principle aims to use existing
regulations in different sectors that can be applied to AI, like data protection regulation,
to ensure that AI is not developed or used in ways that are harmful to individuals or
society. The second principle will establish a central function to coordinate and monitor
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AI risks. This function will be responsible for identifying and addressing AI-related risks,
developing guidelines for AI development and use, and providing support to regulators,
industry, and the public. The third principle aims to promote coherence in the regulatory
landscape. This includes working with international organisations to develop common
standards, sharing best practices among regulators, and creating a common language
for AI-related terms and concepts. Moreover, to help innovators comply with legal and
regulatory obligations, the UK is launching the AI and Digital Hub in 2024 [55].

The hub aims to provide a one-stop-shop for innovators to access guidance on regula-
tory requirements, compliance tools, and case studies [56]. The hub will foster cooperation
among regulators, industry, and academia to ensure that AI is developed and used respon-
sibly. The UK’s AI regulatory approach will depend on the effectiveness of these measures.
The government has decided not to follow the EU regulations on AI safety and will instead
rely on voluntary commitments from businesses. However, the government recognises that
not all AI should be treated the same way and has maintained the five cross-sectoral princi-
ples outlined in the original white paper. The approach to AI regulation will be context and
sector-based, and it will be up to the HSE (sector regulator) to decide what measures should
be taken to ensure risk-free AI deployment in the construction industry. According to stage-
one guidance, these measures may include providing guidance, creating tools, encouraging
sharing of information and supporting transparency [57]. Regulators will be provided with
funds to implement appropriate measures and will be required to provide updates on their
assessment of sector-related AI risks, steps taken to address them, AI expertise, capacity,
structures, and plans for the coming year. Given the construction industry’s need for legal
certainty, it is necessary to examine the regulator’s powers and coverage to identify any
gaps or weaknesses. This means that the responsibility to decide what measures should
be taken to ensure risk-free AI deployment in the construction industry falls on the HSE
as the sector’s regulator [58]. The Government's stage-one guidance advises that these
measures may include the ‘provision of guidance, creation of tools, encouragement to share
information and support transparency and the application of voluntary measures, directed
towards developers and deployers of AI’.

Regulators are provided with funds to deploy such measures as they deem appropriate,
subject to providing an update on their assessment of the sector-related AI risks, the steps
undertaken to address this, their AI expertise, capacity and structures and plan for the
coming year [58]. In the construction industry, placing so much responsibility on the
HSE and the industry’s need for legal certainty makes examining the regulator’s powers
and coverage for any existing gaps or weaknesses necessary. The use of AI technologies
in construction has the potential to significantly improve safety outcomes. However, it
is essential to ensure that these technologies are deployed in a responsible and ethical
manner. Regulatory frameworks are critical to managing the introduction of AI in safety-
critical contexts. Industry reports, such as those from the HSE, highlight the importance
of regulation in mitigating risks associated with the deployment of AI in construction.
Reliability, accountability, and fairness are valid concerns associated with AI systems
that lack adequate regulation. To address these concerns, policymakers need to establish
standards for AI development, testing, and implementation. Oversight mechanisms must
also be put in place to monitor compliance with health and safety regulations.

The UK government’s stage-two guidance, expected in summer 2024, is likely to
introduce objective tests to measure the level of maturity of AI risks. The construction
industry must be proactive in assessing and managing risks associated with AI deployment
to remain abreast of potential regulatory changes. By implementing robust regulatory
frameworks, policymakers can ensure that AI technologies are deployed responsibly,
protecting the well-being of the construction workforce while maximising the benefits
of innovation in health and safety. Nevertheless, the question remains: how will law and
regulation evolve as AI technology advances?
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Is It Viable to Establish AI as a Legal Entity?

AI has advanced significantly in recent years, leading to discussions about whether
AI systems can be held legally responsible for accidents and safety lapses on construction
sites [59]. This theoretical topic has raised questions about the legal and societal framework
required for such a scenario to become a reality. One of the significant changes necessary to
establish legal responsibility for AI systems would be to recognise them as legal entities
capable of bearing responsibility [60]. This would require establishing legal personhood for
AI, which is currently not recognised under the law [61]. Additionally, the autonomy level
of AI systems would need to be advanced enough to make independent decisions without
human input, which is a significant challenge given current technological capabilities
and ethical boundaries. New regulatory frameworks and ethical guidelines would also
need to be developed specifically to address the implications of machines’ autonomous
decision-making [62]. This is because there is currently no legal framework for holding AI
systems accountable for their actions. Therefore, it is essential to establish clear guidelines
and regulations to ensure that AI systems operate within ethical and legal boundaries.
Moreover, practical mechanisms, such as special insurance schemes or financial provisions,
would have to be instituted to manage penalties and liabilities autonomously incurred
by such entities [63]. This would require a significant shift in the way that insurance and
liability are currently managed, as AI systems are not recognised as legal entities. While
theoretically conceivable, this shift would require profound legal, ethical, and technological
advancements and significant public and political support [64,65]. Until then, the responsi-
bility for the actions of AI systems on construction sites will likely remain firmly with the
humans and organisations who design, deploy, and oversee them. Therefore, it is essential
to prioritise responsible use and deployment of AI systems to ensure safety and minimise
the risk of accidents and safety lapses on construction sites.

5. Research Limitations

A systematic review to improve occupational health and safety in the UK construction
sector through responsible AI usage may face several limitations and biases. Accessing grey
literature sources can be challenging, resulting in incomplete coverage and potential bias.
Language bias is possible if the review only includes English-language publications. The
review’s scope may unintentionally leave out relevant studies or grey literature sources,
which can lead to knowledge gaps. Additionally, temporal bias can occur due to the
rapid evolution of AI technology, rendering older studies irrelevant to current practices.
Addressing these limitations and biases is essential to ensure that the review’s findings and
conclusions are robust. It is important to note that a systematic review aimed at improving
occupational health and safety in the UK construction sector through the responsible use
of AI may face several limitations and biases. One of the main challenges is accessing
grey literature sources, which can be difficult and result in incomplete coverage and
potential bias. There may also be language bias if the review only includes English-
language publications. Furthermore, the scope of the review may unintentionally leave
out relevant studies or grey literature sources, leading to knowledge gaps. In addition, a
temporal bias may occur due to the rapid evolution of AI technology, making older studies
irrelevant to current practices. It is essential to address these limitations and biases to
ensure that the review’s findings and conclusions are reliable.

6. Summary and Conclusions

Based on a PRISMA-based systematic review of grey literature, this article explores
the legal and social concerns associated with the appropriate implementation of AI in
the UK’s construction industry. The review’s findings indicate that the Health and Safety
Executive (HSE) requires standardised authorities to effectively oversee the use of AI in
the UK construction industry. This recommendation can help to ensure the safety and
security of workers and the public, while also facilitating the efficient and ethical use of AI
in construction. The existing legal and regulatory framework provides a strong foundation
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for risk management. Still, it needs to sufficiently account for the socio-legal dimensions
introduced by AI deployment and how AI may evolve in the future.

As AI evolves, the prospect of AI systems being held legally responsible for accidents
and safety lapses on construction sites remains a topic of significant theoretical discus-
sion and legal exploration. However, several substantial legal and societal framework
changes would be necessary for such a scenario to materialise. This includes the potential
establishment of legal personhood for AI, where systems could be recognised as legal
entities capable of bearing responsibility. Additionally, the autonomy level of AI systems
would need to be advanced enough to make independent decisions without human input,
challenging current technological capabilities and ethical boundaries.

New regulatory frameworks and ethical guidelines would also need to be developed
specifically to address the implications of machines’ autonomous decision-making. More-
over, practical mechanisms, such as special insurance schemes or financial provisions,
would have to be instituted to manage penalties and liabilities autonomously incurred
by such entities. While theoretically conceivable, this shift would require profound legal,
ethical, and technological advancements and significant public and political support. Until
then, legal responsibility for the actions of AI systems on construction sites will likely
remain firmly with the humans and organisations who design, deploy, and oversee them.

According to the article, the UK government has introduced a comprehensive frame-
work to regulate the development and usage of AI in a manner that is both innovative and
secure. This framework will make use of existing regulatory authorities and structures,
establish a central function to monitor and assess AI-related risks, and promote coherence
in regulatory policies. To facilitate the regulatory requirements, compliance tools, and case
studies, the UK is set to launch the AI and Digital Hub.

The HSE is responsible for ensuring safe AI deployment in the construction industry.
The UK government’s stage-two guidance, expected in the summer of 2024, will introduce
objective tests to measure the level of maturity of AI risks. To ensure that AI technology is
implemented responsibly, it is essential to recognise that the HSE may require additional
resources and empowerment.

The review has emphasised the critical importance of setting up standardised authori-
ties for the Health and Safety Executive (HSE), which is responsible for overseeing the use
of AI in the construction industry. The establishment of these authorities will allow the HSE
to collect comprehensive and accurate data related to AI processes and carry out technical,
empirical, and governance audits. This will help to ensure that AI systems are designed
and implemented in a safe and responsible manner. To achieve effective AI oversight, it is
crucial that the HSE is appropriately resourced and empowered to yield positive results.

This may involve investing in additional staff, training and tools to enhance the HSE’s
capacity to monitor AI systems and identify potential risks or issues. The HSE must be
further equipped with the necessary powers to enforce safety standards and hold companies
accountable for any breaches of these standards. Overall, the successful implementation
of standardised authorities for the HSE will play a vital role in ensuring that AI is used
safely, responsibly and ethically in the construction industry. Future studies should also
evaluate the ongoing legislative efforts, such as those by the UK Government, and assess
their adequacy in addressing the intricacies of AI deployment within construction safety.
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