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Abstract—Satellite-borne Synthetic Aperture Radar (SAR)
technology has revolutionized remote sensing applications by
providing high-resolution and all-weather imaging capabilities.
With the increasing availability of SAR data, the need for
efficient data processing has become crucial. On-board processing
has emerged as a promising solution to address the challenges
associated with limited downlink capacity and final data products
latency. Performing data processing and compression directly
on the airborne platform reduces the raw data transmitted to
ground stations, which offers several key benefits. Firstly, it sig-
nificantly reduces the data volume to be downlinked, optimizing
the usage of limited bandwidth and minimizing transmission
delays. Secondly, on-board processing enables faster access to
processed data products, allowing for quicker decision-making
and timely response to dynamic events, enhancing the real-
time capabilities of the system that are particularly valuable in
time-critical applications. This article discusses various on-board
processing techniques employed in SAR systems and explores
their challenges, like computational constraints, architectural
impacts, power consumption, and algorithm optimization. Fur-
thermore, it examines the potential future developments in on-
board processing, such as the integration of artificial intelligence
and machine learning techniques to enhance data analysis and
decision-making capabilities. The advancements in on-board
processing have the potential to revolutionize the way SAR
missions are conducted. By leveraging these techniques, SAR
systems can achieve improved operational efficiency, reduced
data latency, and enhanced real-time capabilities. This article
emphasizes the significance of on-board processing in meeting
the growing demands of SAR applications and underscores
its role in advancing remote sensing capabilities for various
sectors, including environmental monitoring, disaster response,
and surveillance.

Index Terms—Synthetic Aperture Radar (SAR), on-board
processing, efficiency, real-time capabilities, data compression,
image formation, remote sensing

I. INTRODUCTION

SAR technology has revolutionized the way we perceive and
understand the Earth’s surface from space. Originating in the
mid-20th century, SAR provides high-resolution, all-weather,

Draft updated March 29, 2024.

L. Parra Garcia, C. Clemente, C. Ilioudis are with the
University of Strathclyde, Glasgow (e-mail: laura.parra@strath.ac.uk,
carmine.clemente @strath.ac.uk, c.ilioudis @strath.ac.uk).

G. Furano, M. Ghiglione, E. Imbembo are with European Space
Agency (e-mail: gianluca.furano@esa.int, max.ghiglione @esa.int,
ernesto.imbembo @esa.int).

V. Zancan and P. Trucco are with Politecnico di Milano (e-mail:
valentina.zancan @polimi.it, paolo.trucco@polimi.it).

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

and day-and-night imaging capabilities, making it a valuable
tool for diverse applications, ranging from environmental mon-
itoring to defense reconnaissance [1]. SAR systems, however,
are data-intensive, often generating vast amounts of informa-
tion requiring considerable processing power. Traditionally, the
heavy computational demands have necessitated that space-
generated SAR data be downlinked to ground stations for
post-processing, introducing inherent delays in information
availability and posing challenges for real-time or near-real-
time applications [2]. As a result, the necessity for SAR on-
board processing has become a topic of significant interest
and importance in the field of remote sensing and spaceborne
technology.

As satellite technologies continue to advance and data rates
steadily increase, the quantities of SAR data produced have
reached staggering levels. For example, the Sentinel Data
Access system for the year 2022 was supporting over 638,000
users, who were downloading an average of 234 TiB of data
packages per day. By the end of December 2022, a total data
volume of 403 PiB data packages had been downloaded since
the data first started being available. Furthermore, in 2022
alone, the user-level data published amounted to 13,766,370,
with a total data volume of 6.64 PiB, surpassing the entire
ESA collection of Earth Observation (EO) data from before
Copernicus was launched. By the end of 2013, this collection
was only 5.6 PiB [3]. Traditionally, the standard procedure in-
volved the transmission of raw data to ground stations for sub-
sequent processing; however, this conventional approach poses
inherent challenges. The temporal lag between data acquisition
and availability for analysis (and furthermore, the availability
of its derived insight), the demand for downlink bandwidth,
and the storage constraints aboard the satellite are factors
contributing to the inefficiency of raw data transmission [4].
On-board processing of SAR data addresses these challenges
by preemptively reducing data volume before transmission,
facilitating a more judicious utilization of satellite resources
and expediting data availability on the ground.

The significance of on-board processing cannot be over-
stated, particularly in applications necessitating real-time data,
such as disaster monitoring, defense operations, or rapid
environmental change detection.

It is crucial to emphasize that the term “downloaded” does
not inherently imply utilization by commercial and private
end-users. The protracted subsequent processing and special-
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ized expertise required to extract meaningful insights from
EO images curtails widespread utilization among end-users
who may not be closely acquainted with the intricacies of
the EO domain. In this context, Artificial Intelligence (AI)
emerges as a pivotal component in delivering timely insights
and information to end-users with diverse backgrounds and
requirements.

In the 1990s, with the rise of advanced digital electron-
ics, the first rudimentary on-board SAR processing attempts
were initiated. These sought to mitigate the data deluge by
introducing basic compression and some elementary image
formation techniques before downlinking [5]. By the 2000s,
advancements in Field-Programmable Gate Arrays (FPGAs)
and Application-Specific Integrated Circuits (ASICs) opened
doors to more intricate on-board SAR processing methodolo-
gies, enabling more than just compression but also rudimentary
image analytics [6]. The recent decade, however, has witnessed
a paradigm shift. With the advent and success of artificial
intelligence (AI) and machine learning (ML) in image analysis
tasks, there is a growing emphasis on not only processing SAR
data on-board but also interpreting it. Emerging hardware tech-
nologies, such as advanced FPGAs and Graphic Processing
Units (GPUs), paired with efficient, lightweight deep learning
(DL) models, are redefining the boundaries of on-board SAR
processing. Techniques like real-time anomaly detection and
target classification, once believed to be feasible only on
powerful ground-based systems, are now being implemented
directly on satellite platforms [7].

Nevertheless, the question remains: why the persistent push
for on-board processing when we have ever-increasing down-
link speeds and very efficient ground stations? The answers
are multifaceted. Firstly, the real-time requirements of many
applications, ranging from defense to disaster response, de-
mand immediate information and actionable data availability
directly to the end user. It is essential to explicitly specify
the identity of the end-user, as space economy studies often
encounter confusion in this regard. Al enhances the potential
to target not only the conventional end-user from the insti-
tutional/public sector or academia and research entities but
also the private/commercial sector, i.e., companies utilizing
services and applications from space assets to enhance internal
processes and provide superior solutions to their customers [8].

Secondly, the sheer volume of Synthetic Aperture Radar
(SAR) data, especially from modern high-resolution systems,
possesses the capability to overwhelm and present challenges
in storage, downlink, and management, thereby escalating
ground infrastructure complexity and costs. On-board pro-
cessing offers a solution by enabling the transmission of
only pertinent, processed information or imagery, thereby
conserving both time and bandwidth. Furthermore, in an era
where satellite constellations and swarms are becoming more
prevalent, on-board processing can facilitate inter-satellite
communications, thereby further optimizing data management
and transmission [9].

Third, the geographical distribution of satellite ground
stations can be a challenge for delivering low-latency EO
products. Ground stations are concentrated in certain regions,
often developed nations, and geopolitical issues may contribute

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

to accessibility. This leaves gaps in coverage, especially over
oceans and remote areas. When a satellite carrying EO data
passes over a gap, the data can’t be downloaded in real-
time. Furthermore, ground stations are typically built based on
factors like infrastructure and operational costs. This doesn’t
always align perfectly with ideal locations for maximizing
satellite contact. For low-latency applications, consistent con-
tact with the satellite is crucial since most EO satellites are in
Low Earth Orbit (LEO), meaning they complete a revolution
around Earth quite quickly. This necessitates frequent contact
with ground stations to capture all the data. Sparse ground
station networks can lead to missed data packets during these
short windows.
In contrast, geostationary SAR satellites, positioned at a much
higher altitude in geostationary orbit, remain fixed over a
specific point on the Earth’s surface. This unique positioning
allows them to continuously monitor a particular area without
the need for frequent passes over ground stations [10]. Unlike
LEO satellites, a geostationary SAR satellite can signifi-
cantly reduce the dependency on ground station geographic
distribution. However, while geostationary SAR technology
presents a potential solution to coverage and latency issues,
it also presents challenges, like signal attenuation (due to the
higher orbit), requiring more powerful transmitters and larger
antennas on the satellites and the ground stations. Moreover,
the fixed coverage area might limit the flexibility in observing
global phenomena that require data from multiple parts of
the Earth. Despite these considerations, the integration of
geostationary SAR technology could play a significant role in
addressing the geographical and latency challenges associated
with the current reliance on LEO satellites and ground station
networks [11].

The remainder of the paper is structured as follows: Section
IT details the techniques and challenges involved in on-board
processing for SAR systems, alongside improvements in the
relevant hardware involved. Section III delves into the real-
time processing abilities of spaceborne SAR systems and pro-
poses methods to enhance these capabilities. The application of
Al in processing SAR data is explored in Section IV, focusing
on data availability and potential Al applications. Section V
introduces and examines the information-driven approach to
SAR processing, contrasting it with the traditional image-
driven method. The paper concludes with Section VI, where
conclusions are presented.

II. ON-BOARD PROCESSING IN SAR SYSTEMS

The capabilities of SAR in EO are changing how we
perceive and understand our planet. As SAR systems gen-
erate a vast amount of data, the challenge of processing,
storing, and transmitting this information efficiently has be-
come paramount. Traditionally, SAR data processing has been
performed on the ground stations, following data downlink
from the satellite. However, the need for faster data access
and the increasing demand for real-time applications, com-
bined with limitations in downlink bandwidth and storage,
are shifting the focus towards on-board data processing. This
offers several advantages, such as latency reduction, faster data
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availability for time-critical applications, bandwidth efficiency,
data volume reduction, and operational flexibility, allowing for
adaptive mission planning based on real-time analysis.

The data rate on-board depends on several key parameters of
the system: the pulse repetition frequency (PRF), the sampling
rate of each received pulse, the quantization level, the radar
bandwidth, the swath width, the number of channels of the
SAR system, and the spatial resolution. For example, Sentinel-
1 SAR operates in C-band and has a payload input data rate
of 2x640 Mbps for multi-polarization acquisition or 1x1280
Mbps for single-polarization acquisition, with a storage ca-
pacity of only 1410 Gbit [12]. ALOS-2 (Advanced Land
Observing Satellite-2), operating in L-band, reaches a data
rate of 800Mbps in its highest resolution [13]. The SAOCOM
(SAtélite Argentino de Observacién COn Microondas) has an
on-board mass memory capacity of 256 Gbit, with Telemetry,
Tracking, and Control (TT&C) communications via the S-
band. The SAR data is transmitted to the ground using the
X-band, with a data downlink rate of 310 Mbps [14].

Storage capacity and downlink availability pose limitations
on the acquisition duty cycle of the sensor, especially for
small platforms with limited downlink bandwidth.

On-board processing helps to reduce the data quantities by
compressing raw SAR data or executing application-specific
processing prior to the data downlink [15]. This not only
optimizes the satellite resources but also speeds up the
delivery of useful information to end-users. Downlink data
rate has been constantly improving to keep up with the data
generated by the sensors, with systems starting to employ
Ka-band downlink with over 1 Gbps downlink [16], and
looking towards the adoption of optical downlink [17]. The
current bottleneck is the increasing azimuth resolution and
swath of the satellite, which increases the amount of raw
data generated and poses an important challenge for on-board
processing. The sensor data rate is dependent on the PRF
(which correlates to the azimuth resolution), the swath or
range line length, and the actual resolution of the analog to
digital converters employed. Taking the Sentinel-1 example
mentioned before in stripmap mode, with a swath of 80 km
and resolution of 5 m, up to 20000 range lines are required.
With a PRF of around 1600 Hz, the maximum payload
input data rate of 2x640 Mbps is obtained. This assumes
a maximum raw analog to digital conversion resolution of
10 bits, which can be reduced with different compression
methods down to 3 bits in most operational scenarios [18].
New missions with similar azimuth resolution target much
larger swaths, like ROSE-L with up to 260 km swath width
[19], bringing the total raw data well over 1 Gbit/s.

Given the high resolution of modern SAR sensors, the
raw data volumes are extremely large, and increasing for
every new generation of missions. Fig. 2 illustrates some
examples of the evolution of SAR missions, highlighting
the significant data volumes produced. Sentinel-1 stands out,
generating approximately 90 GB per orbit, downlinked using
an X-Band polar station and an optical geostationary relay
satellite. This data is transferred to ESRIN, ESA center in
Rome, where it is processed into Level 0 products within three
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Fig. 1: TanDEM-X and TerraSAR-X in formation flight [25].

hours post-acquisition, and Level 1 products within a day [20].
Earlier missions like ERS-1 and ERS-2, despite their high
data acquisition rate, lacked onboard storage, necessitating
direct data capture within the ground station range [21]. The
successor of the ERS-1 and ERS-2, the Envisat satellite,
launched by ESA in 2002, was equipped with an Advanced
SAR (ASAR), and its communication system allowed the
recording and transmission of high-rate data, including the
Low Bit Rate (LBR) global data and the Medium Resolution
Imaging Spectrometer (MERIS) Full Resolution (FR), further
detailed in the Appendix. Envisat’s on-board recording system
included two solid-state recorders (SSRs) and a tape recorder
of 30 GB for low-rate data. These recorders facilitated the
handling of the satellite’s high data rates and complex mission
operations, ensuring efficient data recovery and transmission
for EO purposes [22].

TerraSAR-X and TanDEM-X, twin satellites launched by
the German Aerospace Center (DLR) in 2007 and 2010
respectively, exemplify the advancements in SAR technology
and data handling capabilities. Flying in close formation, these
satellites are dedicated to generating highly precise digital
elevation models of the Earth’s surface, surpassing previous
SAR missions in terms of resolution and data accuracy.
TerraSAR-X is capable of producing imagery with resolutions
down to 1 meter, generating significant data volumes [23].
The TanDEM-X ad-on mission, performs innovative interfer-
ometric techniques, allowing for the collection of data with
unprecedented accuracy in three-dimensional models of the
Earth’s terrain [24]. The formation flying aspect, illustrated
in Fig. 1, enables data acquisition from slightly different
angles, providing interferometric SAR measurements. The
synergy between TerraSAR-X and TanDEM-X highlights the
increasing complexity and volume of data being managed,
with applications such as topography, geology, hydrology, and
vegetation monitoring.

Umbra is set to release imagery from its tandem pair of
SAR satellites, introducing bistatic SAR data to its offerings
in 2024. The company successfully launched its first tandem
pair of satellites, Umbra-07 and Umbra-08, on the SpaceX
Transporter-9 mission in November 2023. With eight satel-



This article has been accepted for publication in IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing. This is the author's version which has not been fully ¢

content may change prior to final publication. Citation information: DOI 10.1109/JSTARS.2024.3406155

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, MARCH 2024 4

lites already in orbit, Umbra aims to complete its licensed
32-satellite constellation by deploying satellites in pairs to
enhance multistatic collection and integrated operations. This
strategy is expected to enhance Intelligence Surveillance Re-
connaissance (ISR) capabilities, elevation modeling, imaging
resilience, and the implementation of moving target indication
techniques [26].

Umbra’s progress in technology for automated formation fly-
ing and multistatic data processing has been accelerated by
its partnership with the Defense Advanced Research Projects
Agency (DARPA) as part of the Distributed Radar Image
Formation Technology program. This advancement allows for
the potential proliferation of resilient systems offering both
traditional and full spectrum capabilities. Umbra’s SAR satel-
lites provide high-quality SAR data at unprecedented volumes,
supporting the needs of the U.S. Government, its allies, and
commercial partners with actionable insights [26].

COSMO-SkyMed and RADARSAT are smallsat constel-
lations formed by 4 and 3 satellites respectively. COSMO-
SkyMed is an Italian constellation owned by Agenzia Spaziale
Italiana (ASI) and collects SAR data in X-band, offering
high-resolution imagery for applications such as environmental
monitoring, disaster relief, and defense [27]. RADARSAT
Constellation Mission (RCM) is formed by 3 identical owned
and operated by the Canadian Space Agency (CSA), designed
to provide continuous monitoring of Canada’s land and oceans,
as well as daily access to 95% of the world to support a wider
range of applications [28].

Future missions like ROSE-L will generate an order of
magnitude more data daily compared to Sentinel-1 and there-
fore target onboard mass memories in the order of tens of
Terabits to ensure an operational duty cycle [16]. These sizes
and densities have been made possible thanks to the use of
commercial FLASH memories as base technology, replacing
DRAMS (in Sentinel-1), or old tape recorders (Envisat).

As new missions are launched, their downlink capaci-
ties keep improving, even for small satellites. For example,
NovaSAR-1, launched in 2018, reaches a downlink rate of
400Mbps through an X-band frequency band [29]. The op-
erational strategies for these missions reflect adaptations to
technological capabilities and mission objectives.

A. Storage efficiency

Compression plays a crucial role in addressing the chal-
lenges associated with large data volumes. Efficient compres-
sion algorithms are needed to store data on-board and to
ensure operational flexibility, the handling of communication
interruptions due to diverse atmospheric and technical reasons,
and the optimization of the power use, effectively extending
the satellite’s operational window. Vast amounts of raw data,
due to the high spatial resolution that SAR systems offer,
need to be stored before transmitting or processing. Efficient
on-board data storage is crucial due to bandwidth and down-
link constraints, and it allows for the data to be saved and
transmitted in batches or during an optimal communication
window [30]. Moreover, it provides flexibility in data handling:
while some processing can be done on-board for immediate
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applications, data needs to be stored for more detailed post-
processing on the ground station. By efficiently storing data
on-board, resource allocations can be optimized and managed,
thereby enhancing operational efficiency. Adaptive sampling in
on-board SAR processing tailors data collection and retention
based on the characteristics of the area being imaged. The
concept leverages the ability of SAR systems to dynamically
adjust their data acquisition strategies in response to the
observed environment, based on the following principles:

1) Selective data retention: efficient algorithms like Block
Adaptive Quantization (BAQ), which adjust the quan-
tization levels based on the information content of
different areas, are used. The goal is to ensure that
critical data is retained with higher fidelity, while less
important data is compressed more aggressively. For
instance, open ocean and big cities have different needs
for compression, with big cities needing the retention of
more details than the sea [31].

2) Area of interest identification: adaptive compression in
SAR systems can be based on real-time identification
of important areas, through mission-specific criteria or
instant data analysis. A SAR system may focus on
collecting detailed data over busy maritime areas and
employ simpler methods for less active open ocean
regions [32].

3) Algorithmic implementation:adaptive sampling imple-
mentation in SAR processing often involves algorithms
capable of real-time decision-making. These assess the
current data, compare it against the mission criteria, and
adjust the sampling strategy as needed. ML techniques,
particularly those capable of on-the-fly learning and
adaptation, are increasingly being used for this purpose
[32].

While adaptive sampling presents significant advantages in
data management and resource optimization, it also introduces
challenges. These include the need for robust algorithms
capable of operating in diverse and changing environments,
the risk of overlooking important data due to pre-set criteria,
and the computational demands of real-time data processing.

B. Transmission efficiency

Compressed data requires less bandwidth, ensuring quicker
data downlink and reduced transmission costs. For applications
such as disaster response, real-time or near-real-time access
to SAR data is crucial. Efficient transmission allows for
quicker access to the data on the ground [33]. In 1999, ESA
and France’s CNES space agency started a service called
International Charter Space and Mayor Disasters, joined by
the CSA in 2000. When a catastrophe happens, a petition
can be submitted by pre-defined disaster risk management
authorities from all over the world to redirect a satellite to map
the area where the disaster has happened. Once activated, the
charter members coordinate their efforts to task their satellites
to acquire relevant data over the affected area [34]. While the
charter ensures that satellite assets are mobilized in the wake
of disasters, the efficiency of SAR data transmission ensures
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Fig. 2: Comparative analysis of downlink rates, storage capacities, and daily data volumes across SAR satellite missions.

that the data captured is swiftly and reliably delivered where
it is needed.

The SAOCOM mission, a major initiative by the Argentine
National Commission for Space Activities (CONAE), involves
deploying two satellite constellations, SAOCOM 1 and 2, with
each comprising two satellites (A and B). These constellations,
along with the Italian COSMO-SkyMed satellites, form the
Italian-Argentine Satellite System for Emergency Management
(SIASGE). The system represents a significant advancement
in managing environmental emergencies and providing crucial
satellite information beneficial for various applications, includ-
ing disaster response [35]. Developed within the framework of
Argentina’s National Space Plan, SAOCOM 1A exemplifies a
significant technological achievement, representing collective
efforts involving more than 100 technology-based compa-
nies and numerous institutions. The satellite carries a high-
performance L-band SAR, making it one of the most advanced
SAR satellites at the time of its launch. The revisiting period is
16 days for one satellite and 8 days for the entire constellation.
Its capabilities are particularly noteworthy in the context of
vegetation index and pest control in agriculture, hydrological
and oceanic studies, and monitoring snow, ice, and glaciers.
It also has significant applications in urban planning, security,
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defense, and other productive industries such as mining and
energy [14].

As on-board data processing evolves, the volume of data that
needs to be transmitted is reduced and techniques like filtering,
feature extraction, and preliminary analysis play a key role in
transmission efficiency. Feature extraction involves identifying
and isolating significant features within the SAR data, such as
edges, textures, or specific patterns. This process is crucial
for target recognition, land cover classification, and change
detection. Preliminary analysis refer to the initial interpretation
and processing of SAR data on-board the satellite. This step
can include basic image formation [36], geolocation tagging,
and the identification of areas of interest.

C. Processing techniques

Modern SAR systems face challenges regarding the limi-
tations in size, weight, power, and cost (SWaP-C). As they
become more complex and produce larger volumes of data,
the need to transfer the data to the ground stations for pro-
cessing requires effective compression algorithms. However,
these algorithms can cause degradation and losses, potentially
reducing the effectiveness of the missions [37]. To evaluate
the performance and trade-offs of different compression tech-
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niques, two key domains can be analyzed: the data domain
and the image domain. In the data domain, the metrics used
for the analysis are compression ratio, dynamic range, signal-
to-quantization-noise ratio, and statistical parameters. Through
these metrics, the compression algorithm’s impact on the raw
data quality and fidelity can be studied. In the image domain,
the focus shifts to evaluating the quality of SAR outputs
post-processing. Higher-order statistical parameters and image
quality measures need to be These parameters are listed in
Table 1.

Suitable compression algorithms must be selected during
the design phase of SAR systems based on the specific SAR
technology and applications, and the inherent characteristics
of SAR data, especially in light of SWaP-C limitations.
Furthermore, the computational complexity of compression
algorithms is a vital consideration for practical implementation
in constrained SAR system environments [37].

Regarding the information loss caused by processing steps
such as compression, Shannon’s theory, particularly his con-
cept of entropy in information theory, is highly relevant.
Shannon’s entropy H is a fundamental measure in information
theory that quantifies the expected value of the information
contained in a message, in units such as bits. It is given by
the formula:

H(X) = —ZP(xi)long(m (1)

where X is a discrete random variable with possible outcomes
X1,%9, ..y Ty, P(x;) is the probability of outcome x;, and
b is the base of the logarithm used. Commonly, the base 2
logarithm is used, which results in an entropy value measured
in bits.

In SAR data processing, each pixel’s value can be consid-
ered a message, and the set of possible pixel values across an
image—or a set of images—forms the probability distribution
needed to calculate entropy. Higher entropy in a SAR image
means more randomness and less predictability in pixel values,
reflecting more complex surface features or textures. Low-
entropy images may contain a lot of redundant information or
fewer features, which makes them more compressible without
significant loss of information. However, the entropy of a
SAR image is not just a measure of randomness; it is also
a measure of information content. High-entropy images are
information-rich, full of details significant for interpretation
and analysis. When compressing such data, especially with
lossy compression techniques, it needs to be done with care
to preserve the significant features.

The relationship between entropy and compression is also
governed by the source coding theorem, part of Shannon’s
information theory. It states that, for a given source (in this
case, a SAR image), there exists an encoding scheme that
can compress the data to H(X) bits per symbol on average,
where H(X) is the entropy of the source. Therefore, an opti-
mal compression algorithm would achieve compression rates
approaching the image’s entropy without losing significant
information [38]. This is where the challenge lies in SAR data
processing, designing compression algorithms that are as close
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to this theoretical limit as possible, without compromising the
integrity of the data.

Algorithmic information theory (AIT) or Kolmogorov com-
plexity gives a quantitative, non-probabilistic approach to the
definition of information and can be applied to the SAR
domain. AIT derives its name from the concept of information,
as first introduced by Shannon’s information theory, and the
use of algorithms or programs to measure the content of
information [39]. When dealing with the diverse and complex
SAR data, AIT can enhance the analysis and understanding
of EO images, addressing the challenges posed by traditional
image analysis methods that rely on predefined data models,
parameters, and probability density functions. AIT offers a
parameter-free, data-driven approach that leverages the com-
putational complexity of image data for analysis. By approx-
imating Kolmogorov complexity through data compression
algorithms, AIT-based methods can effectively reduce the size
of SAR datasets while preserving the informational content.
This facilitates more efficient storage and transmission of SAR
data [40].

SAR systems capture raw 1Q data that contains information

about the reflected radar signals from the Earth’s surface. To
get the final product, the data undergoes a series of processing
steps. In the case that the final product requires the formation
of a full image, among these processing steps, range and
azimuth compression, range-Doppler terrain correction, and
speckle reduction can be highlighted. While range and
azimuth compression retain the essential information, the
geometry terrain correction alters some information about the
original geometry, which affects the entropy in the data, as it
changes the degree of uncertainty within it. Moreover, speckle
reduction, although it improves image clarity, can potentially
remove some fine details, leading to loss of information [41].
In some scenarios, particularly in interferometric applications,
where maintaining the accuracy of phase information in
complex image data is crucial, it is necessary to minimize
data compression, which needs to be lossless or near-lossless.
This approach ensures that the integrity of the phase details
is preserved. Shannon’s theory highlights the importance of
retaining high entropy in the data to maintain all the original
information in these scenarios.
Conversely, for tasks like global monitoring or identifying
human-made structures, it can be feasible to employ more
aggressive data compression techniques. These applications
can tolerate a significant reduction in data entropy [42].
There needs to be a balance between the level of entropy
reduction and the application’s tolerance for information loss.
Depending on the domain that the compression is performed
in, algorithms for SAR raw data compression can be divided
into two categories: spatial domain compression techniques,
like BAQ [31] or variations like the Flexible Dynamic
BAQ (FDBAQ) [43] and transform domain, which include
transforming the data before applying BAQ compression,
like the Fast Fourier Transform BAQ (FFT-BAQ) [44] or the
discrete cosine transform BAQ (DCT-BAQ) [45].

Balancing data integrity and data volume reduction is a
critical aspect of SAR data processing. It’s uncommon for
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end-users to have significant input into mission design, which
often hinders accurately defining the acceptable level of infor-
mation loss based on their specific application requirements.
Ultimately, the data undergoes varying processing and com-
pression steps depending on its intended use. For scenarios
where actionable data, such as event location coordinates or
displacement-triggered change flags, requires near-real-time
downlinking to end-users, compression may not be necessary.
Since the data size is often quite small, compression would
risk information loss. Additionally, bypassing compression
expedites data processing, enabling faster delivery.

TABLE I: Evaluation metrics of the quality of SAR data
compression in the image and the data domains.

Visual Fidelity o Subjective Evaluation: Involves human ob-

servers rating the image quality based on clarity,

sharpness, and presence of artifacts. Subjective

and varies between observers.

o Reference-Based Metrics: Comparison be-
tween the compressed the compressed and the

original images.

Quantitative .
Metrics in
Image Domain

Impulse Response Function (IRF): The less
distortion in the IRF, the better fidelity in the
SAR image [37].

o Peak Signal-to-Noise Ratio (PSNR): Measures
the peak error between the compressed and
original images [46].

o Structural Similarity Index Measure (SSIM):
Evaluates changes in structural information, lu-
minance, and contrast. It can be combined with
texture information (TSSIM) [47].

o Contrast metrics: Image Contrast (IC), and
Global Contrast Factor (GCF) [37].

« Statistical parameters: Entropy, mean, standard
deviation, skewness, and kurtosis [37].

o Compression Ratio vs. Quality Loss: Analyzes

the trade-off between compression degree and

image quality loss [48].

Quantitative .
Metrics in
Data Domain

Statistical parameters: Entropy, dynamic
range, mean, standard deviation, skewness, and
kurtosis [37].

o Compression Ratio.

o Data histograms: Comparison of the distribu-
tions of the phase, quadrature, magnitude, and
phase components before and after compression
[37].

o Error measures: Mean Square Error (MSE),

Mean Phase Error (MPE), and Signal-to-

Quantisation-Noise Ration (SQNR) [37].

Impact on .
Analysis Tasks

Target Detection Performance: Assesses how
compression affects the ability to detect and
classify objects.

o Classification Accuracy: Evaluates the impact

of compression on classification accuracy.

o Feature Extraction: Investigates the effects of
compression on the extraction of features critical
for analysis.

D. Compression and pattern recognition

Pattern recognition based on data compression explores how
patterns within data can be identified and understood through
compression. This approach advantages the principle that data
exhibiting regular patterns can be compressed more efficiently,
suggesting that highly compressible data indicates a greater
degree of pattern or regularity.
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1) Pattern representation: In [49], Normalized Compres-
sion Distance (NCD) is introduced to clarify the application
of compression-based algorithms for remote sensing. The
NCD algorithm helps identify similarities between objects by
evaluating how well they compress together, indicating shared
information. This principle can be applied across various data
types, including spectral signatures from hyperspectral sensors
and SAR images. The Pattern Recognition based on Data
Compression (PRDC) methodology is also introduced, high-
lighting its relevance to EO data analysis while distinguishing
it from the NCD. PRDC focuses on dictionary extraction
and the use of these dictionaries for compressing other data,
facilitating the identification of similarities. PRDC has been
employed to automatically cluster airborne images and seg-
mentation of satellite images. Despite their differences, both
PRDC and NCD are instrumental in remote sensing, with the
choice between them depending on the specific application’s
demands for speed and accuracy [50].

2) Conditional compression: The concept of conditional
compression, C(z|y), is crucial for understanding how to effi-
ciently process and store large volumes of EO data, especially
given the rapid increase in data acquisition in recent years.
This compression metric represents the size of the compressed
version of a dataset x when another dataset y is available
as an auxiliary input, effectively measuring how to encode x
with knowledge of y. Delta encoding is particularly relevant
for handling satellite or aerial imagery data. This method
compresses data z by only storing the differences with dataset
y, taking advantage of the fact that subsequent acquisitions
often cover the same geographical areas. By finding common
strings or sequences between x and y, using techniques like
the Longest Common Subsequence (LCS) method or edit-
distance methods, delta encoding efficiently captures only the
changes or differences, allowing for the full recovery of x
with access to y. The application of delta encoding in the
context of EO data is significant due to the growing volume
of data and the frequency of repeated area coverage. By
storing only the compressed differences between two datasets
acquired at different times, delta encoding facilitates efficient
storage and direct comparison. This approach not only saves
storage space but also reduces computational overhead, since
the computation of C'(x|y) is implicit and readily available for
future analyses, enhancing the capability to monitor, analyze,
and interpret changes in the Earth’s surface over time [49].

3) Al-based processing: Recent advancements in Deep
Neural Networks (DNN) have opened new avenues for SAR
data compression. Using DNN-based methods and complex
patterns, correlations can be learned in the data, enabling
highly efficient compression schemes. Furthermore, the in-
corporation of side information, such as auxiliary data from
other sensors or previous SAR missions, can improve the
compression algorithm’s performance. Aiming to reduce the
data volume while maintaining the quality of the reconstructed
image, a novel compression scheme that pre-processed the
raw data before applying NN-based compression is proposed
in [51]. The approach is called Back Propagation Neural
Network (BPNN) and applies an adaptive learning rate to
minimize the MSE, showing promising results, with SNR
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improvements of various bits per sample rates, demonstrating
that BPNN can effectively compress SAR raw data beyond the
capabilities of conventional methods, like BAQ. The NN-based
compression algorithm outperforms traditional techniques and
offers a feasible solution for on-board SAR data compression,
potentially alleviating storage and transmission challenges for
future high-resolution SAR satellites.

In [52], the development and implementation of an Al-based

method for optimizing the quantization of SAR raw data in
next-generation systems is presented. The proposed method,
Performance-Optimization BAQ (PO-BAQ), extends the basic
concept of BAQ by incorporating an ML-based architecture
to dynamically generate bit rate maps for data compression,
depending on the performance requirements of the products.
A U-Net architecture is used for bit rate maps generation,
demonstrating feasibility with preliminary results, tested using
TanDEM-X bistatic land data.
In the field of maritime surveillance, the main limitations
are satellite-ground communication and the sheer quantity of
data. In [53], an on-board processing scheme is proposed
combining the traditional Constant False Alarm Rate (CFAR)
method with lightweight deep learning, specifically, the You
Only Look Once version 4 (YOLOvV4), to enable near real-
time on-board image processing and data transmission. This
approach applies CFAR for initial ship detection, followed
by YOLOv4 for refined results, achieving significant im-
provements in processing time and accuracy (85.9% precision
on experimental data) compared to traditional methods. The
scheme is validated through a ground verification system and
makes use of embedded GPUs for high efficiency. This method
represents a significant step forward in advanced computing
and Al techniques for on-board satellite image processing,
offering a faster and more accurate solution for maritime
surveillance applications.

The push for miniaturized and efficient computing plat-
forms, like the Myriad 2 vision processing unit (VPU) de-
veloped by Intel, offers a potent solution for real-time data
processing in EO missions. the reconfigurability of COTS
Al platforms and the development of compact deep learning
models offer a pathway to overcome the obstacles that on-
board Al-based processing faces, allowing for greater auton-
omy, enhancing their operational capabilities, and opening new
possibilities for space-based observations and data analysis
[54].

E. Space-ground edge computing

Edge computing is developed to enhance cloud comput-
ing, incorporating cloud features at the network edge. This
approach moves computing and storage closer to mobile
users, enabling more efficient processing of mobile tasks
with reduced transmission latency and easing the load on the
central network’s data transmission [55]. The integration of
satellite-based and ground-based edge processing, alongside
AI/ML capabilities, represents a significant advancement in
data management and analysis within Space-Air-Ground Inte-
grated Networks (SAGIN). This innovative approach uses on-
board processing units on satellites to perform immediate data
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Fig. 3: Overview of edge computing for EO [57].

filtering and compression, substantially reducing the volume
of data that needs to be transmitted back to Earth. Doing so
conserves valuable bandwidth for additional transmissions and
minimizes the costs associated with data downlink. In Fig. 3,
a simple representation of the process of edge computing in
EO is displayed, detailing the sequence from satellite tasking
through onboard data processing to the eventual transmission
of the requested data to the ground station.

On the ground, the deployment of edge servers near receiv-
ing stations enhances this process by further refining the data
before its transmission to the cloud. This strategic placement
markedly decreases latency, thereby facilitating quicker data
analysis and decision-making.

The incorporation of AI/ML algorithms into both space and
ground edge nodes transforms these systems into intelligent
platforms capable of conducting real-time analysis of SAR
data. This capability enables automated identification and
classification of targets, the detection of anomalies signaling
potential threats or events, and significantly faster response
times.

SAGIN’s architecture harmonizes satellite constellations,
aerial networks, and ground communication to enhance data
collection and processing across various domains. This co-
hesive framework bridges the gaps inherent to individual
layers and takes advantage of their unique strengths. Effective
communication within and between these layers, facilitated
by the integration of AI/ML, is crucial for ensuring seamless
integration and collaborative operation, underpinning the de-
velopment of a wide range of services and applications [56].

F. Challenges and limitations

With the increasing demand for real-time or near-real-time
data processing, on-board SAR data processing has emerged as
a vital research area. While promising, this approach is fraught
with challenges and limitations. SAR data processing, for



This article has been accepted for publication in IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing. This is the author's version which has not been fully ¢

content may change prior to final publication. Citation information: DOI 10.1109/JSTARS.2024.3406155

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, MARCH 2024 9

example in the case of high-resolution imaging, involves com-
putationally intense operations. When performed on-board,
there are constraints due to limited processing power, partic-
ularly when compared to ground-based infrastructures [58].
Two critical parameters that significantly influence on-board
processing are latency and revisit time.

The evolution of SAR satellite system architectures is
shifting from using single or pairs of satellites to deploying ex-
tensive constellations. This transition enhances the robustness,
reliability, and resilience of the systems, while also boosting
performance. Improvements include increased tasking capabil-
ities and a reduction in the data delivery time [32]. The shift in
SAR satellite system architectures towards large constellations
is closely linked to the rise of smallsats (small satellites).
These smaller, more cost-effective satellites are integral to
forming large constellations, offering numerous advantages:

o Latency in on-board processing: low latency is crucial
for timely data delivery, essential for applications like
disaster response, ocean surveillance, and agricultural
monitoring [59]. Smallsats often have limited process-
ing capabilities and downlink bandwidth. To manage
latency, advanced on-board processing algorithms are
implemented that balance the trade-off between data com-
pression (to reduce downlink volume) and data integrity.
Edge computing and Al-driven approaches are being
explored to enhance on-board processing efficiency. Low-
latency systems enable rapid decision-making and timely
interventions [60].

o Revisit Time: this is a vital parameter for smallsat con-
stellations, as it determines the temporal resolution of the
SAR system. Shorter revisit times allow for more frequent
monitoring, essential for dynamic EO tasks. Smallsat
constellations have revolutionized revisit capabilities [61].
Deploying a range of small satellites into various orbits,
as illustrated in Figure 4, enables revisit times of a few
hours or less. This marks a considerable enhancement
compared to the longer intervals typical of conventional,
SAR satellites [62]. Frequent revisit capabilities are cru-
cial in areas that need to be constantly monitored, for
example, areas suffering deforestation, ice movements,
landslides, or to monitor crop health.

The combination of low-latency data processing and frequent
revisits enables comprehensive, near-real-time analysis of large
geographical areas. This integration is key for predictive ana-
Iytics and long-term environmental monitoring [63]. Continued
advancements in SAR sensor technology, data compression
methods, and on-board computing power are essential to en-
hance the capabilities of SAR EO and smallsat SAR systems.
Developments in ML and AI will play a significant role in
automated data processing and anomaly detection [64].

Smallsat constellations offer numerous advantages, but they
also pose challenges in terms of orbital and data management
as well as signal interference. In Table II, a comparison
between smallsats and large flagship satellites is shown, high-
lighting the advantages, applications, and on-board processing
capabilities among other features. Addressing these challenges
requires coordinated efforts in space traffic management and

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

ground segment infrastructure [65]. Smallsat SAR constella-
tions open up new avenues for collaboration between govern-
ments, private entities, and research institutions, and present
commercial opportunities [66]. The use of advanced process-
ing techniques “on the edge” for EO has been in discussion
for quite a while (see [67] for the first in this field), and in
this domain, the EO-ALERT project aims to revolutionize EO
by shifting key data processing elements from ground to on-
board satellites. This architecture significantly reduces data
delivery latency, aiming for a latency of less than 1 minute
with a maximum below 5 minutes for SAR and optical image
products.

The innovation encompasses on-board reconfigurable data
handling, image processing using Al, and high-speed data
transmission, including separate channels for urgent alerts.
The project also explores ship detection and extreme weather
now casting scenarios, demonstrating the potential of this
architecture to deliver rapid civil alerts. The technological
advancements include high-speed avionics, Al-based data
compression, and advanced communication links, proving the
feasibility of the EO-ALERT concept for timely EO product
delivery [68].

In the context of high-speed communications advances, The
Space Data Highway was developed as a pioneering optical
communication system based on advanced laser technology as
a collaborative effort between ESA and Airbus. The system in-
corporates laser communication terminals developed by Tesat-
Spacecom and the DLR German Space Administration. It
enables high-speed data transfer, including images, voice, and
video, from LEO satellites and airborne platforms to ground
stations across Europe via geostationary satellites EDRS-
A and EDRS-C. Revolutionizing space communications, the
Space Data Highway can transfer data at speeds up to 1.8
Gbit/s in near-real time. It receives data from LEO EO
satellites traveling at 26,000 km/h at 700 km altitude and relays
it via its two geostationary satellites at 36,000 km to Earth.
The system can download 230GB of data in an average session
of 18 minutes and relay up to 40 terabytes daily [69].

G. Hardware improvements and accelerators for on-board
processing

The advancements in hardware for on-board processing in
SAR systems are crucial for enhancing the efficiency and
speed of data processing in space. However, the harsh environ-
ment of space, with its extremes of temperature, radiation, and
vibration, can put significant stress on electronic components,
increasing the risk of failure. As a result, space agencies and
satellite manufacturers are very cautious about adopting new
technologies that have not been thoroughly tested and proven
reliable. Some key developments in this field are:

o FPGAs: FPGAs have become a significant focus in on-
board satellite processing due to their flexibility and effi-
ciency, and the fact that new FPGAs integrate high speed
serial links and a good deal of embedded memory (like
Xilinx VERSAL ACAP) makes them an ideal solution
[72]. In [73], a novel methodology for integrating FPGA
accelerators into on-board SAR processing systems. The
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Fig. 4: SmallSat constellation representation.
Note: this image was created with the assistance of DALL-E
2, OpenAl

TABLE II: Comparison Between Large Satellites and
Smallsats for EO [70], [71]

Feature Large Satellites Smallsats
Mass Usually over 1,000 kg 500 kg to 1,000 kg
Design High, with more Simplified, focusing on
Complexity functionalities specific missions
Cost Very high, including Significantly lower,
development, launch, and enabling more frequent
operation updates and larger
constellations
Launch Limited, often requiring Higher, can piggyback on
Flexibility dedicated launches other launches
Development Long, often several years Shorter, benefiting from
Time COTS components
Orbit Predominantly Mainly LEO for reduced
Geostationary Earth Orbit latency and cost
(GEO) or High Earth
Orbit (HEO) for
comprehensive coverage
On-board Advanced, with higher Limited by size and power
Processing power and computing constraints, though
Capabilities resources to support advancing rapidly with

Constellation
Capability

Application
Scope

complex missions

Typically operates as
standalone or in small
constellations due to cost

Broad, covering a wide
range of EO applications

technology

Enables large
constellations for frequent
revisits and real-time
coverage

Focused, with specific
applications such as
biospheric monitoring,
disaster management, and
maritime tracking
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approach involves using High-Level Synthesis (HLS)
for creating Intellectual Property (IP) blocks and the
Reusable Integration Framework for FPGA Accelerators
(RIFFA) for developing a high-speed Peripheral Compo-
nent Interconnect Express (PCle) interface. HSL trans-
forms high-level programming languages into Hardware
Description Language (HDL), reducing development time
and allowing optimizations [74]. The proposed interface
allows transfer rates up to 15.7 GB/s between the Central
Processing Unit (CPU) and the FPGA. HLS and RIFFA
reduce development time significantly by using high-level
programming languages and providing optimizations, like
pipeline, cyclic partition, and unroll. This methodology
is flexible and scalable, enabling the exchange of IPs for
different processing routines and using up to five FPGAs
with multiple IPs in each. To highlight the complexity
of SAR image synthesis algorithms and the advantages
of FPGA technology for real-time applications in SAR
imaging, a real-time SAR image processor using FPGAs
is developed in [75]. The approach is based on leveraging
the improved speed and density of FPGA devices, using
Commercial Off-the-shelf (COTS) hardware for process-
ing the SAR signals. Tests demonstrate the processor’s
capability to generate SAR images in real-time with
satisfactory quality, despite the complexity of the task,
using a relatively low degree of FPGA logical resources
(about 30%), with higher usable block memory (RAMB)
[75].

Multi-Processor System-on-Chip (MPSoC) Technologies:
The integration of multi-core processing systems and pro-
grammable logic units in MPSoC devices is a significant
step forward. This integration allows for the effective
handling of SAR processing algorithms directly on the
satellite, making real-time data processing and rapid
generation of SAR imagery more feasible [76]. MPSoC
devices facilitate easy implementation and enable the exe-
cution of less urgent computations on a CPU. Meanwhile,
intensive signal processing tasks are efficiently handled
by designing them as pipelined streaming circuits within
FPGA hardware [77]. Such systems can handle various
data types from multiple sensors over a wide range of
dataset sizes, proving beneficial in scenarios like ship
detection and extreme weather monitoring [78].
Reconfigurable Accelerators: Reconfigurable accelerators
are designed to enhance the processing capabilities of
SAR systems, thereby enabling more complex and ef-
ficient data processing tasks. They are an innovative
approach that combines the flexibility and programma-
bility of hardware like FPGAs and MPSoC devices.
Their accelerators are designed to adapt to different
SAR processing needs while maintaining low latency
and efficient power consumption [78]. The concept of
reconfigurable accelerators is particularly advantageous
in SAR processing due to the varying nature of SAR data
and the need for rapid processing in different scenarios
[79]. They can be dynamically reconfigured to adapt to
different processing requirements, such as varying PRF,
pulse lengths, bandwidths, and elevation beams [80].
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e Use of COTS Components: The incorporation of COTS
components, in conjunction with space-qualified parts,
optimizes the balance between performance, cost, and
reliability. This allows for the utilization of state-of-the-
art technology and processing power while maintaining
the robustness required for space applications. This strat-
egy is crucial for keeping the weight, volume, and cost
of Payload Data Processing Units (PDPUs) low com-
pared to an all-space-grade design. A growing number
of initiatives and projects are promoting the extensive
adoption of COTS EEE components to fulfill demanding
requirements related to SWaP, always understanding the
risks and extensively testing these parts [81].
Historically, NASA has used specific classes of military
specification (MIL-SPEC) parts as “standard” for their
projects, typically employing these parts directly without
additional testing. In contrast, nonstandard parts, includ-
ing COTS components, underwent initial screening and
lot acceptance testing based on MIL-SPEC or similar
criteria. Over the years, top commercial part manufactur-
ers have made significant advancement in manufacturing
quality, statistical control, and technology. This evolution
has led to COTS parts sometimes being as reliable, or
even more so, than MIL-SPEC parts, especially when
used within their specified limits. This shift is driven
by the space science and exploration community’s need
for technological advancements not available with MIL-
SPEC parts [82].

These advancements are integral to overcome the challenges
associated with SAR on-board processing, such as handling the
high data rates and complex algorithms required for SAR data
processing. The developments in FPGA utilization, MPSoC
technologies, reconfigurable accelerators, and the strategic use
of COTS components, collectively contribute to the significant
improvement in SAR systems’ efficiency, speed, and overall
performance in space-based EO missions.

III. REAL-TIME CAPABILITIES

Despite its advantages, real-time processing of spaceborne
SAR data poses significant challenges. These include the han-
dling of large volumes of data, the computational complexity
of SAR processing algorithms, and the limitations in on-
board computing power and data transmission capabilities.
Overcoming these challenges often involves the integration of
advanced data compression techniques, efficient algorithms,
and high-performance computing resources.

A. Strategies for real-time SAR processing

Strategies for real-time SAR processing are crucial for effi-
cient and effective handling of the large volumes of data that
SAR systems generate. These strategies involve specialized
hardware and software approaches to meet the demand for
real-time processing. Designing a specific heterogenous array
processor is an effective approach for real-time SAR imag-
ing, particularly when dealing with large input images. This
method helps in meeting the power consumption constraints
and real-time processing requirements of SAR systems [83].
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In the context of SAR image formation, a novel approach in
real-time SAR processing involves the adoption of a time-
domain subaperture method. This technique is uniquely suited
for real-time processing and capable of generating high-
quality, full-resolution images, which is especially beneficial
in scenarios where the immediate production of images is of
great importance [84]. Fast processing enables timely decision-
making based on the most current information available.

Exploiting the computing resources of CPUs and GPUs
in a parallel strategy to realize real-time algorithms, can
significantly enhance the speed and efficiency of SAR data
processing [85].

B. Parallel processing and efficiency enhancement

With the use of FPGAs, the algorithms are more easily
parallelizable and they are significantly more powerful than
GPUs and Cell processors, very important in airborne appli-
cations and real-time data processing. Recent advancements in
hardware and software have significantly impacted real-time
signal processing, particularly with the introduction of special-
ized processing architectures and devices. FPGAs stand out
due to their programmability, parallel processing capabilities,
and energy efficiency. Enhancements in high-level language
synthesis for FPGAs have further streamlined programming
algorithms. For SAR imaging, the Back-Propagation (BP) al-
gorithm, known for its intensive computational demands, bene-
fits from the FPGA’s programmable, parallel multi-pipeline ar-
chitecture, allowing for more efficient implementation. Recent
research has focused on optimizing the BP algorithm using
FPGAs, including methods to simplify interpolation and inte-
grate fixed-point data processing via the OpenCL framework
for improved performance. However, these developments still
face challenges in enhancing processing time efficiency [86].

C. Calibration

Calibration of on-board SAR systems and the detection
of malfunctions before data downlink are critical aspects
of ensuring data quality and operational reliability. The in-
tegration of Al techniques can significantly enhance these
capabilities. Calibration involves adjusting system parameters
to compensate for hardware imperfections and environmen-
tal factors. On-board calibration methods include the use
of internal calibration devices within the radar system to
track performance changes over time, compared to pre-launch
calibrations. Externally, monitoring ground targets with known
characteristics offers a comprehensive system check [20].
Al can enhance calibration by continuously analyzing data
quality and system performance, and automatically adjusting
calibration parameters in real-time. Detecting malfunctions in
SAR systems before data transmission is crucial to prevent the
loss of valuable data and time. ML algorithms can be used to
monitor system health, identify anomalies, and predict poten-
tial failures. This predictive maintenance ensures that issues
are addressed proactively, reducing downtime and improv-
ing system reliability. Al can implement adaptive algorithms
that dynamically adjust their complexity based on available
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computational resources and data characteristics, optimizing
processing efficiency.

A summary of SAR missions, data handling, and advance-
ments is presented in Table III, in the Appendix, to encapsulate
the concepts and the key information discussed throughout the
section.

IV. ARTIFICIAL INTELLIGENCE AND SAR DATA

The use of Al is becoming increasingly crucial in managing
the vast volumes of data generated by SAR systems, especially
with the advent of low-cost micro-satellites that are enhancing
EO capabilities. Companies like ICEYE are at the forefront
of building these micro-satellites equipped with SAR and
focusing on the application of Al techniques to enhance data
quality, collaboration, and various applications in line with
ESA guidelines [87].

One of the primary benefits of incorporating Al in SAR
technology is its potential in on-board processing. Al can
significantly reduce the volume of data that needs to be
downlinked by processing it on-board. This enables the im-
plementation of dedicated detection algorithms directly on the
satellite, leading to more efficient data handling and reduced
processing time. Such advancements are crucial for handling
the large amounts of data generated by the ICEYE X-band
EO data and other similar technologies [88]. The calibration
and validation processes, which are essential for ensuring the
quality and accuracy of SAR data, are also being enhanced
through Al integration.

Moreover, the implementation of Al-driven processing tech-
niques on-board SAR-equipped satellites helps in the rapid
processing of large data volumes. This not only reduces the
unnecessary transmission of data to ground stations but also
ensures that the quality of the data is maintained. After the
calibration and validation phases, EO data providers need to
characterize the quality of the data provided. Companies like
ICEYE are conducting quality assessments on X-band SAR
data and developing both on-board and on-ground processing
techniques based on Al, thereby setting a new standard in SAR
data processing and analysis [88].

A. Data availability and accessibility

The global SAR market has grown substantially, reaching
a size of US$ 3.8 Billion in 2022, and is expected to reach
US$ 7.0 Billion by 2028. This growth is driven by escalating
demand for EO and remote sensing capabilities, widespread
adoption of SAR systems in commercial sectors like agri-
culture and mining, and rising geopolitical concerns [89]. In
recent years, the availability and accessibility of SAR data
to the public, including companies and individual users, have
improved significantly due to various initiatives and platforms
that facilitate easier access to the data.

NASA has been actively working to make SAR data more
accessible and user-friendly. The Jet Propulsion Laboratory
(JPL) and the Alaska Satellite Facility (ASF) have collaborated
on projects like the Advanced Rapid Imaging and Analysis
(ARIA) Project and the NASA-funded Enabling Cloud-Based
InSAR Science project. These initiatives aim to simplify the
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use of SAR data, make it readily available, and prepare for the
expected increase in SAR data volumes [90]. Upcoming mis-
sions like the NASA/Indian Space Research Organisation SAR
mission (NISAR) are expected to generate vast amounts of
data, necessitating innovations in data hosting and processing.
These projects are focused on cloud-based processing and data
sharing, which will allow global teams to collaborate more
effectively using the internet, improving the accessibility of
this data around the world [91].

As part of these initiatives, improved utilities for data
discovery, access, and processing are being developed. This
includes the creation of products like the ARIA Sentinel-
1 Geocoded Unwrapped Interferogram (ARIA-S1-GUNW),
which is now one of the largest publicly available InSAR
archives [92]. Furthermore, the EO-ALERT initiative is aimed
at developing a cutting-edge data processing system. This
involves shifting crucial EO data processing components from
ground-based systems to the satellite itself, ensuring rapid de-
livery of data products directly to users. The goal is to achieve
significantly faster data transfer and processing, essentially
providing near-instantaneous access to EO data. Within the
scope of EO-ALERT, the Inter-satellite Data Relay System
(IDRS) service emerges as a highly effective solution for
globally distributing products processed on-board, achieving
this in a matter of seconds [93]. One of the case studies pro-
posed for this mission is the Extreme Weather Scenario. De-
signed to forecast convective storms rapidly through on-board
analysis of EO satellite imagery, using ML techniques. This
methodology has shown promising results in both feasibility
and practical application for short-term storm prediction. The
system, which involves the identification, tracking, and feature
extraction of potential storm cells, followed by ML-based
classification, has demonstrated effective outcomes. These are
evident in both qualitative assessments (comparison with the
RDT-CW product [94]) and quantitative evaluations (verifi-
cation scores) [93]. The EO-ALERT project’s effectiveness in
on-board data processing and communication for a second use
case, specifically ship detection, has been confirmed through
analogous tests. Anticipated advancements in the system’s
ability to accurately identify targets are expected with the
refinement of its models. Additionally, given the growing
availability of appropriate on-board processing technology,
the exploration and potential integration of DL algorithms
are underway, which will lead to further enhancements in
performance.

Currently, efforts are also being directed toward incorporating
the detection of Overshooting Tops using data from SEVIRI’s
High-Resolution Visible (HRV) channel [93].

Capella Space launched an Open Data Program making data
available for research and development in areas like computer
vision and ML, marking a significant step in making SAR
data widely accessible. The program aims to provide ultra-
high resolution, low-latency SAR data directly to researchers,
nonprofits, developers, and disaster response organizations, in
an attempt to democratize access to high-resolution SAR data
[95]. Accessing SAR data through Capella’s Open Data Pro-
gram is straightforward. Users can access the data collection
through the Capella Console, which allows for the analysis
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of high-resolution SAR data and its integration into various
applications [96].

From November of 2023, Umbra offers its SAR data through
the platform “SkyFi’s” (a renowned geospatial hub) marking
a significant step in making SAR data more accessible by
integrating Umbra’s open data and archives into the SkyFi
platform. Users can access now over 10,000 high-resolution
SAR images from Umbra’s archive, along with daily updates
that include over 200 new collections each week. The platform
provides global coverage with time-series SAR data from over
20 locations at no cost. This strategic partnership aims to
democratize access to SAR data, catering to a broad audience
ranging from experts to beginners. It enables comprehensive
Earth monitoring capabilities across various domains such
as environmental conservation, urban development, and in-
frastructure management. The integration enriches SkyFi’s
offerings, combining the ability to task Umbra’s constellation
with direct access to a rich repository of open and archived
SAR data, all within a single, user-friendly platform [97].

B. Algorithms adaptability

SAR systems operate in dynamic environments where con-
ditions such as weather and target variability can significantly
change. To address this, adaptable algorithms can be em-
ployed, capable of adjusting their complexity and parameters
in real-time, optimizing resource usage, and maintaining per-
formance under varying conditions. Moreover, SAR systems,
known for generating large data volumes, benefit from adapt-
able compression (such as BAQ [32]) and feature extraction
algorithms that help reduce data volume [98], thereby facili-
tating efficient data transmission to ground stations. Advanced
SAR systems also require a degree of autonomy to enable
real-time decisions regarding data processing, mode switching,
and resource allocation. Integrating ML algorithms further en-
hances system adaptability, allowing it to learn from new data
and adapt to different environments, an essential capability for
autonomous operation in changing and challenging conditions.
Hence the need for adaptive algorithms that take into account
the variability of SAR data and the variability of uses and
scenarios for it.

Unibap, a Sweden-based computer system technology de-
veloper [99], aligns well with these needs through its innova-
tive SpaceCloud system. SpaceCloud is a payload computing
hardware system complemented by a software framework
that enables on-orbit cloud edge computing, as well as data
processing, storage, and analytics. This technology is de-
signed to support advanced automation systems in space and
intelligent vision solutions on Earth, showcasing Unibap’s
commitment to enhancing automation and Al capabilities
in various industries [100]. Unibap’s SpaceCloud aims to
revolutionize the space industry by accelerating the adoption
of on-board data processing capabilities, making them more
accessible globally. This is particularly significant for satellite
development teams, offering them enhanced flexibility and
adaptability in satellite operations [101]. Unibap’s agreement
with ESA to demonstrate SpaceCloud in orbit is a pivotal
step in this direction. The system investigates software-defined
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satellite concepts, allowing for operational modifications in
orbiting systems to achieve new objectives.

A landmark achievement for Unibap was the successful recon-
figuration of a sensor on an operational satellite in December
2021. This involved redesigning a solution in just three weeks,
retraining the satellite’s neural network with new inputs from
the ground, altering operating algorithms, and acquiring and
downlinking new data. This mission showcased the potential
for more versatile satellites using current hardware and sub-
system setups [101].

The Frontier Development Lab (FDL) program, working in
partnership with ESA, has made notable advancements in the
domain of Cognitive Cloud Computing in Space (3CS). These
advancements were demonstrated in experiments on a D-Orbit
InOrbit NOW (ION) satellite carrier mission. The FDL’s ML
payload showcased its ability to reduce downlink latency,
adapt to various optical instruments, and receive updates
directly in space. This enabled quick information extraction
and delivery to end users. Furthermore, FDL developed an
ML payload for hosting third-party applications, launched on
a D-Orbit mission in January 2023 [102].

ESA’s significant focus on 3CS includes funding 12 projects
related to this concept and co-funding activities like the Al-
express (AIX) [103] being developed by Planetek [104], D-
Orbit [105], and AIKO [106]. The FDL’s NIO (Networked
Intelligence in Orbit) experiments, supported by ESA ¢-lab,
centered around the WorldFloods ML payload. This payload,
developed in 2019 and published in Nature, was launched on
the D-Orbit ION Wild Ride mission and operates on D-Orbit’s
Nebula cloud environment alongside Unibap’s SpaceCloud
computer. The WorldFloods payload [107] demonstrated its
ability to process pre-loaded Sentinel-2 flood images, con-
verting pixel data to bounded polygons of flood areas, re-
sulting in a 10,000-fold reduction in data packet size. This
processed data was rapidly downlinked and found to perform
comparably with conventionally produced flood maps. The
payload was also successfully adapted to images from the
onboard RGB D-Sense camera and generated accurate vector
maps of waterbodies, land, and clouds within 36 seconds.
Additionally, FDL achieved the deployment of an updated ML
payload in orbit, demonstrating the feasibility of uploading
new model parameters to onboard processors, crucial for
future 3CS infrastructure. These experiments highlight the
potential of 3CS, suggesting how spacecraft with in-orbit cloud
infrastructure can revolutionize disaster response, emissions
management, weather forecasting, and space situational aware-
ness. A subsequent ESA-funded mission, Dashing Through the
Stars, includes a miniaturized hyperspectral camera by VTT,
allowing third parties to run DL models for onboard process-
ing, opening new avenues for software-defined missions in EO
[102].

By adapting to new mission criteria and responding to
changing environmental conditions, SpaceCloud exemplifies
the kind of adaptable technology crucial for SAR systems,
enhancing their functionality and application in space explo-
ration and EO [108].
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Fig. 5: Space Cloud Computing provides a scalable and
elastic platform for running applications in space. This can
help to reduce costs and complexity and enable new and
innovative applications such as in-orbit servicing, IoT, and
5G [114].

V. IMAGE-DRIVEN VS INFORMATION-DRIVEN APPROACH

As the demand for SAR data grows, there is a need to evolve
the way it is processed and provided to end-users, especially
companies. The traditional approach to SAR focuses primarily
on capturing and processing raw radar data to create detailed
images of the Earth’s surface. This process typically involves
capturing raw data, compressing it, and then transmitting it
to a ground station where further processing and analysis
occur. However, the integration of cognitive cloud computing
in space enhances this traditional approach by adding advanced
on-board processing capabilities that enable the extraction of
specific information directly from the SAR data while still in
orbit. The diagram in Fig. 6 illustrates the shift in paradigm
from traditional SAR systems to the advanced approach that
combines the traditional technique with cognitive SAR (C-
SAR) [109], [110]. Traditional SAR provides a detailed image
of an area, requiring analysts to manually identify and extract
features of specific targets while incorporating the C-SAR
segment enabling the rapid delivery of detailed information
about specific target features, such as location coordinates
or displacement, thereby simplifying the analysis process.
Moreover, this approach significantly reduces the volume of
data that needs to be downlinked to just a few kilobytes. This
smaller data size is more manageable and can be transmitted
more efficiently, allowing the information to potentially reach
the end user almost instantaneously.

On-board SAR processing technologies like adaptive beam
steering [111], spotlight mode operation [112], and automated
data product generation [113], greatly enhance the satellite’s
capability to acquire and process vital information without
reliance on ground-based tasking or manual scheduling. These
advancements contribute to more responsive and efficient SAR
missions, particularly valuable in situations requiring rapid
data analysis and dissemination, hence data can be delivered
to end-users more efficiently.

In the context of SAR on-board processing, the terminologies
‘image-driven’ and ‘information-driven’ denote two distinct
methodologies employed in the processing of SAR data,
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predominantly for the generation of SAR imagery or derivative
products. Each methodology presents its unique benefits and
complexities. A detailed examination of these two methodolo-
gies is provided below:

1) Image-Driven approach: In this approach, the entire raw

SAR data (or a significant portion of it) is processed on-
board to form a SAR image. After obtaining the image,
further analysis, such as feature extraction or change
detection, can be performed on the image itself. Through
this approach, complete images are produced, provid-
ing a broad context for analysis, typically resulting in
higher spatial resolution images. However, this requires
significant on-board computational resources to handle
the SAR image formation process, and the transmission
of the complete image to the ground can be bandwidth-
intensive.
Algorithms like Range-Doppler Algorithm (RDA),
Chirp Scaling Algorithm (CSA), and Omega-K Algo-
rithm (wKA) are commonly used. These algorithms are
computationally expensive due to the need for complex
mathematical operations such as Fast Fourier Transforms
(FFTs), convolution, and interpolation [41]. The RDA
involves operations in both range and Doppler domains,
requiring multiple FFTs and data matrix manipulations
[115]. The CSA, however, is used for focusing SAR
data in the spectral domain and can be computationally
intensive due to its scaling operations and additional
FFTs for chirp compression, although it was created
to avoid the interpolation in the range cell migration
correction step in RDA [41]. The Omega-K Algorithm
is also resource-intensive, particularly for wide-swath
SAR imaging, due to its need for 2D interpolation
and complex spectral domain processing [116]. These
algorithms contribute to the high computational load
during the SAR image formation process, demanding ro-
bust on-board processing capabilities. Additionally, the
processing time and resources required increase with the
desired resolution and size of the SAR image, making
this approach challenging for real-time applications and
satellites with limited processing capabilities.

2) Information-Driven approach: Current SAR missions are
dependent on a limited number of specialized ground
stations that receive large volumes of SAR data, typ-
ically ranging from 20 to 40 GB per transmission.
Often, the final useful information extracted from this
data, like ship coordinates or wind vector fields, is
only a few kilobytes in size. The delay in processing
this information can be significantly reduced by shifting
SAR data processing to the spacecraft itself, followed
by the immediate transmission of the processed data
through low bandwidth communication channels [78].
Moreover, an additional advantage of processing SAR
data on-board is the capability for the spacecraft to
autonomously make decisions, such as adjusting instru-
ments based on the latest information derived from the
processed SAR images. Instead of forming a full-fidelity
image, the raw SAR data is directly processed on-board
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Fig. 6: Traditional SAR approach complemented by cognitive SAR with an example of three independent applications

running in parallel. This type of architecture is applicable also to institutional missions like Copernicus.

to extract specific information or features of interest.
This is especially useful for tasks such as ship detection,
moving target indication, or anomaly detection. In this
case, only the extracted information, such as the location
of detected objects or wind vector fields would be sent
to the ground, reducing the data downlinked to a few
kilobytes [78]. The information-driven approach results
in efficient use of the bandwidth, due to only the final
products being transmitted to the ground station, making
the system computationally more efficient, as only a
subset of the data is required to produce the desired
information product.

In institutional EO missions, the focus is to create a
comprehensive reference database, which then is made
available to the general public. In contrast, established
space industry stakeholders prioritize the final product
and may or may not adopt the entire LO-L1-L2 frame-
work based on its suitability and cost-effectiveness for
their specific needs.

By shifting away from viewing SAR data primarily
as a tool for EO, we open the door to an array of
potential applications. Rather than focusing on refining
data for a visual representation, crucial information can
be directly extracted from the raw data. This information
can range from geographical information to dynamic
changes occurring on the Earth’s surface. For example,
SAR data can detect minute alterations, such as a change
in a power line’s position or condition. Such real-time
information is invaluable for end users; in the power line
example, an immediate alert can prompt maintenance
teams to inspect and rectify potential issues, ensuring
an uninterrupted power supply and preventing larger
infrastructural damages. Moreover, direct extraction of
insight from data reduces the data volume. Instead
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of downlinking gigabytes of raw data, only a few
essential bytes, encapsulating crucial information, are
transmitted to the ground station or even directly to
the end users. This allows for real-time, “satellite over-
the-head” instantaneous applications. Innovative busi-
ness models such as Constellation-as-a-Service, Satellite
as a service (SaaS) and Insight as a service (IaaS)
are gaining traction in the commercial EO market,
replacing conventional product-centric business models.
Definitions often exhibit overlaps, but in broad terms,
Constellation-as-a-Service refers to a platform where the
constellation is provided as a service of data gathering.
Servitized constellations may therefore be shared across
multiple customers. Such a model often requires tight
cooperation from the initial design stages between the
customer and the service provider [117]. A compelling
example of this model is provided by Satellogic, which
offers a Constellation-as-a-Service to a diverse set of
customers. Enabling on-demand satellite tasking over
specific areas of interest, Satellogic reduces operational
and technological for customers and enables access
to the company’s ground station network [118]. SaaS
refers to the delivery of satellite data and services over
the internet, similar to how cloud computing providers
deliver software and infrastructure. Satellite operations
and data collection are outsourced to a third-party ser-
vice provider, which allows clients to access satellite
capabilities without the need to own or operate their
satellite systems, making satellite data more accessible
and affordable. The satellite may also serve as a platform
to run software applications provided by customers. The
Key characteristics of SaaS that apply to SAR EO are:

¢ On-demand access: Users can access satellite data
and services without having to own or operate
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satellites.

o Pay-as-you-go: Users only pay for the data and
services they use, which can significantly reduce
costs and force satellite operators to have multiple
applications on the same mission.

« Scalability: Users should be able to easily scale their
data requirements up or down as needed.

Examples of current SaaS providers can be seen in
Planet Labs [119] or DigitalGlobe, acquired by Maxar
Technologies [120], which sell satellite imagery and an-
alytics for a variety of industries, including agriculture,
forestry, and environmental monitoring. Furthermore,
there is a broader trend of governments contracting com-
mercial providers for EO capabilities, bypassing the cost
and time associated with developing indigenous satel-
lite systems. Different countries, including Japan, are
showing interest in purchasing SAR data from Capella
Space [121]. Indonesia, for example, has contracted
Thales Alenia Space and BlackSky for a dedicated
EO constellation combining radar and optical sensors
[122]. In addition to providing data services, Capella is
actively exploring opportunities to provide smallsats for
the United Kingdom and the United Arab Emirates (and
eventually other countries as well). Both countries aim
to acquire satellites that can be independently operated
and seamlessly integrated into their respective national
space frameworks [121].

IaaS elevates the concept further by not just supplying
data, but also offering valuable, actionable insights ob-
tained from that data. This service involves the provision
of cloud-based applications and platforms dedicated to
processing, analyzing, and extracting meaningful infor-
mation from satellite data. This allows users to focus
on extracting value from their data without having to
invest in specialized software or infrastructure. The
key characteristic of IaaS, which can be seen as a
higher value evolution of SaaS, is the focus on data
processing and analytics on-demand: users can utilize
IaaS platforms to process, analyze, and visualize satellite
data, focusing on “actionable data products” only. IaaS
providers offer tools for applying machine learning
and artificial intelligence techniques to satellite data,
enabling advanced analysis and predictive modeling via
customizable dashboards and applications. Users can
create bespoke dashboards and applications to visualize
and share insights from their satellite data.

Examples of IaaS providers are very much linked to
cloud providers:

o Google Earth Engine provides a cloud-based plat-
form for analyzing and visualizing satellite imagery
and data. They also provide over thirty years of his-
torical imagery, with over 80 petabytes of geospatial
data ready for analysis [123].

e Microsoft Azure IoT Hub offers a platform for
ingesting, processing, and storing satellite data from
IoT devices and sensors. The Azure Orbital Ground
Station service enhances the speed of data process-
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ing by directly connecting downlinked data from
satellites to Azure, allowing seamless use with
other Azure services, like Azure Storage, Azure Al,
and Azure Data Analytics. Moreover, it includes
comprehensive security measures and compliance,
ensuring the safety and privacy of data. The Azure
Orbital Ground Station service facilitates the op-
eration of space missions with the reliability and
flexibility of cloud technology [124].

« Amazon Web Services (AWS) Elastic MapReduce
(EMR) provides a service for running large-scale
data processing jobs on satellite data [125].

This shift in perspective and approach is aptly termed
the “information-driven” approach, instead of process-
ing data for a general purpose, data is processed on-
board with a specific product or end goal in mind.
This further aligns with the aforementioned transition
from a product-oriented approach focused on developing
technologies for data creation, to a service-oriented one,
tailored to specific applicative contexts and user needs.
Some examples are:

« Disaster monitoring: SAR data can be used to detect
flooding in real time. Once floodwaters start to rise,
the system can immediately notify disaster man-
agement authorities, facilitating quicker evacuations
and deployment of resources.

« Infrastructure monitoring: beyond power lines, SAR
can monitor the structural health of bridges, dams,
and buildings. Any subtle shift or deformation can
be immediately detected, ensuring timely mainte-
nance and preventing potential disasters.

o Environmental changes: SAR systems can detect
illegal deforestation activities by spotting abrupt
changes in forest cover. Conservation authorities
can be alerted in real time, leading to swift action
against the culprits.

o Maritime surveillance: changes in sea ice or the
movement of large marine animals, like whales,
can be tracked. For ships navigating polar regions,
real-time ice mapping can be crucial. For conser-
vationists, tracking animal movements aids in their
protection.

o Agriculture: farmers can benefit from immediate
information regarding soil moisture levels or pest
infestations, helping them make timely decisions
about irrigation or pesticide application.

Essentially, by transitioning to an information-driven
approach, SAR systems can be tailored to cater to niche
requirements, offering real-time solutions across diverse
sectors. The potential of SAR systems thus expands
manifold, revolutionizing how satellite data is used.

Advancements in technology make it possible to directly
convert raw data (LO) into actionable data (L4) for
immediate use by end-users, streamlining the data pro-
cessing pipeline. This transition allows for more efficient
and timely delivery of information. For example, a
government space agency might launch an institutional
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EO satellite to collect data for scientific research and
environmental monitoring. In this case, the emphasis
is on creating a comprehensive database (L2 or L3) of
environmental parameters, which will be made available
to researchers, educational institutions, and the general
public. The end-users, in this scenario, are not dictating
specific data processing requirements; the goal is to
provide a valuable resource.

On the other hand, a commercial satellite operator
focused on providing real-time weather forecasting data
for emergency services and the aviation industry, recog-
nizes the critical importance of low data latency. To meet
the needs of time-sensitive applications, they aim to tran-
sition directly from raw data (LO) to actionable weather
data (L4). In this context, the final product, which is
actionable weather data with minimal processing delay,
takes precedence.

This scenario underscores that for applications where
timely access to data is vital, such as emergency re-
sponse and aviation safety, low data latency becomes a
driving factor in shaping the data processing strategy.
In institutional EO missions, the focus is on creating a
comprehensive reference database, and the data gener-
ated is made available to the public.

Some challenges derived from this approach are the
need for different specific algorithms for different types
of products, depending on the application, and the risk
of discarding information that could be critical for a
broader context. In other words, different applications
need different products that can be derived from the
same SAR data, by applying different algorithms and
focusing on different information provided by the sensor.

The choice between an image-driven and an information-
driven approach will depend on the specific requirements of
the SAR mission, available on-board computational resources,
transmission bandwidth, and the desired end products or in-
formation. As technology evolves, SAR satellites and airborne
systems are increasingly incorporating both approaches to
strike a balance between delivering high-resolution images and
specific information products efficiently.

VI. CONCLUSION

This comprehensive review highlights the crucial transfor-
mation in SAR data processing, driven by the advancement of
on-board processing techniques. By transcending traditional
ground-based processing paradigms, these advancements are
not just enhancing the immediacy and efficiency of remote
sensing operations but are also paving the way for innovative
cloud-based business models such as SaaS and Models as
a Service (MaaS). These approaches aim to make satellite
data more accessible to everyone, simplifying operational chal-
lenges and removing the necessity for individuals or entities
to own satellites directly.

The integration of cutting-edge technologies, including Al,
ML, and cloud computing, with SAR systems, is marking the
beginning of a new phase in space-based surveillance. These
technologies are instrumental in overcoming long-standing
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challenges related to data volume management, transmission
bandwidth constraints, and the urgent need for data accessibil-
ity. Moreover, the development of robust processing units and
the implementation of ”SpaceCloud” concepts are redefining
data processing and management in orbit, offering scalable
and adaptable solutions for real-time SAR data analysis.

The shift towards on-board processing is facilitating a broad
spectrum of EO missions and constellations, significantly
impacting areas such as environmental monitoring, disaster
management, and global security. Through enhanced real-
time processing capabilities, SAR systems are capable of
delivering critical data for fire detection, rogue ship tracking,
and surveillance of environmental hazards with unprecedented
speed and efficiency.

Looking forward, the potential of Copernicus data as a
cornerstone for scientific and commercial applications signifies
the growing relevance of SAR data in advancing Earth sciences
and operational applications. The envisioned extension of
missions within the Copernicus framework, such as Cognitive
SAR, highlights the evolving landscape of space-based EO
and the growing symbiosis between traditional institutional
missions and commercial initiatives.

In summary, the advancement of on-board SAR data pro-
cessing technologies signifies important progress in the field
of remote sensing, creating new avenues to boost the effec-
tiveness and operational efficiency of satellite networks. As
we progress through this transformative phase, the blend of
Al, ML, and cloud computing with SAR technologies offers
a promising area for ongoing research and innovation, aiming
to elevate the functionalities of SAR missions and extend the
reach of EO further.

APPENDIX
TABLE: SAR MISSIONS, DATA HANDLING, AND
TECHNOLOGICAL ADVANCEMENTS
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TABLE III: SAR Missions, Data Handling, and Technological Advancements

On-board Processing Reduces latency, improves bandwidth efficiency and enables adaptive mission planning.
Benefits

Challenges Limited storage capacity and downlink availability pose significant limitations on the sensor’s acquisition duty cycle, especially
for smaller platforms.

Downlink Recent advances include the use of Ka-band for over 1 Gbps downlink rates and explorations toward the adoption of optical
Improvements downlink technologies.

Current Bottleneck Managing increased azimuth resolution and swath width, which significantly augment the volume of raw data generated,
necessitating more sophisticated on-board processing capabilities.

Mission/Data - ERS-1 and ERS-2: C-band, 2300 kg mass, 105 Mbps, no on-board storage. Launched in July 1991 and April 1995 respectively.
- Envisat: C-band, 8255 kg mass. Advanced SAR (ASAR), LBR < 4.6 Mbps, MERIS + LBR < 50 Mbps, HR 100 Mbps.
Resolution over ocean: 1040 m x 1200 m, land: 260 m x 300 m. Launched in March 2002.

- TerraSAR-X and TanDEM-X: X-band, 1250 kg and 525 kg mass respectively. Resolution of 2 x I mor 1 m x I m
depending on the mode, for TerraSAR-X. TanDEM-X resolution varies from 1.2 m x 1-4 m, 3 m x 3-6 m, and 16 m x 16 m
depending on the mode. Applications such as topography and DEM maps. Launched in June 2007 and June 2010 respectively.
- COSMO-SkyMed: X-band, 1700 kg mass, resolution between 3 and 5 m. Applications such as environmental monitoring
and disaster relief. Launched in June 2007.

- Sentinel-1 A and B: 90 GB/orbit, 2300 kg mass. Depending on the mode the resolution varies from 5-by-5 m to 5 m x 20
m. Level 0 products within 3 hours, Level 1 within a day. Launched in April 2014, and in April 2016 respectively.

- ALOS-2: L-band, 2100 kg mass. Resolution of 1 m in azimuth by 3 m in range. Applications such as cartography, regional
observation, and disaster monitoring. Launched in May 2014.

- Gaofen-3: C-band, 2279 kg mass. The spatial resolution ranges from 1 m to 500 m. Applications such as cartography,
regional observation, and disaster monitoring. Launched in August 2016.

- NovaSAR-1: S-band with a mass of 430 kg and a resolution of 6 m. Its applications range from crop type classification to
crop condition and moisture content. Launched in September 2018.

- Denali (Capella-1): X-band with a mass of less than 40 kg and a resolution of 0.5m, for all-weather imagery using origami-
like antenna [126]. Launched in December 2018.

- RADARSAT Constellation: C-band, 2,200-2,750 kg of mass per satellite, with a spatial resolution of 1 m -100 m. Launched
in June 2019.

- SAOCOM: L-band, with a mass of 3,050 kg. The spatial resolution varies depending on the mode: 10 m x 50 m, 10 m x
30 m, and 10 m x 100 m. The applications are agriculture, fishery, and forestry, among others. Launched in August 2020.

- Sequoia (Capella-2): X-band, with a mass of 112 kg [127]. The spatial resolution varies depending on the mode: 0.25 m
azimuth for a swath of 5 x 5 km, 0.5 m for 10 km, and 1.2 m up to 100 km x 10 km [128]. Part of a plan to build the smallest
commercial radar satellites in the world [129]. Launched in August 2020.

- Whitney Constellation (Capella-3, ..., 10): X-band with a mass of around 110 kg. Resolution of 0.5 m for applications such
as mapping, surveillance, and monitoring, allowing for the detection of small targets [129]. Launched from 2021 to 2023.

- Umbra-SAR 2001: X-band microsatellite, with a mass of 65 kg. It offers a resolution of 25 cm [130]. Launched on June
2021.

- Umbra-02, ..., 08: Launched throughout 2022-2023, X-band microsatellites, with a mass of 65 kg. They offer high resolution,
down to 25 cm [131]. Launched from 2021 to 2023.

- Acadia (Capella-11+): X-band, with a mass of less than 197 kg. The increase in bandwidth compared to the older Capella
satellites generations, from 500 MHz to 700 MHz, will lead to an improvement in resolution, which will reach a slant range
resolution of 0.214 m, and a ground range resolution of 0.31 m [132]. Launched in August 2023.

- Future Missions: e.g., ROSE-L with significantly higher data volumes, L-band, and a spatial resolution of 5-10 m, for
geohazard monitoring.

Compression - Essential for storage efficiency and handling communication interruptions.
- Adaptive Sampling: Block Adaptive Quantization (BAQ) for selective data retention, real-time area of interest identification,
and algorithmic implementation using ML.
- Reduces bandwidth, ensuring quicker and cost-effective data transmission.

Technological - Hardware Improvements: FPGAs, MPSoC Technologies, Reconfigurable Accelerators, use of COTS components for
Advancements enhanced on-board processing efficiency and speed.
- High-Speed Communications: The use of Ka-band for over 1 Gbps downlink rates. Data Highway for data transfer up to
1.8 Gbit/s, enabling rapid relay of LEO satellite data.
- On-Board Processing Challenges: Limitations include processing power, latency, revisit time, and the balance between data
compression and integrity.
- SWaP-C Limitations: Emphasizes the need for effective compression algorithms to manage the size, weight, power, and
cost constraints.
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