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ABSTRACT
This article considers the propagation of a high-frequency time har-
monic, elastic wave in a spatially heterogeneous, randomly layered
material. The material is locally anisotropic, and the material prop-
erties change from one layer to the next by a random rotation
of the associated slowness surface in the plane of wave propa-
gation. The layer thicknesses and this rotation follow a stochastic
(Markovian) process. This situation is found in ultrasonic wave prop-
agation in polycrystalline materials; for example, in the ultrasonic
non-destructive testing ofwelds and additivelymanufacturedmetal-
lic components. This work focuses on monochromatic shear waves
propagating in a two-dimensional plane. Using the differences in
length scales between the ultrasound wavelength, the mean layer
size, and the wave propagation distance, a small parameter is identi-
fied in the stochastic differential equation that emerges. Its infinites-
imal generator leads to a Fokker–Planck equation via limit theorems
involving this small parameter. A weak form of the Fokker–Planck
equation is derived and then solved via a finite element package.
The numerical solution to the Fokker–Planck equation is used to
compute statistical moments of the power transmission coefficient.
Finally, a parametric study on the effect of the degree of anisotropy
(asphericity of the slowness surface) of the material on the transmit-
ted energy is performed.
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1. Introduction

This paper focuses on the propagation of ultrasound waves in elastic media which has a
heterogeneous microstructure (that is, the material properties vary on a length scale com-
mensuratewith thewavelength, see Figure 1) and thismicrostructure varies randomly from
one realization to another. This property is present in a plethora of engineering materials,
and in particular welds and additively manufactured metals [1,2]. It is common practise
when performing NDE (non-destructive evaluation) on an unknown material to assume
homogeneous material properties. However, this is a physically unrealistic assumption
in many materials of interest [3–5]. Wavelength-size grain-like structures exist in many
industry relevant materials and waves propagating through such heterogeneous media
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Figure 1. Elastic shear wavefront depiction moving in the (x1, x3) plane with displacement vector
u = (0, u2(x1, x3), 0)T . The arrows depict the orientation of the slowness surface associated with the
underlying crystalline material.

experience scattering that converts the coherent input wave into small incoherent fluctu-
ations which distort and attenuate the wave (studied extensively in [6] where the material
is considered to be deterministic) which exits thematerial. There is interest within the non-
destructive testing community to better understand ultrasonic wave propagation through
such random media. There are many examples of components in which a heterogeneous
microstructure exists and interacts with the propagating wave [7] to such an extent that
the received wave has a significant incoherent component and bears little resemblance to
the input waveform. This means that the medium cannot be characterized using homoge-
nization. The receivedwavewill vary fromone sample/weld-site to the next and so itmakes
sense to describe thewave properties as a probability distribution and to use a probabilistic
framework to model this phenomenon. Only via computationally prohibitive Monte Carlo
simulations [8–10] can deterministic models [11] of wave propagation provide a similar
characterization of wave propagation in such materials.

Additive Manufacturing (AM) is an emerging key technology for the manufacturing
of high value and safety critical metallic components, such as those found in the air-
craft engines, enabling automation in manufacturing, and tailored and bespoke customer
designs. However, to achieve industry uptake, outstanding challenges associated with
in situ quality control and inspection of the AM components need to be addressed [12]; the
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full benefits of AM have yet to be realized due to the lack of inspection methods [13,14].
Laser-based ultrasound arrays offer a potential way forward due to the non-contact and
broadband nature of such sensors [15]. They could be used to tomographically reconstruct
the internal grain structure of these components and thus allow the component quality
assurance to be performed. It is necessary however for the frequency of the input wave
to be carefully chosen to ensure that the wave undergoes a complex interaction (multiple
scattering events) with thematerialmicrostructure. In this way the time domainwaveforms
that emerge have encoded within them details of the inner structure of the component
and importantly a codification of the presence of flaws. As each component has a distinct
and randommicrostructure then, in order to reconstruct this microstructure, each compo-
nent must give rise to a distinct transmitted wave. In other words we need to operate in
a regime where we maximize the sensitivity of the wave to the microstructure and hence
in a regime where the variation in the statistics of the received from one component to
another ismaximized. Themodel created in this paper could be used to optimize the choice
of the frequency of the input ultrasound wave bymaximizing the variation in the transmis-
sion coefficient in a population of components with a stochasticmicrostructure. Hence this
paper can contribute to the current efforts to create a viable quality assurance inspection
method for AMmetallic components.

This paper considers a layered random media (x3 ∈ [0, L]) embedded between two
homogeneous half-spaces (x3 ∈ (−∞, 0) ∪ (L,∞)). A time harmonic (monochromatic)
source planewave is located in the left-handhalf-space x3 ∈ (−∞, 0). Themedia consists of
a single material with a constant density ρ but a spatially dependent elastic tensor cijkl ; this
is a common situation in NDE relevant materials such as polycrystalline welds or additively
manufactured metals. The layer by layer generation of the material in the x3 direction, and
its solidification as it cools, leads to a layered structure of grains [16] where the temperature
gradients lead to random variations in crystal orientation in each layer (see Figure 1) and a
distribution of layer sizes which follow a Poisson distribution (see the experimental results
in [17]). Guided by physical observations, the spatial variations in the material properties
primarily depend on the depth x3 into the material. This paper will consider a monochro-
matic plane wave traveling in the (x1, x3) plane whose displacement is in the x2 direction
only, as described by the displacement vector u = (0, u2(x1, x3), 0). The plane wave propa-
gates in the x3 direction and the wave particles vibrate in the x2 direction perpendicular to
the (x1, x3) plane with the amplitude of oscillation varying across this plane. A key param-
eter which will emerge is ν = κ1/κ3, the ratio of wavenumbers in the x1 and x3 directions,
which captures the degree of anisotropy of the elastic medium.

The form of the elastic tensor stems from [1] where the authors investigated the
propagation of elastic shear waves in a class of anisotropic materials motivated by non-
destructive testing and geophysics problems. The deterministic model outlined in [1]
describes elasticwaves propagating in heterogeneous locally anisotropicmedia. In particu-
lar, thematerial is transversely isotropic, the zonal axis of symmetry lies in the (x1, x3)plane,
and all cross-sections perpendicular to the x2 axis are identical. θ is defined to be the angle
that the zonal axis makes with the x3 axis at any particular position in the material. Hence,
the material is rotated about the x2 axis by different amounts depending on the particular
location in the (x1, x3) plane. This rotation of the stiffness tensor can be interpreted as a
rotation of an associated slowness surface (or slowness curve in this planar case) where the
rotation θ(x3) is a piecewise-constant function.
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Figure 2. Fanned grain structure of a heterogeneous weld structure. This image shows a simplified rep-
resentation of the material properties as measured destructively using electron backscatter diffraction
(EBSD) which shows clusters of grains of wavelength size. The colors correspond to different crystal
orientations (θ ) inside the weld. Image generated from data obtained in [42,43].

This paper adopts this formulation of the constitutive law for a specific material
(austenitic steel) and the associated rotation of the slowness surface θ about the x2 axis,
which is linked to the directionality of the cooling process [18]. As the metal cools in the
weld, the crystalline structures elongate and align with the direction of the thermal gra-
dients (see Figure 2). In this paper however, a stochastic spatial variation of the slowness
surface is assumed to capture the random fluctuations in the crystalline alignment in the
material.

Thedeterministicmodelingof ultrasoundwaves in layered, locally anisotropicmedia has
been studied formany years in applications such as geophysics [19,20] and non-destructive
testing [21]. The incident traveling wave enters the layered media at a given angle and
the change in wave mode between layers is given by the Christoffel equation to create
upward and downward traveling waves [22] where mode conversion is accounted for.
A transfer matrix between each layer is calculated which relates the displacements and
stresses in adjacent layers through the continuity of stress and displacement at each layer
interface [23]. In this recursivemanner a transfermatrix for the entire structure canbedeter-
mined. Based on this recursive principal there are a number of closely relatedmethods such
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as the stiffness matrix approach [24] (where the stresses are first linked to the displace-
ments in a given layer via a stiffness matrix), the mixed variable method [25] (which links
the displacement vector at one layer interface to the stress vector at the other layer inter-
face), and the surface impedance matrix approach [26] (where the velocity field is linked
to the stress field at each interface). The approach can be developed to utilize analyti-
cal solutions obtained via a Fourier spectral method where each layer has infinite lateral
extent [27]. In the case where the layer thickness is much smaller than thewavelength then
it is possible to use homogenization to derive an equivalent homogeneous medium [28].
This can be used to develop ultrasonic array imaging algorithms that can correct for the
layered structure [29]. In the context of soil dynamics [30] a Green’s function approach
has been used to describe the displacement and stress at any point in layered, locally
anisotropicmedia [31]. By applyinga Fourier-Bessel transform to convert the elastodynamic
equations of motion into a wavenumber domain, the precise integration method (PIM) is
then used to obtain the Green’s function and the inverse Fourier-Bessel transform applied.
The resulting integral equation is solved numerically. This approach can address some of
the instabilities that can arise in recursive methods such as the transfer matrix approach.
Alternatively a Fourier transform approach can be deployed [32]. Legendre polynomial
methods have been used when the layered structure forms a plate and the study then
looks at coupled Lambwaves [33]. Modeling of ultrasonic wave propagation in anisotropic
media, with embedded scatterers, can be conducted using numerical integration of the
time domain elastodynamic equations via finite elements [34]. However, to improve on the
computational efficiency froma scatteringobjectwithin amulti-layered, locally anisotropic,
elastic media then Gaussian beams (to model the ultrasonic transducer source wave) and
a localized equivalent homogenized media surrounding the scatterer (to obtain an ana-
lytic expression for the angular scattering coefficient), combined with a recursive stiffness
matrix method has been developed [35]. As the application is focused on manufactured
composites theneach layer has the same thickness and this thickness is commensuratewith
the wavelength of the incident wave. The transfer matrix approach can include the effects
of random fluctuations in the layer sizes using random matrices, coupled with Fursten-
berg’s theorem and Monte Carlo simulation, to comment on the frequency dependency
of the mean transmission coefficient [36]. It can also be extended to include piezoelec-
tric layers [37] and, via a plane wave expansion approach, fractal piezoelectric structures
in ultrasonic array design [38]. Furthermore, elastic wave scattering at grain boundaries has
been investigated in order to determine material microstructure properties [39] by study-
ing the grainwidth distribution;manymetals have a log normal distribution of grainwidths
which will affect wave transmission.

One of the deficiencies of a deterministic approach is that one needs to perform com-
putationally expensiveMonte Carlo simulations in order to establish the statistical variance
in transmitted waves across a population of components with distinct interior microstruc-
tures. This paper pursues the alternative approach of adopting a probabilistic framework
that automatically produces such information. An appropriate framework that was initially
developed for high frequency waves in randomly layered fluids [40] has very recently been
extended to solids [6]. Propagation of monochromatic shear waves in a randomly layered
transversely isotropic elastic media was studied where the wave vibrates perpendicular to
the direction of wave propagation (x3) and the wave amplitude was only dependent on
x3. This paper extends this work to consider the AM inspection relevant case where the
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displacement also depends on the lateral direction (x1). In addition, the rotation of the slow-
ness surface was around the x3 axis in [6,41]; the associated slowness surface led to a set
of wave-mode equations which had a conjugate symmetry which resulted in a simplified
set of governing equations. In this paper however we study the AM relevant case where
the crystal rotation is in the plane of propagation (x1, x2). These changes lead to a richer
and more complex model as illustrated by the intractable Fokker–Planck equation which
emerges. This paper considers the case where the material consists of a series of layers in
the x3 direction with a random rotation θj in the jth layer of the material (see Figure 1).

Section 2 introduces the governing elastic wave equation, the wave-mode equations
and the physical geometry of the problem. Section 3.1 introduces a stochastic (Marko-
vian) process to model the variations in the local orientation of the slowness surface. In the
weakly heterogeneous scaling regime a small parameter emerges in the governing ran-
dom wave-mode evolution equations. A diffusion approximation is then used to derive
stochastic differential equations in order to study the probability distribution of the trans-
mitted energy. A Fokker–Planck equation is derived for the probability density function for
the transmitted energy which then is solved numerically via a finite element solver using
Python [44]. Section 4 contains a discussion of the power transmission coefficient and a
parametric study on an austenitic steel weld.

2. Governing elastic wave equations

In this Sectionwewill derive the equations ofmotion of a horizontally polarized shearwave
in a layered locally anisotropic elasticmedium. The elastodynamic equationofwavemotion
is [1]

ρ uj,tt = τjk,k , (1)

where ρ is the density of themedium, u is the displacement, and τ is the stress. The general
stress-strain law is of the form

τij = cijkl(θ(x3))ekl , (2)

with

ekl = 1
2
(uk,l + ul,k), (3)

where cijkl is the stiffness tensor, and ekl is the direct strain. Define

cpqrs = aip ajq akr als ¯̄cijkl , (4)

where aij describes a rotation θ about the x2 axis, where θ is dependent on x3 and the locally
transversely isotropic matrix ¯̄cijkl is of the form

¯̄cijkl = ¯̄cmn =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

¯̄c11 ¯̄c12 ¯̄c13 0 0 0
¯̄c12 ¯̄c11 ¯̄c13 0 0 0
¯̄c13 ¯̄c13 ¯̄c33 0 0 0
0 0 0 ¯̄c44 0 0
0 0 0 0 ¯̄c44 0
0 0 0 0 0 ¯̄c66

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (5)
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Austenitic steel welds are a commonly used material in the engineering world, exhibiting
material properties that align with Equation (5). Considering a horizontally polarized shear
wave, uj can be expressed as

uj = (0, u2(x1, x3), 0). (6)

Therefore, Equations (2) and (3) give

τ21 = c66(x3)u2,1 + c46(x3)u2,3, (7)

τ23 = c46(x3)u2,1 + c44(x3)u2,3, (8)

where (noting that c64(x3) = c46(x3))

c66(x3) = cos2 θ(x3)¯̄c66 + sin2 θ(x3)¯̄c44 (9)

c64(x3) = − cos θ(x3) sin θ(x3)¯̄c66 + sin θ(x3) cos θ(x3)¯̄c44 (10)

c44(x3) = sin2 θ(x3)¯̄c66 + cos2 θ(x3)¯̄c44. (11)

Defining the velocity ξ = u2,t , then Equation (1) becomes

ρ ξ,t = τ21,1 + τ23,3, (12)

and differentiating (7) and (8) with respect to t gives

τ21,t = c66(x3) ξ,1 + c46(x3) ξ,3, (13)

τ23,t = c46(x3) ξ,1 + c44(x3) ξ,3. (14)

Define the Fourier transforms with respect to time as

ξ̌ (ω, x) =
∫
ξ2(t, x1, x3) eiωt dt, (15)

and with respect to x1 as

ξ̂ (ω, κ1, x3) =
∫
ξ̌ (ω, x1, x3) eiκ1x1 dx1, (16)

where κ1 is the wavenumber in the x1 direction. Applying these transformations to Equa-
tions (12), (13) and (14) leads to

τ̂23,3 = ψ(ω, κ1, x3)ξ̂ + ς(κ1, x3)τ̂23, (17)

where ψ(ω, κ1, x3) = −iω(ρ − κ21 c66(x3)/ω
2 + κ21 c64(x3)

2/(ω2c44(x3))) = −iωψ̂(ω, κ1, x3)
and ς(κ1, x3) = iκ1c64(x3)/c44(x3) = iς̂ (κ1, x3) and so

ξ̂,3 = ς(κ1, x3)ξ̂ − η(ω, x3)τ̂23, (18)

where η(ω, x3) = iω/c44(x3) = iη̂(ω, x3), with ξ̂ (ω, κ1, x3), τ̂ (ω, κ1, x3) : R3 → R and the
boundary conditions are the radiation conditions whereby ξ̂ → 0 as x3 → ±∞ and τ̂ → 0
as x3 → ±∞, and awave is initiatedby imposing an initial stress τ̂0 andvelocity ξ̂0 at x3 = 0.
Equations (17) and (18) form the basis of the system of evolution equations that will be
derived in Section 3.



8 A. S. FERGUSON ET AL.

3. Probability density function for the power transmission coefficient

The aim of this Section is to derive a Fokker–Planck equation that describes the evolution
of a probability density function for the power transmission coefficient as the wavefront
moves through this randomly layered structure. In Section 3.1 we introduce Taylor expan-
sions in the slowness surface angle (θ ) to make analytical headway. Within Section 3.2 we
non-dimensionalize the problem and choose appropriate length scales to study theweakly
heterogeneous regime; this allows us to obtain a set of stress-strain evolution equations.
In Section 3.3 we apply a diffusion approximation theorem to obtain a system of evolu-
tion equations that describe the behavior of the wave via the propagator functions (from
Equation (66)).

3.1. Randomly layered anisotropicmedium

For simplicity, assume that the local orientation of the slowness surface θ(x3) varies ran-
domly over the interval x3 ∈ [0, L] according to the additive noise formulation

θ(x3) = θ̄ + σm(x3/l), x3 ∈ [0, L], (19)

where θ̄ ∼ 1 is the mean orientation,m(x3/l) is a stationary stochastic process (an ergodic
Markov process on a compact state space) withmean zero and unit variance, and 0 < σ �
1 is a small parameter. From Equation (4) the stress tensor components can be rewritten

c66 = sin2 (θ̄ + σm(x3/l))F + cos2 (θ̄ + σm(x3/l))N, (20)

c44 = sin2 (θ̄ + σm(x3/l))N + cos2 (θ̄ + σm(x3/l))F, (21)

and

c64 = sin (θ̄ + σm(x3/l)) cos (θ̄ + σm(x3/l))(F − N), (22)

where N = ¯̄c66 and F = ¯̄c44 when θ̄ = 0. Taking a Taylor series in σ gives

c66 = c̄66(1 + σ66m(x3/l)), (23)

where c̄66 = N cos2 θ̄ + F sin2 θ̄ , and σ66 = σ sin 2θ̄ (F − N)/c̄66. Next

c44 = c̄44(1 + σ44m(x3/l)), (24)

where c̄44 = N sin2 θ̄ + F cos2 θ̄ and σ44 = σ sin 2θ̄ (N − F)/c̄44, and

c64(x3) = c̄64(1 + σ64m(x3/l)), (25)

where c̄64 = (F − N) sin 2θ̄/2 and σ64 = 2σ cot 2θ̄ . From Equation (17) ς becomes

ς(κ1, x3) = ¯̂c64(κ1)(1 + σ̂64m(x3/l)), (26)

where

¯̂c64 = iκ1c̄64
c̄44

, (27)
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and σ̂64 = σ64 − σ44 = σ(2 cot 2θ̄ + sin 2θ̄ (F − N)/c̄44) = σα andα = 2 cot 2θ̄ + sin 2θ̄ (F −
N)/c̄44. From Equation (18) toO(σ )

η(ω, x3) = ¯̂c44(ω)(1 + σ̂44(ω)m(x3/l)), (28)

where

¯̂c44 = iω

c̄44
, (29)

and σ̂44 = −σ44 = σβ and β = sin 2θ̄ (F − N)/c̄44. From Equation (17) toO(σ )

ψ(ω, κ1, x3) = ¯̂ψ(ω, κ1)(1 + σ̂ψ (ω, κ1)m(x3/l)), (30)

where

¯̂ψ(ω, κ1) = −i(c̄264 − c̄66c̄44)κ21 − iρω2c̄44
c̄44ω

, (31)

σ̂ψ (ω, κ1) = σγ and

γ = κ21 (c̄
2
64(4 cot 2θ̄ + sin 2θ̄ (F − N)/c̄44)− c̄44 sin 2θ̄ (F − N))

(c̄264 − c̄44c̄66)κ21 + ρω2c̄44
. (32)

3.2. Weakly heterogeneous scaling regime

In this section, the governing equationswill be non-dimensionalized by introducing appro-
priate length scales. The wave modes, both left- and right-going, will be analyzed and the
propagator matrix will be derived. This will enable the transformation of the problem from
a boundary value problem to an initial value problem.

Denote the wavelength by λ3, the wave propagation distance by L3 and the mean layer
size in the media by l. In what follows L3 � λ3 ∼ l and the amplitude of the fluctuations
in the spatially varying material properties satisfies 0 < σ � 1; this is the so-called weakly
heterogeneous regime [40]. This setting causes fluctuations to build up behind the trans-
mitted wave, producing an incoherent coda wave containing the bulk of the wave energy.
Now non-dimensionalize the governing equations via the transformations

x̃3 = x3
L3

, ω̃ = L3 ω

c3
, and κ̃1 = κ1L3, (33)

where c3 is themean shearwave speed in the x3 direction. x̃3 can be interpreted as a ratio of
distances in the propagation direction, ω̃ as a ratio of the propagation distance to the typ-
ical wavelength in the propagation direction and κ̃1 as a ratio of propagation distance per
wavelength in the x1 direction. Define two dimensionless parameters ε and� to capture
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the length scale differences via

0 < ε � 1,
L3
l

= 1
ε2

, ω̃ = ωL3
c3

= �

ε
. (34)

The ratio�/ε is the propagation distancemeasured in units of wavelength. These relations
can be combined to write

ε =
√

l

L3
, and � = ω

c3

√
lL3 = εω̃. (35)

The non-dimensional velocity and stress fields take the form

ξ̃ (ω̃, κ̃1, x̃3) = 1
c3
ξ̂

(
c3ω̃

L3
,
ω3κ̃1

c3
, L3x̃3

)
, τ̃ (ω̃, κ̃1, x̃3) = 1

ρc23
τ̂

(
c3ω̃

L3
,
ω3κ̃1

c3
, L3x̃3

)
. (36)

The non-dimensional stress and velocity equations are then (from Equations (17), (18), (28)
and (30))

ξ̃,3 = L3 ¯̂c64
(
1 + σ̂64m

(
x̃3
ε2

))
ξ̃ − ρc3L3 ¯̂c44

(
1 + σ̂44m

(
x̃3
ε2

))
τ̃ , (37)

τ̃,3 = L3
ρc3

¯̂ψ
(
1 + σ̂ψm

(
x̃3
ε2

))
ξ̃ + L3 ¯̂c64

(
1 + σ̂64m

(
x̃3
ε2

))
τ̃ . (38)

These equations have three non-dimensional lumped parameters. From Equation (27)

L3 ¯̂c64 = i
κ1L3c̄64
c̄44

= iκ̃1
c̃64
c̃44

, (39)

where c̃64 = c̄64/(ρc23) and c̃44 = c̄44/(ρc23). Also, from Equations (29) and (33)

ρc3L3 ¯̂c44 = ρc3L3
iω

c̄44
= i

ρc23
c̄44

ωL3
c3

= iω̃

c̃44
. (40)

From Equation (31)

L3
ρc3

¯̂ψ = −iω̃

(
1 + κ̃21

ω̃2

(
c̃264
c̃44

− c̃66

))
, (41)

where c̃66 = c̄66/(ρc23). Equations (37) and (38) then become

ξ̃,3 = iκ̃1
c̃64
c̃44

(
1 + σ̂64m

(
x̃3
ε2

))
ξ̃ + iω̃

(−1
c̃44

) (
1 + σ̂44m

(
x̃3
ε2

))
τ̃ , (42)

τ̃,3 = −iω̃

(
1 + κ̃21

ω̃2

(
c̃264
c̃44

− c̃66

))(
1 + σ̂ψm

(
L3
l
x̃3

))
ξ̃ + iκ̃1

c̃64
c̃44

(
1 + σ̂64m

(
x̃3
ε2

))
τ̃ ,

(43)

where c̃44, c̃64, c̃66 ∼ 1. The prefactor in Equation (43) is

κ̃1

ω̃
= κ1L3
(L3ω/c3)

= κ1

κ3
= ν, say, (44)

where κ3 is themeanwavenumber in the x3 direction, and hence ν is the ratio of wavenum-
bers in the (x1, x3)directions. For amonochromaticwave the ratio ofwavenumbers is equal
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to the ratio of slowness (the inverse of the phase velocity) values which in turn (for con-
stant density materials) is the degree of anisotropy of the medium as governed by the
stiffness tensor Equation (5). As the crystal orientation θ changes, the phase velocities in
the x1 and x3 direction change and hence, the wavenumbers in these directions change
commensurately. Using Equations (42), (43), (34) and (44) gives

∂

∂ x̃3

[
ξ̃ (ω̃, κ̃1, x̃3)
τ̃ (ω̃, κ̃1, x̃3)

]
= i

�

ε

[
α̃(1 + σαm(x̃3/ε2)) β̃(1 + σβm(x̃3/ε2))
γ̃ (1 + σγm(x̃3/ε2)) α̃(1 + σαm(x̃3/ε2))

] [
ξ̃ (ω̃, κ̃1, x̃3)
τ̃ (ω̃, κ̃1, x̃3)

]
,

(45)

where the new non-dimensional variables are defined as

α̃ = ν
c̃64
c̃44

, (46)

β̃ = − 1
c̃44

, (47)

γ̃ = −
(
1 + ν2

(
c̃264
c̃44

− c̃66

))
, (48)

where Equation (32) now becomes

γ = ν2(sin 2θ̄ (F − N)(c̄244 − c̄264)− 4c̄44c̄264 cot 2θ̄ )

c̄44(ν2(c̄66c̄44 − c̄264)− c̄44ρc23)
, (49)

and where α̃, β̃ and γ̃ areO(1). Temporarily settingm(x3/ε2) = 0 in Equation (45) gives

∂

∂x3

[
ξ̃

τ̃

]
= i

�

ε

[
α̃ β̃

γ̃ α̃

] [
ξ̃

τ̃

]
= M

[
ξ̃

τ̃

]
. (50)

The eigenvalues of M are �± = iω/ε(α̃ ±
√
β̃γ̃ ) and the eigenvectors are [

√
β̃γ̃ , γ̃ ]T and

[−
√
β̃γ̃ , γ̃ ]T . Let

φ = √
βγ =

√√√√1 + ν2
(
c̃264
c̃44

− c̃66
)

c̃44
. (51)

To ease notation, now drop the bars on the prefactors. Now consider the following ansatz
for the generated right-moving modes âε(ω, κ1, x3) and left-moving modes b̂ε(ω, κ1, x3)

[
ξ̂ (ω, κ1, x3)
τ̂ (ω, κ1, x3)

]
=

[√
ζ/γ −√

ζ/γ√
γ /ζ

√
γ /ζ

] [
b̂ε(ω, κ1, x3)
âε(ω, κ1, x3)

]
, (52)

where ζ = √
αγ and

âε(ω, κ1, x3) = âε(ω, κ1, x3) e�
(−)x3 , (53)

b̂ε(ω, κ1, x3) = b̂ε(ω, κ1, x3) e�
(+)x3 . (54)



12 A. S. FERGUSON ET AL.

This produces a new system whose coefficients are zero centered random variables

âε = 1
2

(√
ζ/γ τ̂ − √

γ /ζ ξ̂
)
e−�(−)x3 , (55)

b̂ε = 1
2

(√
ζ/γ τ̂ + √

γ /ζ ξ̂
)
e−�(+)x3 . (56)

Taking partial derivatives in x3 gives

∂ âε

∂x3
= i�

2ε

(
�1(x3/ε

2)âε +�2(x3/ε
2)b̂ε

)
, (57)

and

∂ b̂ε

∂x3
= i�

2ε

(
�3(x3/ε

2)âε +�4(x3/ε
2)b̂ε

)
, (58)

where �1 = σm(x3/ε2)δ1, �2 = σm(x3/ε2)δ2 e2i�φx3/ε , �3 = −σm(x3/ε2)δ2 e−2i�φx3/ε

and �4 = σm(x3/ε2)δ4. Also, δ1 = 2αα − φ(β + γ ), δ2 = φ(γ − β) and δ4 =
2αα + φ(γ + β). Note here that α, β and γ are given by Equations (46), (47) and (48)
and so are independent of x3. Thewave-mode amplitude evolution equations are therefore

d
dx3

[
âε

b̂ε

]
= i

�σ

2ε
m

( x3
ε2

) [
δ1 δ2 ei2i�φx3/ε

−δ2 e−i2i�φx3/ε δ4

] [
âε

b̂ε

]
. (59)

Here L3 � λ3 and so from Equations (33) and (34)

1 � L3
λ3

= ωL3
2πc3

= ω̃

2π
= �

2πε
. (60)

Here λ3 ∼ l and so from Equation (35)

1 ∼ l

λ3
= ωl

2πc3
= ωL3

2πc3

l

L3
= �

2πε
ε2. (61)

Hence, Equation (61) implies (with 0 < ε � 1) that

� ∼ 1
ε
, (62)

and so Equation (60) holds. Since 0 < σ � 1 then set σ = ε. This gives the evolution
Equation (59) in the form

d
dx3

[
âε

b̂ε

]
= 1
ε
Hε

( x3
ε2

,m
( x3
ε2

))[
âε

b̂ε

]
, (63)

where

Hε
( x3
ε2

,m
( x3
ε2

))
= i

2
m(x3/ε

2)

[
δ1 δ2 e2iφx3/ε

2

−δ2 e−2iφx3/ε2 δ4

]
, (64)

âε(ω, κ1, x3) : R+ × R
+ × R → R and b̂ε(ω, κ1, x3) : R+ × R

+ × R → R. The initial condi-
tions are such that âε and b̂ε are prescribed at x3 = 0 and the radiation conditions demand
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that âε and b̂ε tend to zero as x3 tends to ±∞. The random fluctuations are assumed to
have the form m(x3) = g(Y(x3)), where Y is a homogeneous in x3 Markov process with
values in a compact space [40], and that this process is strongly ergodic and satisfies the
Fredholm alternative [6], and the real bounded function g satisfies the centering condition
E[g(Y(0))] = 0. Equation (63) can be recast into an initial value problem using[

âε(x3)
b̂ε(x3)

]
= Pε(x3)

[
âε(0)
b̂ε(0)

]
, (65)

where the propagator matrix

Pε(x3) =
[
χε1 (x3) χε2 (x3)
χε3 (x3) χε4 (x3)

]
, (66)

is formed from eigensolutions of Equation (63), and Pε(x3 = 0) = I. It follows that

∂Pε

∂x3
= HεPε . (67)

3.3. Diffusion approximation theorem

We now apply a diffusion-approximation result of [40] to obtain a set of matrix-valued
stochastic differential equations. From the definitions of δj then Hε can be expanded as

Hε
( x3
ε2

,m
( x3
ε2

))
= i

ε
m

( x3
ε2

) [
αα 0
0 αα

]

− i

2ε
m

( x3
ε2

)
φ

(
β + γ

) [
1 0
0 −1

]

+ 1
2ε

m
( x3
ε2

)
φ

(
β − γ

)
cos

(
2φx3
ε2

) [
0 −i
i 0

]

+ 1
2ε

m
( x3
ε2

)
φ

(
β − γ

)
sin

(
2φx3
ε2

) [
0 1
1 0

]
. (68)

Hence, Equation (66) can be written as

d
dx3

Pε(x3) = 1
ε
F

(
Pε(x3),m

( x3
ε2

)
,
x3
ε2

)
(69)

= i

ε
m

( x3
ε2

)
ααI Pε(x3) (70)

− i

2ε
m

( x3
ε2

)
φ(β + γ ) σ 3Pε(x3)

+ 1
2ε

m
( x3
ε2

)
φ(β − γ ) cos

(
2φx3
ε2

)
σ 2Pε(x3)

+ 1
2ε

m
( x3
ε2

)
φ(β − γ ) sin

(
2φx3
ε2

)
σ 1Pε(x3), (71)
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and σ 1, σ 2, σ 3 are the Pauli spin matrices

σ 1 =
[
0 1
1 0

]
, σ 2 =

[
0 −i
i 0

]
, σ 3 =

[
1 0
0 −1

]
. (72)

The matrix F can be written as

F =
4∑

p=1

gp(m, τ)hpPε , (73)

where τ = x3/ε2,

h =

⎡
⎢⎢⎢⎢⎢⎣

iααI

− iφ(β+γ )
2 σ 3

φ(β−γ )
2 σ 2

φ(β−γ )
2 σ 1

⎤
⎥⎥⎥⎥⎥⎦ and g(m, τ) =

⎡
⎢⎢⎢⎢⎣

m

m

m cos(2φτ)

m sin(2φτ)

⎤
⎥⎥⎥⎥⎦ . (74)

From Equations (44), (47), (48) and (51) φ does not depend on frequency, and is instead a
function of ρ, c3, θ̄ ,N and F. Equation (71) is also independent of frequency due to the scal-
ing requirement that ω ∼ ε−2 in the weakly heterogeneous regime. The correlation matrix
C = (Cpq)p,q=1,2,3,4 is computed using the covariance of the randomprocessm. The correla-
tion integrals can be assembled in amatrix, together with symmetric (S) and antisymmetric
(AS) elements

C =

⎡
⎢⎢⎣
ϒ(0) ϒ(0) 0 0
ϒ(0) ϒ(0) 0 0
0 0 1

2ϒ(φ)
1
2ϒ

(AS)(φ)

0 0 − 1
2ϒ

(AS)(φ) 1
2ϒ(φ)

⎤
⎥⎥⎦ , (75)

C(S) =

⎡
⎢⎢⎣
ϒ(0) 0 0 0
0 ϒ(0) 0 0
0 0 1

2ϒ(φ) 0
0 0 0 1

2ϒ(φ)

⎤
⎥⎥⎦ , (76)

and

C(AS) =

⎡
⎢⎢⎣

0 ϒ(0) 0 0
ϒ(0) 0 0 0
0 0 0 1

2ϒ
(AS)(φ)

0 0 − 1
2ϒ

(AS)(φ) 0

⎤
⎥⎥⎦ , (77)

where the correlation integrals are defined as

ϒ(φ) = 2
∫ ∞

0
E [m(0)m(x3)] cos(2φx3)dx3, (78)

and

ϒ(AS)(φ) = 2
∫ ∞

0
E [m(0)m(x3)] sin(2φx3)dx3. (79)

The quantityϒ(φ) is a non-negative real number, as it is proportional to the power spectral
density of the stationary randomprocessm. Details of how to compute the correlation inte-
grals numerically for a givenmaterial are in [17]. Now the diffusion approximation theorem
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([40], page 161) can be used to show that Pε(x3) converges in distribution to P(x3) where
P(x3) is the solution of the Stratonovich stochastic differential equation

dP = i
√
ϒ(0)

(
ααP ◦ dW1(x3)− φ

2
(β + γ )σ 3P ◦ dW2(x3)

)

+ φ

2
√
2
(β − γ )

√
ϒ(φ) (σ 2P ◦ dW3(x3)+ σ 1P ◦ dW4(x3))

+ 1
2

(
ϒ(0)ααφ(β + γ )+ i

ϒAS(φ)

4
φ2(β − γ )

2

)
σ 3Pdx3. (80)

Using Equations (66) and (72) this can be written

d
[
χ1 χ2
χ3 χ4

]
= iA1

[
χ1 χ2
χ3 χ4

]
◦ dW1 + iA2

[
χ1 χ2

−χ3 −χ4
]

◦ dW2 + iA3

[−χ3 −χ4
χ1 χ2

]
◦ dW3

+ A3

[
χ3 χ4
χ1 χ2

]
◦ dW4 + (A4 + iA5)

[
χ1 χ2

−χ3 −χ4
]
dx3, (81)

whereA1 = αα
√
ϒ(0),A2 = −(φ(β + γ )/2)

√
ϒ(0),A3 = (φ/(2

√
2))(β − γ )

√
ϒ(φ),

A4 = (1/2)ααφ(β + γ )ϒ(0) and A5 = (1/8)φ2(β − γ )
2ϒAS(φ).

Introducing the polar coordinate parameterization for the elements of the propagator
matrix via χ1(x3) = a(x3) eib(x3), χ2(x3) = g(x3) eih(x3), χ3(x3) = j(x3) eik(x3) and χ4(x3) =
p(x3) eiq(x3), the equations for the radial and phase parts of the propagator functions can
be written in matrix form as

d

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

a
b
g
h
j
k
p
q

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 A3j sin (k − b) A3j cos (k − b)
A1 A2 −A3(j/a) cos (k − b) A3(j/a) sin (k − b)
0 0 A3p sin (q − h) A3p cos (q − h)
A1 A2 −A3(p/g) cos (q − h) A3(p/g) sin (q − h)
0 0 −A3a sin (b − k) A3a cos (b − k)
A1 −A2 A3(a/j) cos (b − k) A3(a/j) sin (b − k)
0 0 −A3g sin (h − q) A3g cos (h − q)
A1 −A2 A3(g/p) cos (h − q) A3(g/p) sin (h − q)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

◦ d

⎡
⎢⎢⎣
xW1

W2

W3

W4

⎤
⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A4a
A5
A4g
A5

−A4j
−A5
−A4p
−A5

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

dx3. (82)

Using Jacobi’s formula and Equation (67) gives

d det{Pε}
dx3

= Tr
(
Hε

)
det

{
Pε

}
, (83)
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which together with Equation (64) gives Tr(Hε) = 2iααm(x3/ε2). Solving this differential
equation yields

det
{
Pε

} = exp

(
2iαα

∫ x3/ε2

0
m(s)ds

)
, (84)

and hence |det{Pε(x3)}| = 1, and so Equation (66) implies

|χ1χ4 − χ2χ3| = 1. (85)

This conservation of energy relationship can be written as

cos (b + q − h − k) = a2p2 + g2j2 − 1
2apgj

= D1(a, g, j, p), (86)

and soq − h = cos−1 (D1)+ (k − b),whichgives cos (q − h) = D1 cos (k − b)−
√
1 − D2

1 sin (k − b)

and sin (h − q) =
√
1 − D2

1 cos (k − b)+ D1 sin (k − b). Equation (82) contains theStratonovich
subsystem

d

⎡
⎢⎢⎣
g
h
p
q

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎣
0 0 A3p sin (q − h) A3p cos (q − h)
A1 A2 −A3

p
g cos (q − h) A3

p
g sin (q − h)

0 0 A3g sin (q − h) A3g cos (q − h)
A1 −A2 A3

g
p cos (q − h) −A3

g
p sin (q − h)

⎤
⎥⎥⎥⎦ ◦ d

⎡
⎢⎢⎣
W1

W2

W3

W4

⎤
⎥⎥⎦ +

⎡
⎢⎢⎣

A4g
A5

−A4p
−A5

⎤
⎥⎥⎦ dx3,

(87)

which in Itô form reads

d

⎡
⎢⎢⎣
g
h
p
q

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎣
0 0 A3p sin (q − h) A3p cos (q − h)
A1 A2 −A3

p
g cos (q − h) A3

p
g sin (q − h)

0 0 A3g sin (q − h) A3g cos (q − h)
A1 −A2 A3

g
p cos (q − h) −A3

g
p sin (q − h)

⎤
⎥⎥⎥⎦ d

⎡
⎢⎢⎣
W1

W2

W3

W4

⎤
⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎣

A4g + A23
2

(
p2

g + 2g
)

A5

−A4p + A23
2

(
2p + g2

p

)
−A5

⎤
⎥⎥⎥⎥⎦ dx3. (88)

Now introduce the orthogonal Itô transform to separate this system[
W�

3
W�

4

]
=

∫ x3

0

[
Ds
2 Dc

2
−Dc

2 Ds
2

]
d

[
W3

W4

]
, (89)

and using Equation (86) gives

Ds
2 = −

√
1 − D2

1 cos (k − b)− D1 sin (k − b) = sin (q − h), (90)

and

Dc
2 = D1 cos (k − b)−

√
1 − D2

1 sin (k − b) = cos (q − h). (91)
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Note that

(Ds
2)

2 + (Dc
2)

2 = 1, and
[
Ds
2,D

c
2

]
.
[−Dc

2,D
s
2

] = 0, (92)

which ensures the transform is orthogonal. Furthermore, one can show that the transform
is justified [45] by showing that the correlation is zero, and the variance ofDs

2 andD
c
2 is zero.

So the system of Itô SDE’s (88) can be rewritten as

d

⎡
⎢⎢⎣
g
h
p
q

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎣
0 0 A3p 0
A1 A2 0 A3

p
g

0 0 A3g 0
A1 −A2 0 −A3

g
p

⎤
⎥⎥⎥⎦ d

⎡
⎢⎢⎣
W1

W2

W�
3

W�
4

⎤
⎥⎥⎦ +

⎡
⎢⎢⎢⎢⎣

A4g + A23
2

(
p2

g + 2g
)

A5

−A4p + A23
2

(
2p + g2

p

)
−A5

⎤
⎥⎥⎥⎥⎦ dx3. (93)

3.4. Moments of the power transmission coefficient

There is an incident unit pulse impinging the slab of layered random media from the left
at x3 = 0with a radiation condition in the homogeneous half-space x3 ∈ (0,∞). Themode
amplitudes governed by Equations (55) and (56) satisfy the boundary conditions

âε(0) = 1, b̂ε(L) = 0. (94)

The linear system (65) then gives

[
âε(L)
0

]
=

[
χε1 (L) χε2 (L)
χε3 (L) χε4 (L)

] [
1

b̂ε(0)

]
, (95)

and the reflection and transmission coefficients can then be written as

Rεω(L) = b̂ε(ω, 0), and Tεω(L) = âε(L), (96)

and so

Rεω(L) = −χ
ε
3 (L)

χε4 (L)
, Tεω(L) = χε1 (L)χ

ε
4 (L)− χε2 (L)χ

ε
3 (L)

χε4 (L)
. (97)

The transmission coefficient Tεω(L) converges in distribution (as ε → 0) to Tω(L) and the
power transmission coefficient (τω(L) say) is then given by

τω(L) = |Tω(L)|2 = |χ4(L)|−2 = 1
p2

, (98)

where the conservationof energy relation (85) has beenused. Note that the initial condition
of the power transmission coefficient τω(L = 0) = 1 follows from that fact thatP(x3 = 0) =
I. The moments of the power transmission coefficient can then be calculated via

E[(τω(L))n] =
∫ p∞

1

∫ g∞

0

P(L, g, p)
p2n

dgdp, (99)

where P(L, g, p) is the probability density function associated with p at x3 = L. From
Equation (93) it is clear that (dg, dp) and (dh, dq) decouple into two independent sub-
systems. Studying the statistics of the power transmission coefficient requires solving the
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(dg, dp) system

d

[
g
p

]
=

[
A3p 0
A3g 0

]
d

[
W�

3
W�

4

]
+

⎡
⎣ A4g + A23

2

(
p2

g + 2g
)

−A4p + A23
2

(
2p + g2

p

)
⎤
⎦ dx3. (100)

The infinitesimal generator Lg,p is then

Lg,p = 1
2

(
A23p

2 ∂
2

∂g2
+ 2A23pg

∂2

∂g∂p
+ A23g

2 ∂
2

∂p2

)
+

(
A4g + A23

2

(
p2

g
+ 2g

))
∂

∂g

+
(
A23
2

(
2p + g2

p

)
− A4p

)
∂

∂p
. (101)

Using the substitution

G = g2, (102)

gives

LG,p = 2A23p
2G ∂2

∂G2 + (
2A23p

2 + G(2A4 + 2A23)
) ∂

∂G + 2A23pG
∂2

∂G∂p

+ A23
2
G ∂2

∂p2
+

(
A23
2

(
2p + G

p

)
− A4p

)
∂

∂p
. (103)

The adjoint of Equation (103) is

L�G,p = 2A23p
2G ∂2

∂G2 + (
2A23p

2 − 2GA4
) ∂

∂G +
(
2A23p − A23

2

(
2p + G

p

)
+ A4p

)
∂

∂p

+ 2A23Gp
∂2

∂G∂p + A23
2
G ∂2

∂p2
+

(
A23G
2p2

+ 3A23 + 3A4

)
Id . (104)

The Fokker–Planck equation for the pair of processes (G, p) is then
∂P

∂L
(L,G, p) = L�G,pP(L,G, p), P(L = 0,G, p) = δ(G)δ(p − 1). (105)

By defining the following

a� =
[
2A23p

2G A23Gp
A23Gp

A23
2 G

]
, b� =

[
2A23p

2 − 2GA4
2A23p − A23(2p + G/p)/2 + A4p

]
, ∇ =

[
∂/∂G
∂/∂p

]
,

(106)

and Q = A23G/(2p2)+ 3A23 + 3A4, the Fokker–Planck Equation (105) can be rewritten as

∂P

∂L
(L,G, p) = (a�∇ + b�) · ∇P(L,G, p)+ QP(L,G, p). (107)
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Equation (107) can be rewritten by using the identity (a�∇ + b�) · ∇ = ∇ · (a�∇)+ c� · ∇ ,
where

c� = b� − ∇Ta =
[ −A23G − 2GA4
A23p − A23(2p + G/p)/2 + A4p

]
. (108)

The Fokker–Planck equation may then be written as

∂P

∂L
(L,G, p) = ∇ · a�∇P(L,G, p)+ c� · ∇P(L,G, p)+ QP(L,G, p), (109)

with Dirac delta initial condition

P(L = 0,G, p) = δ(G)δ(p − 1). (110)

The Fokker–Planck Equation (109) is then expressed in its weak form to obtain a numeri-
cal solution for the probability density function P(L,G, p). A numerical solution is obtained
using the FeniCS package [44] in Python. With Neumann boundary conditions and test
function v(x) (x = (G, p),� = [0, 1] × [1,∞]) the weak form of the problem is

a(P, v) = L(v), (111)

where

a(P, v) =
∫
�
(v(x)P +�L S(P))dx, (112)

L(v) =
∫
�
v(x)P dx, (113)

with S(P) = ∇v(x) · a�∇P − v(x)c� · ∇P − v(x)QP. A rectangular mesh is used for the
domain� and a convergence study for optimalmeshdiscretization suggests a coarsemesh
in the G direction and a very fine mesh in the p direction is required.

4. Numerical results

The properties of austenitic steel (see Table 1) were used to obtain the diffusion coefficients
(given below Equation (81)) which appear in the Fokker–Planck Equation (111). Austenitic
steel was chosen as it is an anisotropic heterogeneous layered engineering material. of a
The numerical solution of this equation provides the probability density function P(L,G, p)
which is then used to compute the statistical moments of the power transmission coeffi-
cients in Equation (99). A frequency (ω̃ ∼ ε−2) and a mean wave speed of c3 = 4500ms−1

were used together with the stiffness tensor constants in Table 1. The correlation integral
ϒ(φ) in Equation (78) is set to1 for the following simulations, however this canbecalculated
for a specific material as outlined in [17].

In Figure 3 the mean power transmission coefficient versus the depth into the random
medium L is plotted. The power transmission coefficient gives the amount of energy that is
sent through the medium, decreasing as a function of the length L of the medium. As the
degree of anisotropy ν is increased, an increased decay in the amplitude of the coherent
wave is observed.

Figure 3 also shows the variance in the power transmission coefficient.
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Table 1. Table of material constants for austenitic steel [18].

Elastic material constants and density

¯̄c11 ¯̄c33 ¯̄c44 ¯̄c66 ¯̄c13 ρ

Austenitic steel 217.1 GPa 263.2 GPa 82.4 GPa 128.4 GPa 144.4 GPa 8100 kgm−3

Figure 3. Plots of themean transmission coefficient (see Equation (99)) (black) with the associated vari-
ance (red) for the degree of anisotropy ν = (1.1, 1.25) versus L; the non-dimensionalized penetration
depth. The material parameters are given in Tables 1 and 2. Eventually the variance will asymptote to
zero, and at that stage the process has self averaged. This means that very thick materials will have a
narrow probability density function and so the mean can be used to characterize the material. There-
fore, homogenization could be applied in such cases, however, in intermediate material thicknesses, a
stochastic approach such as that contained in this paper is needed. See the appendix for constants used
in the simulation.

For an infinitesimally thin material (characterized by L=0) the energy of the wave is
fully transmitted (E[τ ] = 1) with no uncertainty and therefore the red curve in Figure 3
starts at the origin. As the thickness increases, then the mean transmission coefficient
decreases. This is more marked for materials with a higher degree of anisotropy. At the
same time the uncertainty increases and peaks at a depth of material that varies with the
degree of anisotropy. It can be seen that this high uncertainty persists for a large range of
lengths L for ν = 1.1. Solving for thepower transmission through the finite elementmethod
necessitates investigating element sizes for convergence whilst minimizing computational
complexity and the associated computational expense. By conducting amethodical search
across this hyper-parameter space (element and domain size), we identified the most effi-
cient solver settings that struck a balance between accuracy and computational time. We
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Table 2. Material constants used in numerical simulations.

Parameter Value Units

c3 4500 LT−1

ρ 8100 ML−3

c̄66 8.914 × 1010 ML−1T−2

c̄44 1.217 × 1011 ML−1T−2

c̄64 −1.626 × 1010 ML−1T−2

α̃ −1.671 × 10−1 [–]
β̃ −1.348 [-]
γ̃ −1.716 × 10−1 [–]
α −2.267 [-]
β −2.674 × 10−1 [–]
γ 1.291 [–]
A1 8.472 × 10−1 [–]
A2 −5.503 × 10−1 [–]
A3 −5.924 × 10−1 [–]
A4 4.662 × 10−1 [–]
A5 3.510 × 10−1 [–]
L̃ 1.425 [–]

employed the initial condition (110) in our hyperparameter search, ensuring the conser-
vation of probability as we increased the length of the medium (L). Our findings revealed
that utilizing a box mesh with spatial dimensions (x, y, z)initial = (1 × 10−4, 1 × 10−4, 1) to
(x, y, z)final = (4, 4, 4) and a density of 1000 elements in each axis yielded promising results
without incurring significant computational costs. The mesh resolution is governed by the
number of cells in each direction (nx , ny , nz).

5. Concluding remarks

A probabilistic model of a monochromatic, horizontally polarized shear wave propagat-
ing in a randomly layered heterogeneousmedium constructed of locally anisotropic layers
has been constructed and studied. The spatial scaling regime is such that the internal
microstructure of the medium interacts with the probing wave to produce an incoherent
coda wave. The orientation of the anisotropic material varies randomly from layer to layer
according to a Markov process. Using elastodynamic equations, expressions for the for-
ward and backward wave-modes, which describe the reflected and transmitted energy for
the input wave were derived. Via a series of transformations, a system of stochastic differ-
ential equations was then derived for a propagator formulation of this wave-mode prob-
lem. Utilizing a limit theorem from stochastic analysis a linear partial differential equation
(Fokker–Planck equation) for the probability density function associated with the trans-
mitted power was derived which was solved via a finite element package in Python. Its
numerical solution enabled an investigation into the effect that the material parameters
have on the decay of energy in the coherent part of the transmitted probing wave.

In particular the mean and variance of the transmitted energy through a class of
austenitic steel welds was calculated without the need for expensive Monte Carlo sim-
ulations. Varying the degree of anisotropy parameter ν had a significant impact on the
attenuation of the coherent energy. It also showswhen a homogenization approachwould
be valid (small higher moments in the probability density function) for a given material,
mean layer size and wavelength. By capturing the randomness present in materials such
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as austenitic welds, this model could be used by experimental scientists in the NDT com-
munity; calculations of the correlation integrals can be obtained from experimental images
of the material microstructure [17]. For example, this model could estimate optimal fre-
quency ranges for a probing ultrasonic wave in order to image (with good resolution) to a
certain depth in a given randommedia. It could also beused in finite element simulations of
ultrasonic wave propagation, to generate attenuation factors (and uncertainty quantifica-
tion) for elastic wave propagation in such layered materials without the need for explicitly
including the layer geometry in the simulation.

The probabilistic model presented in this paper could be used by experimentalists who
are interested in developing techniques for the quality assurance of layered metallic com-
ponents suchas those found in additivelymanufacturedorweldedcomponents. Themodel
can assist in the choice of frequency content in the (source) laser generated ultrasound
waves to ensure the maximum information on the underlying material microstructure is
then contained in the transmitted wave; that is, when there is the maximum variance in
the population of transmission coefficients (see Figure 3). This would provide the optimal
environment for the tomographic reconstruction of themicrostructure in the component’s
interior to be reconstructed.

Future work could include some experimental testing of the work in this paper. Metallic
components (that are polycrystalline and anisotropic such as the Titanium alloy Ti-64 [16])
could be additively manufactured and a short pulsed laser then used to generate a time-
domain, broadband ultrasonic wavefield that propagates through the material. A spatial
array of detection lasers, distributed across the component’s rear surface, could then record
these transmitted ultrasonic waves using laser interferometry. Each of these transmitted
waves will have a slightly different form and the variation in the transmission coefficient
could be calculated for example. By then reducing the thickness of the component, by
say milling, and repeating these measurements the effect of the component thickness (L)
on the variation in the transmission coefficient could be calculated; this could create an
experimental means of testing the results in Figure 3. This paper does not consider the
full elastodynamic equations and longitudinal waves and the associated mode conversion
or non-layered materials. Introducing these phenomena would introduce significant com-
plexity and make analytical headway extremely difficult, therefore we consider this as a
future extension of our work.
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