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Abstract— Utilising the unmanned aerial vehicle (UAV) for au-
tonomous inspection in extremely confined environments has be-
come a much sought research area, due to the pressing industrial
needs. To provide the high accuracy position information of UAV
in such environments, the ultra-wideband (UWB) based localisa-
tion technology has been one of the ideal candidates. However,
the unpredictable propagation condition and the geomagnetic dis-
turbances for inertial measurement unit (IMU) will all have huge
impact on the positioning performance with the single UWB and
the IMU/UWB based loosely coupled (LC) sensor fusion approach.
Therefore, a tightly coupled adaptive extended Kalman filter (TC-
AEKF) based sensor fusion UAV localisation system is proposed
and developed in this paper for autonomous inspection in extremely
confined environments. The proposed system can attain high ac-
curacy localisation of UAV with 0.097m median error, 0.167m 95th

percentile error and 0.039m average standard deviation (STD). The
drift led by the geomagnetic disturbances for IMU is greatly reduced
with the estimation error of the roll, pitch and yaw angle to be 2.15◦, 1.54◦ and 4.58◦, respectively. Finally, an autonomous
inspection experiment has been conducted to prove the effectiveness of the proposed system and algorithm for actual
application, the video from it has been attached in URL https://youtu.be/nEgvwbIVRRk.

Index Terms— Unmanned aerial vehicle (UAV), tightly coupled sensor fusion, autonomous inspection, ultra-wideband
(UWB), inertial measurement unit (IMU), extremely confined environments.

I. INTRODUCTION

ALONG with the development of robotic based technolo-
gies, the applications for the unmanned aerial vehicle

(UAV) based inspection in industry area have become a
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much sought research area. Currently, lots of researches and
commercial solutions have already been made for efficient
and detailed inspection with the UAV inside the extremely
confined industrial space such as water tank, oil and gas
pressure vessel, penstocks and boiler to substitute humans [1]–
[5]. In order to do the autonomous and efficient inspection in
such environment, the position information for the UAV will
be one of the crucial information to be acquired. However, due
to the unavailability of the global positioning system (GPS)
inside such environments, current systems such as the famous
commercial UAV system Elios 2 designed by the Flyability [5]
relies on the manually control by the well-trained engineers.
This will certainly increase the collision or crash risk and
limit the efficiency for the whole system. Therefore, to achieve
the autonomous and efficient inspection in extremely confined
environments, a new localisation technology is required.

Lots of localisation technologies including visual odom-
etry (VO), light detection and ranging (LiDAR), ultrasonic
and ultra-wideband (UWB) have already been investigated
for high performance UAV positioning [6]. Among them,
the VO is the extensively adopted one, due to the high
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accuracy, implementation simplicity, low cost and low prior
information requirement characteristics [7]–[9]. However, the
low illumination condition for applications in extremely con-
fined environments has the huge impact on the localisation
performance. Apart from VO, the LiDAR based technologies
have also attracted plenty of attentions on UAV position-
ing, owing to the enhanced accuracy and robustness features
in different environments [10], [11]. Nevertheless, the large
weight and high cost for the LiDAR system cannot be ignored
for UAV applications. The ultrasonic [12] and UWB [13]
are the two positioning technologies with similar localisation
principle. These two technologies all leverage the pre-deployed
auxiliary nodes for localisation. Yet, even centimetre-level
accuracy can be attained with ultrasonic, the low update rate
(around 16Hz) led by the inherent nature of the acoustic
wave and vulnerable to the unpredictable signal occlusion
still restrict its applications on UAV [14]. For the UWB
based localisation technologies, high temporal resolution for
high accuracy ranging (centimetre-level) can be obtained with
the large bandwidth and nanosecond nonsinusoidal narrow
pulse transmission signal [15], [16]. The performance impact
caused by the signal occlusion between the UWB sensor
nodes can also be limited with these characteristics. Moreover,
considering the inherent nature of the electromagnetic wave,
the performance degradation due to the low illumination
conditions can be ignored, and the extremely high signal trans-
mission speed can provide high update rate for the ranging
information (around 25Hz according to the real experiment).
Therefore, the UWB based localisation technologies can be
seen as the ideal candidate for UAV applications in extremely
confined environments. However, the potential performance
oscillation and degradation caused by the variation of the
operational environment and the unpredictable propagation
condition between the UWB sensor nodes still exist.

To solve the existing issues, the inertial measurement unit
(IMU) and UWB based sensor fusion approach is known as the
extensively exploited one. In [17], an extended Kalman filter
(EKF) based localisation system was designed through the
integration of IMU and the position information from UWB
for indoor navigation applications. Meanwhile, Strohmeier
et al. [18] proposed an EKF sensor fusion approach with
the utilisation of the position information from UWB for
UAV localisation. Likely, both the position information from
IMU and UWB in [19] was taken into account for position
estimation. Since the position information from UWB is the
high level information estimated through the original mea-
surements, which is known as the pre-processed information,
approaches in [17], [18] and [19] can be seen as the loosely
coupled (LC) sensor fusion approach. The performance of
these approaches is significantly restricted by the positioning
algorithm on the UWB system. Similarly, authors in [15],
[20] and [21] were focused on the research about the sensor
fusion approach based on IMU and UWB. Differently, they all
exploited the low level ranging measurements from the UWB
sensor nodes for position estimation. With the directly utilised
ranging information, the potential performance degradation
caused by the pure UWB based positioning algorithm can
be ignored. Yet, the coordinate transformation process of

the algorithms in [15] and [20] still rely on the estimated
attitude information from IMU, the potential drift for the
attitude information caused by the magnetometer in our fo-
cused environments still have great impact. To overcome this
potential drift, authors in [18] and [21] all introduced the
angular rate in the state prediction process for performance
improvement. Nevertheless, Strohmeier et al. [18] directly
utilised the estimated position information as the observation
information which greatly limits the system performance.
Both of them have not considered the performance influence
caused by the changing environment, they all treated the noise
covariance matrices as constant. For the EKF based sensor
fusion approach, the two noise covariance matrices which
known as the Q and R matrices highly affect the performance
[22]–[24]. An inappropriate noise model will directly cause
the performance degradation or even the filtering divergence
[25]. Furthermore, during the flight of UAV, the variation of
the propagation condition for the UWB sensor nodes always
exists, which means that even the Q and R matrices can be
tuned through trial and error, however, this variation still has
great impact on the system performance when these constant
noise covariance matrices [26] are utilised. Thus, how to obtain
the suitable noise covariance matrices dynamically is the other
issue has to be solved urgently. In the authors’ previous work
[27], the noise covariance matrices have been successfully
estimated to deal with the performance influence caused by the
variation of the operational environment and the unpredictable
propagation condition. Nevertheless, the potential drift for the
attitude information caused by the magnetometer still has the
great impact on the positioning performance and requires to
be resolved.

To remedy all the aforementioned issues, a tightly coupled
adaptive extended Kalman filter (TC-AEKF) based sensor
fusion approach is proposed. Leveraging the TC sensor fusion
approach and the consideration of the angular rate in the
process model, the drift on the attitude information caused
by the magnetometer on IMU in our focused environments
can be eliminated. Meanwhile, with the utilisation of the
low level ranging information from UWB, the performance
influence from the pure UWB based positioning algorithm can
be ignored. Moreover, for the unknown noise covariance ma-
trices, through the proposed AEKF algorithm, these two noise
covariance matrices can be adaptively estimated to establish
more accurate noise model for performance improvement. To
make it clear, the main contributions of this paper are listed:

1) Compared with the traditional LC sensor fusion approach,
for the proposed TC-AEKF algorithm, the angular rate is
considered in the state prediction process. This is to limit
the performance degradation and oscillation caused by
the magnetometer on the IMU. With the introduction of
the angular rate, the drift for the attitude information can
be limited to prevent the performance influence.

2) Considering the performance degradation and oscillation
led by the unknown and constant noise covariance ma-
trices, the weighting factor based adaptive estimation
approach is introduced in the proposed TC-AEKF al-
gorithm. With the adaptively estimated noise covariance
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matrices and the weighting factors, the proposed TC-
AEKF algorithm can catch up the changes for the op-
erational environment, get rid of the potential filtering
divergence and maintain a high precision localisation
performance to keep the stability of the UAV in focused
environments. From the evaluation results, it can be
proved that the proposed approach significantly elevates
the UAV localisation performance in extremely confined
environments.

3) A low cost UAV based inspection system is presented
and implemented for the autonomous inspection inside
extremely confined environments and the evaluation of
the proposed localisation approach. According to the real
flight tests, the proposed system is capable of the au-
tonomous inspection in extremely confined environments
to substitute humans.

In order to show the structure of the system and the whole
operational process, the system overview is made in Section
II. Then, the detailed description for the proposed algorithm is
presented in Section III. Afterwards, for the purpose of com-
prehensive validation, simulations and experiments including
the performance evaluation experiments and the autonomous
inspection flight test are conducted and analysed in Section
IV. Finally, the conclusion is drawn in Section V.

II. SYSTEM OVERVIEW

The whole UAV system is composed of six modules as
depicted in Fig. 1. The commercial low cost quadcopter known
as Bebop 2 designed by Parrot is served as the UAV module.
The second one is the UWB module. It consists of four fixed
anchor nodes (auxiliary nodes with known positions), one tag
node (node to be located, containing one IMU module on it to
provide the acceleration and angular rate information) attached
on UAV and one listener node to communicate with the ground
station. In addition, there is another IMU module integrated
within the UAV to provide the observation information for the
correction of the predicted information. Then is the recording
module, known as the Insta360 go 2. It is responsible for the
high quality video recording and image capturing. To achieve
the UAV stable control, a ground station (laptop) is required
for algorithm operation and command generation. Finally is
the reference system (OptiTrack V120:Trio) to provide the
ground truth for performance evaluation. The price, size and
weight for each component are listed in Table I. The cost
for the IMU module is already included in the Bebop 2. The
cost for the UWB system including one tag node, one listener
node, four anchor nodes and relevant accessories. The size and
weight for the UWB system in the table represents the size
and weight for the tag node, considering only the tag node is
equipped on UAV. The reference system is only exploited for
the performance evaluation and the ground station does not
belong to the UAV system. Therefore, the prices and sizes of
these two modules are not considered.

As shown in Fig. 1, the acceleration and angular rate are
firstly captured during the operational process. This is done by
the gyroscope on the tag node. Then, the captured information
is transmitted to the ground station through the listener node

TABLE I
SIZE, WEIGHT AND PRICE FOR EACH COMPONENT.

Name Price (£) Size (mm) Weight (g)
Parrot Bebop 2 279.99 381 × 327.7 × 88.9 504
UWB System 583 60 × 53 × 1 12
Insta 360 go 2 294.99 52.9 × 23.6 × 20.7 26.5

for the state prediction. The listener node is directly connected
with the ground station through USB cable. Simultaneously,
the distance and the attitude information are recorded and
calculated by the UWB sensor nodes and the IMU on UAV.
Afterwards, these are transmitted to the ground station for the
state correction. In the system, the ground station also serves
as the localisation server, which is responsible for the opera-
tion of the localisation algorithm. Finally, with the predicted
and corrected information of UAV, the control command is
generated by the ground station. Then it is sent back to the
UAV via Wi-Fi for position and attitude control.

III. SENSOR FUSION BASED UAV POSITIONING

In order to solve the existing issues for the current single
UWB based localisation system and the traditional LC sensor
fusion approach, a novel TC-AEKF sensor fusion approach is
proposed and introduced in this section.

A. Transformation of the coordinate system
In the proposed system, different from traditional applica-

tions, the local coordinate system is determined by four fixed
anchor nodes, which is denoted as OXUWBYUWBZUWB .
Apart from the local coordinate system, the acceleration,
angular rate and attitude information of UAV are all based
on the body frame of UAV which is noted as OXBYBZB .
Therefore, for the purpose of the position estimation through
the measured acceleration information, the conversion between
these two coordinate systems is required.

The whole conversion process can be divided into three
steps. Firstly, transforming the acceleration information from
the UAV body frame into the pitch frame with the estimated
roll angle ϕ from the TC-AEKF approach is made. Then,
leveraging the same principle, converting the acceleration
information in the pitch frame into the yaw frame with the
estimated pitch angle θ is conducted. Finally, utilising the
estimated yaw angle ψ, rotating it into the local coordinate
system determined by the fixed anchor nodes is made. The
whole transformation process can be described as

aUWB =

cosψ cos θ a12 a13
cos θ sinψ a22 a23
− sin θ cos θ sinϕ cos θ cosϕ

aB , (1)

where, aB is the measured acceleration information in the
body frame,

CBUWB =

cosψ cos θ a12 a13
cos θ sinψ a22 a23
− sin θ cos θ sinϕ cos θ cosϕ

 , (2)

is the transformation matrix, aUWB denotes the transforma-
tion results which is known as the acceleration information
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Fig. 1. System structure.

in the local frame, a12 = cosψ sin θ sinϕ − cosϕ sinψ,
a13 = sinψ sinϕ + cosψ cosϕ sin θ, a22 = cosψ cosϕ +
sinψ sin θ sinϕ, a23 = cosϕ sinψ sin θ − cosψ sinϕ.

B. TC-AEKF based sensor fusion approach

1) State prediction process: Throughout the UAV kinematic
model [28], the state transition equation can be represented as

γ̂k/k−1 = γk−1 +∆Tωk−1

p̂k/k−1 = pk−1 +∆Tvk−1 +
∆T 2

2 aUWB
k−1

v̂k/k−1 = vk−1 +∆TaUWB
k−1

aUWB
k−1 = CBUWB

k−1 aBk−1

, (3)

where, γ = [ϕ θ ψ]T is the attitude of UAV, ω = [ωϕ ωθ ωψ]
T

is the angular rate, p = [x y z]T represents the UAV position
information, v = [vx vy vz]

T is the velocity at X, Y and Z
direction, aUWB = [aUWB

x aUWB
y aUWB

z ]T is the accelera-
tion at X, Y and Z direction in local localisation frame, ∆T
denotes the time interval between two round measurements.
The variables with the subscript k/k − 1 represent these
variables are the intermediate variables between two rounds
and are estimated through the prediction process. It is noted
here that the acceleration and angular rate between two rounds
are assumed as constant. Then, transforming the equation into
matrix form yields[

ρ̂k/k−1

ûk/k−1

]
=

[
F ρ
k 0
0 Fu

k

] [
ρk−1

uk−1

]
+

[
0 0
0 Bu

k

] [
0

aUWB
k−1

]
,

(4)
in which, ρ = [ϕ ωϕ θ ωθ ψ ωψ]

T represents the UAV attitude
and angular rate information, u = [x vx y vy z vz]

T consists
of the position and velocity information in this round, the state
transition matrix is composed of F ρ

k and Fu
k ,

F ρ
k = Fu

k = I3 ⊗
[
1 ∆T
0 1

]
, (5)

the control matrix is constituted by Bu
k ,

Bu
k = I3 ⊗

[
∆T 2

2
∆T

]
, (6)

where, I represents the identity matrix, “⊗” is the Kronecker
product.

In the actual process, the measurement noise and gyro bias
for the measured information including the angular rate and
acceleration should be considered and represented as follows,

ω = ω̃ + bω + e, (7)

aUWB = ãUWB + ba + n. (8)

Where, corresponding to the literatures in [21], [29] all the
measurement noise and the gyro bias are modelled as the ad-
ditive white Gaussian noise (AWGN) with zero mean and vari-
ance. These are listed as, bω ∼ N(0,σ2

bω), b
a ∼ N(0,σ2

ba),
e ∼ N(0,σ2

e) and n ∼ N(0,σ2
n). ω̃ and ãUWB are assumed

as the true value of the angular rate and acceleration. ω and
aUWB are supposed to be the measured value of them. Then,
from (4), (7) and (8), the state covariance matrix can be derived

Âk/k−1 =

[
F ρ
k 0
0 Fu

k

] [
ρk−1

uk−1

] [
ρk−1

uk−1

]T [
F ρ
k 0
0 Fu

k

]T
+

[
Qρ
k +Qbω

k 0

0 Qu
k +Qba

k

]
,

(9)

where, the state process noise covariance matrix Q is con-
stituted by the noise and bias from IMU measurements,
Qρ
k = F ρ

kekek
TF ρ

k
T , Qbω

k = F ρ
kb
ω
kb

ω
k
T
F ρ
k
T , Qu

k =

Bu
knkn

T
kB

u
k
T and Qba

k = Bu
k b

a
kb
a
k
T
Bu
k
T .

Then, the position and attitude information of UAV can
be predicted. However, in the actual process, the cumulative
error always exists which will directly cause the performance
degradation as time goes on. Therefore, a correction process
to update the predicted information is required.

2) Correction process: In the system, the precise distance
information between the tag node and fixed anchor nodes can
be obtained through the communication within these UWB
sensor nodes. To prevent the requirement of the strict time
synchronisation between these nodes, the two-way time of
flight (TW-TOF) ranging scheme is selected. For the TW-TOF,
with the measured time of departure (TOD) and time of arrival
(TOA) information on each side, the clock difference between
these nodes can be cancelled directly. Then, the measured
distance information from TW-TOF is served as the observa-
tion information to correct and update the predicted position
information. Moreover, the attitude information provided by
the IMU module equipped on the UAV is exploited as the
attitude observation information for correction.
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Assuming the attitude measurement matrix and the distance
measurement matrix at k round to be ζρ

k and ζu
k , the obser-

vation equation can be derived as[
ζρ
k

ζu
k

]
=

[
Hρ

k 0
0 Hu

k

] [
ρ̂k/k−1

ûk/k−1

]
+

[
ϵk
ηk

]
, (10)

in which, the observation transition matrix is composed of
Hρ

k and Hu
k , ϵ ∼ N(0,σ2

ϵ) and η ∼ N(0,σ2
η) are denoted

as the attitude measurement noise and distance measurement
noise which are all modelled as the AWGN. Considering that
the observation information ζρ

k measured from the IMU is the
attitude, the transition matrix Hρ

k can be

Hρ
k =

1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0

 . (11)

Differently, ζu
k measured by the UWB sensor nodes is the

distance information, therefore, a conversion is required. Since
the distance information cannot be linearly represented by
the position information, the first order Taylor expansion is
utilised,

Hu
k =


∂d1,k/k−1

∂x̂k/k−1
0

∂d1,k/k−1

∂ŷk/k−1
0

∂d1,k/k−1

∂ẑk/k−1
0

∂d2,k/k−1

∂x̂k/k−1
0

∂d2,k/k−1

∂ŷk/k−1
0

∂d2,k/k−1

∂ẑk/k−1
0

...
...

...
...

...
...

∂dj,k/k−1

∂x̂k/k−1
0

∂dj,k/k−1

∂ŷk/k−1
0

∂dj,k/k−1

∂ẑk/k−1
0

 ,
(12)

where, j is supposed to be the number of fixed anchor nodes.
The Kalman gain can be obtained throughout the aforemen-

tioned processes and represented by

Kgain =Âk/k−1

[
Hρ

k 0
0 Hu

k

]T
· (
[
Hρ

k 0
0 Hu

k

]
Âk/k−1

[
Hρ

k 0
0 Hu

k

]T
+

[
Rρ
k 0
0 Ru

k

]
)−1,

(13)

where, the combination of Rρ
k and Ru

k is supposed to be the
measurement noise covariance matrix R.

Finally, the position and attitude information from the
prediction process can be corrected, i.e.[

ρ̂k
ûk

]
=

[
ρ̂k/k−1

ûk/k−1

]
+Kgain(

[
ζρ
k

ζu
k

]
−
[
Hρ

k 0
0 Hu

k

] [
ρ̂k/k−1

ûk/k−1

]
),

(14)

Âk = Âk/k−1 −Kgain

[
Hρ

k 0
0 Hu

k

]
Âk/k−1. (15)

3) Observability analysis: In order to prove the effectiveness
of the proposed algorithm and system, the observability anal-
ysis has been done as follows. Considering the linearisation
for the observation transition matrix has already been done in
the previous process, the piecewise constant system (PWCS)
method is utilised for analysis. With the state prediction
equation in (4), the observation correction equation in (10)

and the PWCS method, the total observability matrix (TOM)
QTOM
k for the system can be represented as

QTOM
k =



H1

H1F 1

· · ·
H1F

i−1
1

H2

H2F 2

· · ·
H2F

i−1
2

· · ·

F i−1
1

· · ·
Hk

HkF k

· · ·
HkF

i−1
k

· · ·

F i−1
k−1F

i−1
k−2 · · ·F

i−1
1



. (16)

Within the equation, i is supposed as the number of the state,
which is 12 for this system. Hk and F k is the observation
transition matrix and the state transition matrix,

Hk =

[
Hρ

k 0
0 Hu

k

]
, (17)

F k =

[
F ρ
k 0
0 Fu

k

]
. (18)

According to the definition of each, it can be proved that the
rank of QTOM

k is 12, which is the same as the number of the
state in this system. Thus, the system is observable.

4) Estimation of the noise covariance matrices: Even the
precise attitude and position information of the UAV can be
attained, nevertheless, how to adjust or decide the Q and R
matrices still have huge impact on the localisation perfor-
mance. Thus, the AEKF based approach is investigated in this
section to adptively estimate these matrices for performance
improvement [22], [23], [30].

It can be observed that, through (10), the measurement
noises can be approximated by the measured and the predicted
information in this round,[

ζρ
k
′

ζu
k
′

]
=

[
ζρ
k

ζu
k

]
−

[
Hρ

k 0
0 Hu

k

] [
ρ̂k/k−1

ûk/k−1

]
. (19)

Therefore, the innovation covariance matrix Ĉζρ
k
′ζu

k
′ can be

derived as

Ĉζρ
k
′ζu

k
′ =

1

M

k∑
i=k−M+1

[
ζρ
i
′

ζu
i
′

] [
ζρ
i
′

ζu
i
′

]T
, (20)

where, M is the sampling number or window size. Then, the
estimation of R matrix can be obtained through (19) and (20)[

Rρ
k 0
0 Ru

k

]
= Ĉζρ

k
′ζu

k
′ −

[
Hρ

k 0
0 Hu

k

]
Âk

[
Hρ

k 0
0 Hu

k

]T
.

(21)
Similarly, the Q matrix can also be approximated as[
F ρ
kek + F ρ

kb
ω
k

Bu
knk +Bu

k b
a
k

]
= Kgain·(

[
ζρ
k

ζu
k

]
−
[
Hρ

k 0
0 Hu

k

] [
ρ̂k/k−1

ûk/k−1

]
),

(22)
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[
Qρ
k +Qbω

k 0

0 Qu
k +Qba

k

]
= KgainĈζρ

k
′ζu

k
′KT

gain. (23)

However, the estimation of the R and Q matrix still
rely on the measured information which may result in the
performance oscillation or filtering divergence due to the
unpredictable propagation condition between the UWB sensor
nodes and the changing operational environment. For tradi-
tional positioning applications, such as personnel positioning
or object positioning, as the performance oscillation is not a
persistent performance degradation, the influence can be safely
neglected. Nevertheless, the situation has changed for UAV
applications. Since the UAV will react every estimated position
information from the system, this performance oscillation may
cause the instability of the UAV, especially in the extremely
confined environments. Therefore, it is still required to avoid
this performance oscillation for the improvement of the UAV
stability in such environment. To remedy the existing issue,
additional weighting factors are added in the approximation
process to limit the estimation of these two noise covariance
matrices.

5) Additional weighting factors: Inspired by the estimation
approach in [30] and in order to eliminate the performance
degradation and prevent the potential filtering divergence. Four
weighting factors α, α′, β and β′, plus with the offline data for
these two noise covariance matrices Roff and Qoff estimated
before the flight of UAV are introduced in the approximation
process.

Firstly, for the estimation of the measurement noise covari-
ance matrix, with the additional weighting factors α and α′,
the offline data Roff and the approximation equation from
(21), it can be derived that

Rupdate =

[
(1− α′)Rρ

off 0

0 (1− α)Ru
off

]
+

[
α′

α

]
· (Ĉζρ

k
′ζu

k
′ −

[
Hρ

k 0
0 Hu

k

]
Âk

[
Hρ

k 0
0 Hu

k

]T
).

(24)
Apparently from (24), with the increasing of α and α′, more
trust is given to the current measurements to catch up the
changes caused by the changing environment or propagation
condition. However, this may lead to the oscillation for the es-
timation of the R matrix, which means the filtering divergence
is more likely to happen. In contrast, the estimation of the R
matrix is relatively stable, but the system needs more time to
catch up the changes, which means a long time performance
degradation.

Same as the estimation of the R matrix, the other two
weighting factors β and β′ are added in the estimation of the
Q matrix to avoid the performance degradation and filtering
divergence. The estimation equation is written as

Qupdate =

[
(1− β′)Qρ

off 0

0 (1− β)Qu
off

]
+

[
β′

β

]
KgainĈζρ

k
′ζu

k
′KT

gain.

(25)

Similarly, with the augmentation of β and β′, the estimation
of the Q matrix more relies on the current measurements

(acceleration and angular rate) to catch up the changes. Other-
wise, greater proportion is given to the offline data to keep the
estimation process relatively stable, but more time is required
to catch up the changes.

Even with the additional weighting factors the estimation
performance can be improved, nevertheless, the value of these
weighting factors still have huge impact on the localisation
performance. To overcome this, an adaptive estimation process
is proposed for the estimation of these weighting factors.

Because α and α′ are added to limit the estimation of
the measurement noise covariance matrix, α and α′ can be
made through the difference between the current observation
information and the predicted information[

α′
ad

αad

]
=

 1
3

∑3
i=1[ζ

ρ
k
′]i1

ζρin
′

1
j

∑j
i=1[ζ

u
k

′]i1

ζuin
′

 [
α′
in

αin

]
, (26)

where, αad and α′
ad are the adaptively estimated weighting

factors, αin and α′
in are the initial value for each, ζρin

′ and
ζuin

′ represent the initial value for the current difference which
are measured through a set of observation and prediction
information before the flight of UAV and j is the number
of fixed anchor nodes in the system. The number of the fixed
anchor nodes will highly affect the system performance. As
with the lesser fixed anchor nodes, the number of the obser-
vation information (ranging information) may be insufficient
to guarantee the high system performance. When more fixed
anchor nodes are used, the increased number of the observation
information can improve the system performance. However,
this is at the expense of decreasing the position update rate.
With more fixed anchor nodes, the communication burden for
the tag node on the UAV will be increased, which will directly
lead to the decreasing of the position update rate. On the other
hand, considering the applications are within the extremely
confined environments, more anchor nodes applied will also
increase the deployment difficulty and limit the application
scenarios of the system. Under such circumstance, in this
system the number of the fixed anchor nodes is set as 4.
Clearly, when the difference between the current observation
information and the predicted value becomes larger, αad and
α′
ad will also become larger to overtake the current changes.

On the contrary, αad and α′
ad will be smaller to give more trust

to the offline data to maintain a steady state. Here it needs to
note that, in order to avoid the filtering divergence, αad is set
within 0≤ αad ≤0.5, αin is supposed as 0.5, and α′

ad is set
within 0≤ α′

ad ≤0.1, α′
in is set to be 0.1. Considering the

potential abrupt change for the observed attitude information
from IMU in confined environments, a smaller value limitation
for the α′

ad is selected to prevent the sudden change for
the estimated measurement noise covariance. Furthermore, a
negative value may be potentially obtained since the estimation
of the measurement noise covariance is from two positive
definite matrices. To prevent the filtering divergence caused
by the negative value, if a negative value for the estimation
is detected, the two weighting factors will be directly set to
zero.

Based on the same principle, β and β′ can also be estimated
through the data from the previous process. But differently,
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as the time interval ∆T has more impact on the prediction
process, with a larger time interval between two rounds accel-
eration and angular rate, the noises from these information will
have more influence on the prediction performance. Therefore,
the estimation of β and β′ will more rely on the time interval
between two round estimations. Throughout the Qoff offline
data and the average time interval ∆Taverage measured before
the flight of UAV, the estimation equation can be derived[

β′
ad

βad

]
=

∆T

∆Taverage

[
β′
in

βin

]
, (27)

in which, βad and β′
ad are the adaptively estimated results,

βin and β′
in denote the initial value for each. To prevent the

filtering divergence, the same limitation has been made for
βad and β′

ad. βad is set within 0≤ βad ≤0.5, βin is supposed
as 0.5, β′

ad is set within 0≤ β′
ad ≤0.1 and β′

in is set to be 0.1.
Finally, throughout the further limited estimation, the local-

isation performance can be further improved.
As a summary, to comprehensively describe the operational

process of the TC-AEKF based sensor fusion approach, the
structure for the algorithm is depicted in Fig. 2. As from
the algorithm structure, in comparison with the traditional
LC-EKF approach, the further improvement from different
perspectives has been made. Firstly, the angular rate is con-
sidered in the state prediction process. It is to prevent the
performance influence from the potential drift on the attitude
information from IMU. Secondly, the approach which can be
utilised for the estimation of the two noise covariance matrices
is incorporated in the algorithm. With the estimation of these
matrices, the adaptive ability of the algorithm can be improved
to adapt the changing operational environment. Finally, and
most importantly, in order to further limit the estimation of
these two noise covariance matrices, two adaptively estimated
weighting factors are introduced in the proposed algorithm.
With the involvement of these two weighting factors, the po-
tential filtering divergence can be ignored and the performance
of the algorithm can be further improved.

IV. SIMULATION AND EXPERIMENT

In this section, to quantitatively evaluate the performance of
the proposed algorithm and the system, different simulations
and experiments have been conducted.

A. Simulation
Before actual experiments, simulations for UAV flight tests

in the Gazebo environment have been carried out. Within
these, the UAV is deployed in an extremely confined space
to mock the actual operational environment. The size of the
operational space is set as X: 1.95m, Y: 3.0m and Z: 2.3m.
Four fixed anchor nodes are deployed in the localisation area
with the coordinates depicted in Fig. 5. Here it needs to note
that, in order to mock the extremely confined space where
difficult for human to access, all the anchor nodes are mounted
on X-Z plane (the X-Z plane is assumed as the entrance of
this confined space).

The planned path for UAV in the simulation is set as
a rectangle, different algorithms including the TC-EKF, the

algorithms in [18], [20] and [21], the TC-AEKF with constant
weighting factors, the LC-AEKF from the authors previous
work [27] and the proposed approach are simulated. The
algorithm in [20] is selected for comparison is under the con-
sideration that it can represent the traditional EKF based sensor
fusion UAV localisation approach. The algorithm proposed
in [18] is more like an improved version of the traditional
approach, which considered the angular rate in the state
prediction process. However, the utilisation of the estimated
position information as the observation information limits its
performance. Most relevantly, the algorithm in [21] considered
the angular rate in the state prediction process and took the
ranging information as the observation information. This can
be the best comparison algorithm to show the adaptive ability
of the proposed algorithm. It needs to note that, owing to the
unacceptable localisation accuracy (around 30cm, according
to the actual experiment) for the single UWB approach in our
focused environments, the traditional LC approach is easy to
beat approach. Therefore, the LC-AEKF approach considered
in the current simulation is the partly LC-AEKF approach
which leverages the ranging information for UAV positioning.
Since the AEKF based approach is feasible for the application
in changing environments, the standard deviation for the
measurement noise of the distance information is randomly
set within [0,0.2]m in the simulation. The flight test results,
including the 3D trajectories, trajectories in three directions,
root mean square error (RMSE) in three directions and the
empirical cumulative distribution function (eCDF) are depicted
in Fig. 3. Meanwhile, the ground truth for each algorithm,
which is directly measured by the simulation platform, has also
been provided in Fig. 4. Moreover, to make it more intuitive,
the detailed information including the localisation median
error, 95th percentile error and the average STD for each
algorithm have been summarised in Table II. Within these,
the numbers behind the TC-AEKF approach are the value for
the weighting factors α′, α, β′ and β, respectively. Before the
simulation results analysation, some comments are made here.
For the trajectory simulation results, it can be observed that,
the offset always exists between the ground truth in Fig. 4 and
the planned path. Considering the trajectory results in Fig. 4
are the ground truths, therefore, this offset is only caused by
the control model of the UAV in the simulation platform. It
has no relationship with the proposed positioning algorithm.
As this paper is focused on the UAV positioning technology,
thus, more attention will be given to the results comparison
between the ground truths and the estimated results from the
proposed algorithm, in order to measure the performance of
the proposed algorithm.

From the simulation results, it can be observed that due
to the changing measurement noise, the first four EKF based
approaches with the constant noise covariance matrices al-
ways show worse performance when being compared with
the AEKF based approaches. Especially, for the EKF based
approaches in [20] and [21], due to the changing measurement
noise, the unsuitable parameter is calculated for the distance
calibration method which directly leads to the performance
degradation. However, with the distance calibration and the
outlier detection method, the average STD for [20] and [21]
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Fig. 2. Algorithm structure.

TABLE II
PERFORMANCE ANALYSIS

Algorithm Median Error Improved 95th Percentile Error Improved Average STD Improved

Simulation TC-EKF 0.078m N/A 0.183m N/A 0.043m N/A
– [18] 0.063m 19.2% 0.200m -9.3% 0.054m -25.6%
– [20] 0.117m -50.0% 0.195m -6.6% 0.047m -9.3%
– [21] 0.088m -12.8% 0.170m 7.1% 0.042m 2.3%
– TC-AEKF (0.1, 0.3, 0.1, 0.3) 0.044m 43.6% 0.105m 42.6% 0.027m 37.2%
– TC-AEKF (0.1, 0.5, 0.1, 0.5) 0.052m 33.3% 0.110m 39.9% 0.030m 30.2%
– LC-AEKF [27] 0.046m 41.0% 0.125m 31.7% 0.034m 20.9%
– Our Proposed 0.040m 48.7% 0.099m 45.9% 0.026m 39.5%

Experiment TC-EKF 0.147m N/A 0.289m N/A 0.080m N/A
– [18] 0.123m 16.3% 0.275m 4.8% 0.083m -3.8%
– [20] 0.183m -24.5% 0.271m 6.2% 0.068m 15.0%
– [21] 0.117m 20.4% 0.220m 23.9% 0.051m 36.3%
– TC-AEKF (0.1, 0.3, 0.1, 0.3) 0.098m 33.3% 0.192m 33.6% 0.044m 45.0%
– TC-AEKF (0.1, 0.5, 0.1, 0.5) 0.132m 10.2% 0.220m 23.8% 0.049m 38.8%
– LC-AEKF [27] 0.099m 32.7% 0.180m 37.7% 0.050m 37.5%
– Our Proposed 0.097m 34.0% 0.167m 42.2% 0.039m 51.3%

can still be improved to 0.047m and 0.042m, respectively.
Then, when being focused on the AEKF approaches, through
the adaptively estimated noise covariance matrices, the results
are significantly smoothed and improved. Clearly, the best
performance can be attained through the proposed approach
with 0.097m median error, 0.167m 95th percentile error and
0.039m average STD. Meanwhile, compared with the TC-
AEKF approach with larger weighting factors (α = β = 0.5),
the one with smaller weighting factors (α = β = 0.3) holds

the better performance. This is relevant to the measurement
noise model in the current process, with relatively stable mea-
surement noise model, small weighting factors will get better
performance. Furthermore, through the performance compari-
son between the proposed algorithm and the LC-AEKF, it can
be observed that, the median error for these two approaches
are almost the same, but the proposed approach shows better
performance for the 95th percentile error. However, because
the inaccurate attitude information caused by the geomagnetic
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Fig. 3. Simulation results. (a) 3D trajectories. (b) X direction trajectories.
(c) Y direction trajectories. (d) Z direction trajectories. (e) X direction
RMSE (m). (f) Y direction RMSE (m). (g) Z direction RMSE (m). (h)
eCDF.

disturbances is difficult to mock in the simulation environment.
Therefore, the estimation error of the attitude information is
almost the same for these two approaches in the simulation
environment.

B. Experiment

1) Experiment configuration: Apart from the simulation,
flight tests in the laboratory environment have also been car-
ried out to prove the effectiveness of the proposed algorithm.
Same as the simulation, the experiment is performed in an
extremely confined space (X: 1.95m, Y: 3.0m, Z: 2.3m) shown
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Fig. 4. The ground truth for each algorithm in the simulation (The
GT within the figures represents the ground truth). (a) 3D trajectories.
(b) X direction trajectories. (c) Y direction trajectories. (d) Z direction
trajectories.

Fig. 5. Experiment environment.

in Fig. 5. Clearly, all the fixed anchor nodes have the same
coordinates in the simulation, and are mounted on the X-
Z plane to mock the human inaccessible environments. The
standard deviations for the measurement noise of acceleration,
angular rate, attitude and distance information are assumed as
0.5m/s2, 2.0◦/s, 4.0◦ and 0.1m in the experiment for the non-
adaptive algorithms. They are estimated through 1000 recorded
information from two IMUs and UWB sensor nodes with the
UAV being kept static at the take-off point.

2) Performance evaluation: In the flight tests, the reference
system developed by OptiTrack is utilised to serve as the
ground truth. The flight path and the evaluated algorithms are
the same as in the simulation. In the flight test, the obstacle is
used to occlude one of the anchor nodes for a short time period
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Fig. 6. Experiment results. (a) 3D trajectories. (b) X direction trajecto-
ries. (c) Y direction trajectories. (d) Z direction trajectories. (e) X direction
RMSE (m). (f) Y direction RMSE (m). (g) Z direction RMSE (m). (h)
eCDF.

during the flight to simulate the noise variation environment.
The flight test results, the ground truth for each algorithm
in the tests, and the detailed performance information are
provided in Fig. 6, Fig. 7 and Table II.

Similar to the simulation, the performance gap between
the EKF and the AEKF based approaches still exists in the
experiment results. But differently, with the suitable calibration
parameter, the average STD and accuracy are greatly improved
for [20] and [21]. When being focused on the AEKF based
approaches, the TC-AEKF approach with smaller weighting
factors (0.1, 0.3, 0.1, 0.3) holds the better performance than
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Fig. 7. The ground truth for each algorithm in the experiment (The
GT within the figures represents the ground truth). (a) 3D trajectories.
(b) X direction trajectories. (c) Y direction trajectories. (d) Z direction
trajectories.

the one with relatively larger weighting factors. For the LC-
AEKF algorithm, in the actual flight tests, more drift caused by
the geomagnetic disturbances for the IMU measurements exist
which directly lead to the degradation for the 95th percentile
error and the precision (average STD) of the algorithm, the
performance oscillation is even larger than the two AEKF ap-
proaches with the constant weighting factors. For the proposed
approach, it still holds the best performance with the median
error, 95th percentile error and average STD to be 0.097m,
0.167m and 0.039m, respectively. In addition to the position
estimation, in the actual flight tests, due to the influence from
the magnetometer, the drift for the attitude information from
the IMU can be observed with the estimation error of the roll,
pitch and yaw angle to be 3.06◦, 3.71◦ and 8.78◦. Leveraging
the proposed approach, this performance degradation is greatly
limited with the estimation error to be 2.15◦, 1.54◦ and 4.58◦,
which are improved 29.8%, 58.4% and 47.8%, respectively.

C. Inspection flight test
Apart from the performance evaluation, in order to com-

prehensively validate the effectiveness of the proposed algo-
rithm and the developed system, the autonomous inspection
flight test in the laboratory environment has been conducted.
Apparently, considering the focused application is within
the extremely confined environments, the biggest challenge
under such circumstance is if the proposed algorithm and
the developed system can keep the stability of the UAV and
complete the inspection task. Therefore, it is essential to verify
the inspection ability with the proposed algorithm and the
developed system in the focused environment.

1) Basic setup: For the inspection flight test, the flight area
of the UAV is set the same as in the performance evaluation
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Fig. 8. Flight trajectory for smart inspection. (a) X direction flight
trajectory. (b) Y direction flight trajectory. (c) Z direction flight trajectory.

test in the laboratory environment to simulate the extremely
confined space (X: 1.95m, Y: 3.0m, Z: 2.3m). The planned
flight path for UAV is calculated through the path planning
algorithm to cover the whole area for the autonomous inspec-
tion. Four anchor nodes are utilised in the system with the
same geometry configuration compared with the performance
evaluation test. The Insta 360 go 2 is exploited to serve as the
recording module for the video recording to do the detailed
inspection.

2) Test objective: The objective of this test is to prove that
the proposed algorithm together with the developed low cost
UAV system is able to do the autonomous inspection in the
extremely confined environments. Here it needs to mention
that, in this test, taking into account the complexity of the
planned path, it is difficult to measure the ground truth during
the flight with the existing reference system. Thus, in this test,
the reference system is not utilised.

3) Flight test: Considering the aforementioned issue, in
the inspection flight test, only the trajectory results from
the proposed algorithm are provided in Fig. 8. To make
it clearer, the video with the real time trajectory results
for the autonomous inspection flight test has been given
in URL https://youtu.be/nEgvwbIVRRk. Apparently, the pro-
posed UAV system is capable of the autonomous inspection
in extremely confined environments.

V. CONCLUSION

In this paper, a low cost UAV localisation system with
the TC-AEKF based sensor fusion approach is proposed
and developed for the autonomous inspection in extremely
confined environments. Firstly, the review for the current lo-
calisation technologies and systems was presented to illustrate
the existing issues. Afterwards, the overview for the system

structure and operational process was introduced. To overcome
the existing issues, the description for the proposed TC-AEKF
based sensor fusion approach was given. With the TC sensor
fusion approach and the adaptively estimated noise covariance
matrices, the performance of the system was significantly
improved. Finally, comprehensive simulations and experiments
have been conducted. According to the results, the proposed
approach can achieve a high accuracy UAV positioning in
focused environments with the median error, 95th percentile
error and average STD around 0.097m, 0.0167m and 0.039m,
respectively. The estimation error of the roll, pitch and yaw
angle was improved to 2.15◦, 1.54◦ and 4.58◦. Furthermore,
to validate the effectiveness of the proposed system, the
autonomous inspection test has been done in the laboratory
environment, in order to demonstrate that the developed sys-
tem with the proposed algorithm is feasible for the autonomous
inspection in extremely confined environments.

It still needs to be noticed that the limitation for the
proposed algorithm and the system still exists. Currently, with
the attached tag nodes on each of the UAVs in the system, it is
possible to localise different UAVs simultaneously. However,
with the increasing of the tag nodes in the system, the
communication burden will also be increased for each of the
anchor nodes. This will directly lead to a reduction of the
position update rate. Therefore, how to keep the same level
position update rate with multiple UAVs exist in the system
will be the future research direction. On the other hand, even
with the additional weighting factors and the offline data, the
performance oscillation and filtering divergence can be limited
and avoided. However, this is at the expense of decreasing
the adaptive ability and accuracy of the algorithm. Therefore,
a new algorithm which can keep the adaptive ability and
precision of the system simultaneously is still required. This
will be another research direction for us.
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