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A B S T R A C T   

Monitoring health condition of offshore jacket platforms is crucial to prevent unexpected structural damages, 
where a prevailing challenge involves translating available feature information into structural damage patterns. 
Although the artificial neural network (ANN) models are popular in addressing this challenge, they often fail to 
capture the temporal correlations between the feature information and the damage patterns, which reduce their 
capability for discovering the laws governing the structural damage detection. To bridge this research gap, this 
study proposes a novel ensemble deep learning model to enhance the temporal feature extraction to improve the 
damage pattern identification. In this approach, a one-dimensional Convolutional Neural Network (CNN) ex-
tracts the spatiotemporal features from the structural vibration measurements. Simultaneously, a SENet attention 
mechanism is introduced to select the most informatic features. Subsequently, a bidirectional long short-term 
memory network (BiLSTM) is employed to learn the mapping between the extracted features and the struc-
tural damage patterns. Furthermore, the particle swarm optimization (PSO) algorithm is used to optimize the 
BiLSTM hyperparameters to enhance its stability and reliability. Both simulations and experiments are carried 
out to collect the vibration responses of the offshore jacket structure in different damage scenarios. The analysis 
results demonstrate that the proposed method produces remarkable improvement with respect to the accuracy 
and robustness in identifying the structural damages when compared with the ANNs. The overall detection 
accuracy of the proposed CNN-BiLSTM-Attention ensemble model is beyond 95%, which provides strong 
applicability to practical structural health monitoring of offshore platforms.   

1. Introduction 

Offshore jacket platforms are widely used in development and uti-
lization of marine resources (Aeran et al., 2020; Asgarian et al., 2016; 
Zhang et al., 2022; Zhang et al., 2024). Each offshore jacket platform 
presents certain unique characteristics, such as high structural 
complexity, large dimensions, and intricate stress conditions. Due to be 
exposed to harsh marine environments (Xu et al., 2021), various types 
and degrees of damages, such as cracking, corrosion, deformation, and 
fractures, are often found on the offshore jacket platforms (D. Zhang 
et al., 2023). These damages can affect the stiffness, strength, stability, 

and durability of the offshore jacket platforms, and consequently, reduce 
the structure reliability and service life, as well as posing great risks of 
casualties and losses (Puruncajas et al., 2020). Therefore, it is critical to 
monitor the health condition of the offshore jacket platforms to ensure 
their safe operation and prolong their lifespan (Wang et al., 2022). 

The damage pattern identification is essential in the health moni-
toring of the offshore jacket platforms. At present, traditional methods 
for damage identification can be classified into three categories, 
including the modal method based on vibration measurements (Asgar-
ian et al., 2016; Huang et al., 2012; Xu et al., 2021), the ultrasonic 
method based on sound waves (Chen et al., 2022; Dou et al., 2022; Meng 
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et al., 2023; Qin et al., 2023), and the potential method based on elec-
tromagnetic fields (Guo et al., 2023; Lu et al., 2022; Ni et al., 2021; 
Zhang et al., 2022). The modal method utilizes the structural vibration 
characteristics (i.e., frequency, mode, and damping) to reflect changes 
in structural stiffness, strength, stability and other characteristics, 
thereby enabling the identification of the structural damages (Fathi 
et al., 2020). The advantages of the modal method include that it does 
not need to obtain data near the damage location and can identify un-
derwater structural damages even if the vibration data are collected far 
away from the damage location; while the disadvantages are that its 
performance is greatly affected by the environmental noise and it is 
difficult to extract and identify modal parameters for complex jacket 
structures (Huang et al., 2012). The ultrasonic method utilizes the 
propagation characteristics of the sound waves in a medium to detect 
defects on the surface and inside the structures, such as cracks, corro-
sion, voids, etc. (Meng et al., 2023). This method can locate and quantify 
the subtle defects and is not limited by the shape and size of the struc-
tures; however, the ultrasonic usually requires clean and well-lubricated 
structure surfaces to drive the sound waves, and for underwater jacket 
structures, additional specially designed underwater probes and robots 

are required to perform the detection operations (F. Zhang et al., 2023). 
The potential method aims to detect the corrosion using the electro-
magnetic characteristics of the structures (Huang et al., 2022). The ad-
vantages of the potential method are that the overall corrosion can be 
quickly evaluated without physical contact and the detection process 
can be controlled remotely (Lu et al., 2022); while the disadvantages are 
that the structure needs cathodic protection to ensure the potential 
stability and the potential sensitivity is low for offshore structures 
(Zhang et al., 2022). From existing literature, it is noticed that although 
traditional methods have made great achievements in structural health 
monitoring, their disadvantages hinder their applications in marine 
structures due to harsh ocean environments (Mojtahedi et al., 2011). 

Recently, the data-driven techniques based on artificial intelligence 
(AI) are popular for offshore structure monitoring (Balu et al., 2022; 
Cattaneo and Macchi, 2019; Chakraborty and Adhikari, 2021). By col-
lecting the time series data of the structure dynamics (such as the ac-
celeration, velocity, and displacement measurements), it is possible to 
use an ANN model to find useful damage features from the time series 
data to identify the damage patterns (Richmond et al., 2020). Generally, 
the data-driven techniques identify the damage patterns mainly through 

Fig. 1. The framework of the ensemble deep learning neural network.  
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the model updating (Augustyn et al., 2020; Shiradhonkar and Shri-
khande, 2011) or the pattern classification (Ghiasi et al., 2022; Jamshidi 
and El-Badry, 2023). The basic idea of the model updating regards the 
pattern identification as a classical optimization problem, which aims to 
reduce the inconsistency between the finite element (FE) model and the 
physic model of the offshore structure by updating the FE parameters 
using the measured time series data from the physic model (Khodaparast 
et al., 2011). Because the prior knowledge of the structure can be 
applied to the FE model, one can only choose necessary data sources 
from the time series for the model updating to reduce the computation 
complexity. However, for complex offshore structures, it is often diffi-
cult to update the FE parameters due to a large number of structure 
parameters (Mojtahedi et al., 2020). To address this issue, the pattern 
classification method is introduced by using the machine learning to 
extract useful damage features directly from the time series without 
establishing an FE model. Typical machine learning models include the 
CNN (Moradzadeh et al., 2022; Pan et al., 2023; Wang et al., 2023), 
XGBoost (Ahmadian et al., 2024), Dictionary Learning (DL) (Mousavi 
et al., 2023), Extreme Learning Machine (ELM) (Utaminingrum et al., 
2023), Support Vector Machines (SVM) (Kouchaki et al., 2023), and 
Radial Basis Function (RBF) (Zahs et al., 2023). However, most existing 
machine learning models encounter difficulties in gradient disappear-
ance and gradient explosion when processing time series data, which 
may result in model overfitting or underfitting problems (Ebrahimian 
et al., 2017; Fathi et al., 2020; Liu et al., 2018). In addition, due to a 
large number of features that can be extracted by the machine learning 
from the jacket structure dynamics, it is difficult to determine/select the 
most informatic features while remove the useless/redundant ones. 
Although the CNN is more powerful than most existing machine learning 
models in feature extraction (Pan et al., 2023) because it can keep the 
spatiotemporal characteristics of the data, each extracted feature is 
treated equal-importantly without any feature selection processing; as a 
result, the damage pattern identification will be influenced if inappro-
priate features are adopted (Bao et al., 2021). Therefore, it is crucial to 
address these issues for the health monitoring of offshore structures 
(Moradzadeh et al., 2022; Pan et al., 2023). 

To address the research gap in data-driven offshore structure moni-
toring, this study proposes a novel ensemble deep learning model 
(named as CNN-BiLSTM-Attention model) to overcome the challenge in 
the damage feature selection to improve the structural damage recog-
nition. In this new model, a SENet attention mechanism is integrated 
with a one-dimensional CNN to evaluate the importance of the CNN- 
extracted features and select the damage-sensitive features. Then, a 
BiLSTM network is built to learn the mapping between the features and 
structural damage patterns; to avoid model overfitting/underfitting, the 
PSO is used to optimize the BiLSTM hyperparameters. Experimental 
evaluation results indicate significant improvement on the structural 
damage identification using the proposed method. 

This paper is organized as follows: Section 2 introduces the proposed 
method; In Section 3 and Section 4, FE simulation and experimental 
evaluation are respectively performed to verify the validity of the pro-
posed method. Section 5 draws the conclusions. 

2. Methodology 

To improve the identification of damage patterns, an ensemble deep 
learning model that combines CNN, BiLSTM, and an attention neural 
network is proposed for offshore structure health monitoring. Fig. 1 
provides an overview of the proposed ensemble method. 

The implementations of the proposed ensemble model are described 
as follows.  

(a) Firstly, the one-dimensional CNN is employed to extract the time 
series features from structural vibration responses;  

(b) And then, a SENet (squeeze-and-excitation networks)-based 
attention mechanism is incorporated into the CNN layers to 
evaluate the feature importance, so as that the most informatic 
features will be selected by assigning large weight values while 
the useless/redundant features can be removed by assigning 
small weight values.  

(c) Lastly, a BiLSTM model is used to exploit the optimized features 
to establish the identification map between the features and 
damage patterns.  

(d) During the BiLSTM learning process, the PSO is employed to 
optimize the BiLSTM hyperparameters to reduce the tedious 
process of parameter tuning. 

The rationale behind selecting this ensemble model over other po-
tential architectures is elaborated as follows. 

First of all, the CNN are renowned for its exceptional ability to 
extract features from images and sequence data (Kilic et al., 2023). 
Existing literature suggests that the CNN is more powerful than other 
popular machine learning models in feature extraction (Pan et al., 
2023). Hence, it is reasonable to incorporate the CNN into the proposed 
ensemble model with the purpose that key features associated with the 
structural damages can be extracted as a solid foundation for the damage 
pattern recognition. Considering that the one-dimensional CNN is 
designed to process time series data (Serkan et al., 2021), it is reasonable 
to select it as the feature extraction method in the proposed model. 

Secondly, the attention mechanism is widely used to evaluate 
essential aspects of the input data by amplifying critical details. More 
importantly, it is seamless to adopt the attention mechanism in the CNN 
architecture (Wang et al., 2023). In this study, the attention mechanism 
allows the CNN to concentrate on these features that significantly impact 
the recognition outcomes, thereby to improve the structural damage 
identification. 

Thirdly, the BiLSTM demonstrate superior performance in handling 
time-series data ((Aravind Britto et al., 2023)). Because the BiLSTM is 
capable of capturing long-term dependencies within the data, it is 
suitable to use the BiLSTM to process the time series measurements of 
the offshore platform vibration. 

As a result, the ensemble model aggregates several machine learning 

Fig. 2. Workflow of the data preparation step.  
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algorithms with their unique advantages to enhance the performance of 
the damage pattern classification for offshore platforms. 

2.1. Step 1: data preparation 

In this step, the vibration measurements of the offshore structure are 

collected through FE simulations and prototype experiments in different 
health conditions. Then the data preprocessing is conducted, including 
the data segmentation, data normalization, and data tiling, to improve 
the quality and usability of the collected vibration data. The processed 
data are divided into the training set and test set for respectively training 
and testing of the ensemble model. The detailed flowchart of the data 
preparation is shown in Fig. 2. 

Simulation and experimentation are two main tools for data prepa-
ration. In the simulation, the FE model of the offshore jacket platform is 
established to simulate different damage conditions by setting the elastic 
modulus of the defected elements based on the structure dynamics. In 
the simulation experiment, a prototype of the offshore jacket platform is 
developed and the structural damages are imposed on the prototype by 
reducing the cross-sectional areas of the defected elements. A vibrator 
and the pulse load are applied to the prototype to simulate the wave, 
wind, and current forces in the ocean environment. The vibration sen-
sors such as accelerometers and displacement transducers are installed 
at the key nodes of the prototype to collect the structure vibration 

Fig. 3. The flowchart of the feature extraction.  

Fig. 4. The flowchart of the damage pattern identification.  

Fig. 5. A single LSTM model.  
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responses. The collected data are transmitted to the computer through a 
signal transmission module for data storage and preprocessing. 

In the data preprocessing, the vibration data is segmented by the 
overlapping segmentation method (Nguyen et al., 2015). Then, the data 

are normalized using the Min-Max normalization operation according to 
Eq. (1). 

Fig. 6. The FE model: (a) the node representation, and (b) the element numbers.  

Fig. 7. Damage scenarios. (a) Normal condition; (b) single damage model; (c) double damage model; (d) multiple damage model.  
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x*=
x − min

max − min
(1)  

where x is the original data, x* denotes the normalized data, min and 
max respectively denote the minimum and maximum values in the 
original data. The normalization ensures the scale consistency of the 
data and improves the fitting effectiveness of the deep learning model. 
Then, the normalized data is tiled to ensure that each segment of the 
data is sequentially spliced into a one-dimensional vector to conform to 
the one-dimensional CNN. 

2.2. Step 2: feature extraction 

Fig. 3 illustrates the flowchart of the feature extraction step, 
including the feature extraction by the CNN and the feature selection by 
the SENet attention mechanism. 

Firstly, the vibration data is fed through the first convolutional layer 
(covn_1) of the CNN model to perform the convolution operation to 
generate the first-layer features. The ReLU is used as the activation 
function. The mathematical expression for the convolutional layer is 

xl
j = f

(
∑

i∈Mj

xl− 1
i *ωl

ij+ bl
j

)

(2)  

ReLU(x)=max(0, x) (3)  

where xl
j is the output of the jth channel of the l layer; xl− 1

j is the output 
of the jth channel of the l-1 layer; i and j denote the positional infor-
mation of the convolutional filter; ωl

ij denotes the weight of the con-
volutional kernel and bl

j denotes the bias of the convolutional kernel; f(.) 
is the activation function; and Mj denotes the feature map in the jth 
channel. 

Then the first-layer features are input into the second covn_2 con-
volutional layer to reduce the feature size to generate the second-layer 
features; and two activation functions ReLU_1 and ReLU_2 are used to 
rectify the obtained features. 

In parallel, the SENet attention mechanism is activated after the 
convolution layer (Conv_1). The attention mechanism adaptively eval-
uates the importance of each feature channel and assigns an appropriate 
weight to each one. By doing so, the important features will be enhanced 
while the unimportant ones will be suppressed using the weights. The 
procedure of the SENet attention mechanism is described as follows.  

(a) Firstly, the output features of each convolution layer undergo a 
global average pooling operation to produce channel-wise sta-
tistical features;  

(b) Two fully connected layers (a reduction layer and an excitation 
layer) are used to evaluate the channel-wise statistical features; 

Table 1 
Simulation conditions.  

Health condition Damage location Damage degree 

Normal 0 0 
Single-damage Element no. 1 50% 
Double-damage Element no. 1 and 70%, 50% 
Multiple-damage Element no. 1, 11 and 14 70%, 50%, 50%  

Fig. 8. Vibration responses of the FE model at degrees of freedom of (a) 52; (b) 60; (c) 72; (d) 84.  

Table 2 
The parameters of ensemble deep learning neural network.  

Parameter Value 

Batch_size (size of the batch) 200 
Filters (number of convolution cores) 6 
Epochs (iteration number) 800 
The channel of covn_1 32 
The channel of covn_2 64 
Optimizer Adam  
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Fig. 9. Second-layer feature map of the CNN extraction.  

Fig. 10. The calculated weight by the SENet attention mechanism.  
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(c) A sigmoid activation function is employed to produce the weight 
for each feature channel. 

The nonlinear interaction between different feature channels is 
captured by two fully connected layers FC_1 and FC_2, and the weight 
values of each feature channel is calculated according to Eq. (4). 

s=Fex(z,W)= σ(g(z,W))= σ(W2δ(W1z)) (4)  

where s is the channel weight; δ() is the activation function for dimen-
sionality reduction of the input data z; W1 and W2 are the weight co-
efficients; σ() is the sigmoid function, which restores z to its original 
dimensions. 

Fig. 11. The weight information of each feature channel in the conv_2 convolution layer.  

Fig. 12. PSO optimization results. (a) The changes of the fitness function; (b) Particle distribution.  
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A very small weight value will be assigned to a useless feature 
channel while a large weight value will be assigned to an informatic 
feature channel at the multiplication layer. The feature weights are 
recalibrated according to Eq. (5) to select the most useful features. 

x̃c=Fscale(uc, sc)= scuc (5)  

where x̃c is the output of the multiplication layer, sc is the weight 
calculated by the SENet layer, and uc is the feature extracted by the CNN. 

Through the attention mechanism, useless/redundant features can 
be eliminated by assigning zero weights to them. This adaptive feature 
readjustment allows the CNN to focus on the information most relevant 
to the task to complete the feature selection. 

2.3. Step 3: damage pattern identification 

In the third step, a BiLSTM model is established to classify the 
damage patterns of the jacket structure. To avoid cumbersome trial-test 
parameters tuning, the PSO is used to optimize the hyperparameters of 
the BiLSTM model. The detailed damage identification implementation 
is shown in Fig. 4. 

In this study, the number of hidden layers, learning rate and regu-
larization coefficient of the BiLSTM are considered as critical hyper- 

parameters to be optimized. The PSO is adopted for this task. 
Assuming that there are N particles in a D-dimensional search space, the 
position Xid and velocity Vid information of the ith particle can be 
expressed as 

Xid =(xi1, xi2, ..., xiD) (9)  

Vid =(vi1, vi2, ...viD) (10)  

Pid,best =(pi1, pi2, ..., piD) (11)  

Pd,gbest =
(
p1,gbest, v2,gbest, ...vD,gbest

)
(12)  

where Pid,best is the optimal position of the ith particle and Pd,gest is the 
group optimal position. The speed and position of each particle are 
updated according to Eqs. (13) and (14) to determine the distance and 
direction in the next movement (Karthika and Rathika, 2024). 

vk+1
id =ωvk

id + c1r1

(
pk

id,pbest − xk
id

)
+ c2r2

(
pk

d,gbest − xk
id

)
(13)  

xk+1
id = xk

id + vk+1
id (14)  

where ω is the inertia weight; c1 is the individual learning factor; c2 is 
the group learning factor; r1 and r2 are random number generated be-
tween [0, 1] to increase the randomness of search; vk

id represents the 
d dimensional velocity of particle i in the k iteration; xk

id represents the 
d dimensional position vector of particle i in the k iteration; pk

id,pbest 

represents the d dimensional historical optimal position of particle i in 
the k iteration; pk

d,gbest represents the d dimensional historical optimal 
position of the population in the k iteration, that is, the optimal solution 
in the entire population. When the PSO reaches the convergence 

Fig. 13. Damage pattern identification results: (a) training set; (b) testing set.  

Fig. 14. Confusion matrix for damage pattern identification: (a) training set; (b) testing set.  

Table 3 
The comparison of results of different algorithms.  

Model Accuracy Precision Recall F1 score 

CNN 0.4696 0.4855 0.4696 0.4774 
BiLSTM 0.9324 0.9353 0.9324 0.9339 
CNN-BiLSTM-Attention 0.9865 0.9870 0.9863 0.9867  
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condition or the number of iteration steps, the optimization terminates. 
Then, the optimized hyper parameters are substituted into the 

BiLSTM model for the damage pattern classification. The BiLSTM con-
sists of two LSTM layers, including the forward LSTM and the reverse 
LSTM. The schematic diagram of a single LSTM is shown in Fig. 5. 

As can be seen from Fig. 5 that the basic structure of the LSTM in-
cludes the input gate, forgetting gate and output gate, which work 
together to control the information flow and update the LSTM. 

The forgetting gate selectively forgets the information unrelated to 
the current state and retains useful information in the memory cell state. 
Through a sigmoid function, the forgetting gate checks each state value 
and outputs numbers between 0 and 1, where 0 means "completely 
forget" and 1 means "completely retain". The relationship between the 
output of the previous moment and the input of the current moment can 
be expressed as: 

ft = σ
(
Wf ⋅ [ht− 1, xt] + bf

)
(15)  

where σ() is the sigmoid activation function; Wf is the weight; bf is bias; 
ht− 1 is the output of the previous moment; xt is the input of the current 
moment. 

The input gate decides how much of the new incoming information 
should be added to the cell state. This is achieved through a sigmoid 
function and a tanh function, where the former decides which values 
will be updated, and the latter creates a new candidate vector. The in-
formation is updated as 

it = σ(Wi ⋅ [ht− 1, xt] + bi) (16)  

ĉt = tanh(Wc ⋅ [ht− 1, xt] + bc) (17)  

ct = ct− 1⋅ft + ĉt ⋅tt (18)  

where ct is the current status information; Wi and Wc are the weight 
coefficients; bi and bc are the bias constant. 

The output gate controls which part of the cell state should be output 
to the next layer using a sigmoid function; and then, the cell state passes 
through a tanh function (to keep input values between − 1 and 1) and 
multiplies with the output of the sigmoid function to retain the selected 
information of the output gate. The current information of the output 
gate is 

ot = σ(Wo ⋅ [ht− 1, xt] + bo) (19)  

ht = ot⋅tanh(ct) (20)  

where ht represents the output at the current time and bo is the bias 
constant. 

In the classification process, the coordinated work of these three 
gates allows the LSTM to effectively remember long-term information 
while ignoring irrelevant data, which is particularly important for the 
time-series data processing (Aravind Britto et al., 2023). The three gates 
in the LSTM structure perform operations such as matrix multiplication 
and nonlinear summation in the memory cell to ensure that their 
memory does not decay during computational iterations. By maintain-
ing and updating the cell state, the LSTM is able to retain memory of 
previous information, thereby making more accurate classification. 

In the BiLSTM model, the forward LSTM is used to analyze the past 
state of the input data, and the reverse LSTM is used to analyze the future 
state of the input data. The forward LSTM and reverse LSTM are 
described by Eqs. (21)–(23). 

ht
→
= LSTM̅̅̅ →

(ht− 1, xt,Ct− 1), t ∈ [1, T] (21)  

ht
←
= LSTM←̅̅̅

(ht+1, xt,Ct+1), t ∈ [T, 1] (22)  

Ht =
[

ht
→
, ht
←] (23)  

where T represents the length of the time series and ht represents the 
output at the current time. The full connection layer and the softmax 
activation layer are used to perform the classification task by generating 
the probability distribution of the class information. 

To comprehensively evaluate the performance of the proposed 
ensemble model, the Accuracy, Precision, Recall and F1 score are taken as 

Fig. 15. Prototype of the jacket platform. (a) An image; (b) the node representation.  

Table 4 
Damage setting in the prototype.  

Condition Damage location Outside diameter of replace rod 

Normal – – 
Single-damage Element no. 10 21 mm 
Double-damage Element no. 10 and 8 21 mm and 21 mm 
Multiple-damage Element no. 10, 8 and 41 21 mm, 21 mm, and 10 mm  
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the evaluating indexes. The calculation formula are expressed as (Ara-
vind Britto et al., 2023) 

Precision=
TN

TN + FP
(24)  

Recall=
TN

TN + FN
(25)  

F1=
2*Recall*Precision
Recall+ Precision

(26)  

Accuracy=
TP+ TN

TP+ TN + FN + FP
(27)  

where TP is the true positive, TN is the true negative, FP is the false 
positive, and FN is the false negative. 

The Accuracy is the most intuitive performance metric, reflecting the 
overall ability of the ensemble model to correctly identify the damage 
patterns. A high Accuracy rate means that the ensemble model is 
promising in distinguishing the damaged and undamaged structure 
patterns, which is crucial for structural health monitoring. Precision 
measures the proportion of the correctly identified damage patterns. A 
high Precision rate reduces the possibility of false positives, i.e., non- 
damaged structures being wrongly marked as damage patterns, which 
helps avoid unnecessary inspections and maintenance. Recall, also 
known as sensitivity, measures the proportion of correctly identified 
damage patterns to the total actual damage patterns. A high Recall rate 
means that the model can capture more true damage situations to reduce 
missed detections. F1 score is the harmonic mean of the Precision and 
Recall, aiming to balance the impact of the Precision and Recall. A high F1 

score means that while maintaining precise damage identification, the 
ensemble model can also capture most of the true damage patterns. The 
F1 score is an important indicator to characterize the overall perfor-
mance of the ensemble model. Combining these four metrics provides a 
comprehensive perspective to evaluate the efficacy of the ensemble 
model in identifying the damages of the offshore jacket structures. 

3. FEM simulations 

3.1. FE modelling 

A FE model of the offshore jacket structure is established to perform 
simulations of the structure in different health conditions. The details of 
the FE model are described in Wang et al. (2023). The node number and 
element number of the FE model are illustrated in Fig. 6. 

The loss of elastic modulus of the element of interest in the FE model 
is used to simulate the structure damage. Four health conditions were 
simulated in this study, including the normal FE model condition, single- 
damage FE model, double-damage FE model and multiple-damage FE 
model, as shown in Fig. 7. Detailed damage conditions are listed in 
Table 1. 

The vibration responses of the FE model in different health condi-
tions were collected with a sample frequency of 1000 Hz. Fig. 8 depicts 
the vibration responses of the FE model with 52, 60, 72, and 84 degrees 
of freedom in the normal health condition. 

It is observed from Fig. 8 that all the vibration waveforms present a 
convergence trend in amplitude. This phenomenon can be attributed to 
the damping effect of the structure. Based on the vibration measure-
ments in Fig. 8, the sliding window technique was used to segment the 

Fig. 16. Four health conditions in the experiments: (a) normal condition; (b) single-damage condition; (c) double-damage condition; (d) multiple-damage condition.  
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vibration dataset with a time window of 0.08 s to generate a total of 
1000 data samples, of which 80% were used as training set and the 
remaining 20% was used for performance testing and verification. 

3.2. Feature extraction 

In the data preprocessing, after normalizing and tiling the raw vi-
bration data, the CNN was used to extract a 400*1*1 feature matrix from 
the vibration data, where 400 represents the number of features of each 
sample. The CNN parameter setting is listed in Table 2, and Fig. 9 depicts 
the visualization results of the feature extraction of the conv_2 convo-
lution layer. 

Meanwhile, the SENet attention calculates the weight of each feature 
channel of the conv_2 convolution layer, as described in Fig. 3. By 

Fig. 17. Vibration measurements in multiple-damage condition. (a) Sensor #14X; (b) sensor #14Y; (c) sensor #10X; (d) sensor #10Y.  

Fig. 18. The PSO optimization results. (a) The changes of the fitness function; (b) particle distribution.  

Table 5 
Parameters of the ensemble model.  

Parameter Value 

Batch_size (size of the batch) 100 
Filters (number of convolution cores) 8 
Epochs (iteration number) 600 
The channel of covn_1 16 
The channel of covn_2 32 
Optimizer Adam 
best_hd (number of hidden layers) 37 
best_lr (learning rate) 0.0053 
best_l2 (regularization coefficient) 0.03  
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normalizing the weight values, the weight information of each channel 
of the conv_2 convolution layer is shown in Fig. 10. 

To clearly present the weight information generated by the attention 
mechanism, the weight values are shown in Fig. 11. 

As can be seen in Fig. 11, the weight values vary in different feature 
channel, which means the importance of different features is completely 
different. For example, the weight value is 1 for the feature channel 3, 
which indicates that this feature is the most important/informatic one. 
On the contrary, the weight value is 0.05 for the feature channel 33, and 
as a result, this feature is regarded as useless one and will be eliminated 
at the multiplication layer. By checking Fig. 11, one can note that the 
informatic features can be selected by the SENet attention using the 

weight values. 
Subsequently, the obtained weights were multiplied with the output 

of the CNN layer (see Fig. 3) at the multiplication layer to determine the 
final features. This operation can be seen as a modulation mechanism, 
which adjusts the characteristics of different channels to focus on the 
critical information about the structure vibration measurements. 

3.3. BiLSTM optimization 

In the process of hyper-parameter optimization for the BiLSTM, the 
PSO was used to optimize the learning rate, the number of hidden layers 
and the regularization coefficient of the BiLSTM. The Mean Squared 

Fig. 19. The feature map of the output of the conv_2.  
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Error (MSE) was taken as the optimization evaluation metric. The 
optimization results are in Fig. 12. 

It can be seen from Fig. 12 that the fitness function tends to be stable 
after 10 iterations, which means that the expected optimal hyper- 
parameters are obtained (i.e., subject to a set MSE constrain). The 
final optimized hyper-parameters were determined after the PSO opti-
mization, i.e., the number of hidden layers (best_hd) = 15, the learning 
rate (best_lr) = 0.006, and the regularization coefficient (best_l2) =
0.0001. 

3.4. Damage pattern identification 

The extracted features were input into the BiLSTM model for damage 
pattern identification. Fig. 13 shows the identification results. It can be 
observed that the identification accuracy of the damage patterns for the 
training set achieves 100%; for the testing set, only four samples are 
misidentified, and the overall identification accuracy is 98.65%. The 
identification results in Fig. 13 indicates satisfactory performance of the 
proposed ensemble model for the damage pattern identification of the 
jacket platform. 

To highlight the performance of the proposed model, the confusion 
matrix is provided for the damage pattern identification in Fig. 14. The 

Fig. 20. The calculated weight by the SENet attention mechanism.  
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Fig. 21. The weight information of the first feature in different channels.  

Fig. 22. The accuracy for training and validation. (a) Training set; (b) testing set.  
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matrix presents the classification results of the four health conditions of 
the FE simulations. The detailed classification information, including 
the number of true cases, true negative cases, false positive cases, and 
false negative cases, is counted in the confusion matrix. The columns of 
the confusion matrix calculate the Precision metric, while the rows of the 
confusion matrix calculate the Recall metric. By analyzing the confusion 
matrix, one can observe that both the Precision and Recall reach 100% for 
each health condition in the training set. In the testing set, both the 
Precision and Recall exceed 95%. These observations demonstrate that 
the proposed ensemble model is able to solve the damage pattern 
identification problem for the jacket platform. 

Furthermore, the performance of the proposed model was compared 
with the CNN model and the BiLSTM model. Table 3 lists the comparison 
results in terms of the four metrics of the Accuracy, Precision, Recall and 
F1 score. As can be seen that the single use of the CNN model produces 
the worst identification performance with unacceptable metric values. 
The single use of the BiLSTM model produces acceptable damage 
identification performance, and each metric in the table reaches a high 
value about 0.93. However, the proposed model generates obvious 
higher metric values (0.98) than these of the BiLSTM model, i.e., 5.38% 
improvement over the BiLSTM model. Considering a huge market (more 
than USD 20 billion per year) of operation and maintenance for wind 
farms, an improvement of 5.38% accuracy in the damage identification 
will prevent significant loss. As a result, the proposed ensemble model 
has great practical importance. 

4. Experimental evaluation 

4.1. Jacket structure prototype 

A prototype of the jacket structure was developed to evaluate the 
proposed model in this work. The geometrical dimensions of the pro-
totype were the same as the FE model, as shown in Fig. 15. The jacket 
model was welded with Q235 round tubes, and its material properties 
included an elastic modulus of 206 GPa, a mass density of 7850 kg/m3, 
and a Poisson ratio of 0.3. The bottom of the jacket platform was fixed to 
a base made of steel plates, and a 12 kg steel plate was attached to the 
top of the structure to simulate the load of the turbine. The prototype 
consisted of four floors using 46 elements, including 12 main braces, 16 
transverse braces and 2 diagonal braces. There were 25 nodes in the 

prototype, each node had 6 degrees of freedom, and the prototype had 
150 degrees of freedom in total. From the bottom to the top, the width 
between each floor was 0.39, 0.30, 0.22 and 0.13 m, while the vertical 
height of each level was 0.65 m. The inner and outer diameters of the 
main brace were respectively 26.5 mm and 32 mm. The inner and outer 
diameters of the transverse and diagonal braces were respectively 13.6 
mm and 16 mm. 

In the experimental evaluation, the cross-sectional area of the 
element of interest was reduced to simulate the structural damage. Four 
health conditions were set up in the study, including the normal con-
dition, single-damage condition, double-damage condition, and 
multiple-damage condition. The details of the four health conditions of 
the prototype are illustrated in Table 4 and the schematic diagram of the 
four conditions is explained in Fig. 16. 

In the experiment, to comprehensively capture the vibration char-
acteristics of the structure, accelerometers were installed along both the 
X and Y axes at each node. There were 32 sensors in total, installed on 
node no. 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, and 16. All sensors were 
connected to a signal acquisition instrument (CRONOS PL 64-DCB8) to 
collect and store vibration signals of the prototype in real time at a 
sampling frequency of 1000 Hz. During the test, a hammer was used to 
apply a impact load to the top plate from the X and Y directions to 
simulate the wind and wave loads of the jacket structure. Taking sensors 
#14X, #14Y, #10X, and #10Y as an example, the vibration signals in 
the multiple-damage condition are shown in Fig. 17. 

As can be seen from Fig. 17, each sensor presents a tendency of rapid 
amplitude attenuation due to damping effect of the structure, which is 
similar to Fig. 8 in the FE simulations. A sliding window of 0.3 s was used 
to segment the vibration data to generate a total of 580 data samples, 
80% of which were divided as the training set and 20% as testing set. 

4.2. Parameters setting 

The PSO was employed to optimize the learning rate, the number of 
hidden layers and the regularization coefficient of the BiLSTM model, 
and the MSE was taken as the optimization evaluation metric. Fig. 18 
shows the fitness function and the particle distribution of the PSO. The 
PSO has reached convergence after 3 iterations in Fig. 18(a). The opti-
mized hyper-parameters are listed in Table 5, which also shows the 
values of the CNN parameters. 

4.3. Feature extraction 

Fig. 19 shows the features extracted by the channel of covn_2 of the 
CNN, Fig. 20 presents the weight matrix of all channels for all features 
and Fig. 21 shows the weight values calculated by the SENet attention 
mechanism. It can be seen that in Fig. 21 the weight values of different 
channels vary significantly; however, in the original CNN model, the 
weight values of different channels are the same. As a result, the SENet 

Fig. 23. The confusion matrix for training and validation. (a) Training set; (b) testing set.  

Table 6 
Comparison results of different models.  

Model Accuracy Precision Recall F1 score 

CNN 0.7892 0.8167 0.7635 0.7892 
BiLSTM 0.9759 0.9819 0.9755 0.9787 
CNN-BiLSTM-Attention 0.9940 0.9867 0.9943 0.9905  
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attention mechanism allows the CNN feature extraction to focus more on 
important features by dynamical weights. 

4.4. Damage pattern identification 

After the feature extraction, the BiLSTM model was used to recognize 
the damage patterns of the prototype. Fig. 22 gives the identification 
results for each sample in the training set and testing set. Meanwhile, 
Fig. 23 shows the confusion matrix during training and testing pro-
cesses. It is worth noting that in the training set, the model achieves 
accurate prediction for each sample, and the overall accuracy reaches 
100%. Although in the testing set a few samples are misidentified, the 
overall accuracy is still as high as 99.39 %. The experimental results 
demonstrate that the proposed ensemble model has strong generaliza-
tion ability in the damage pattern identification of the jacket platform. 
The feasibility of the proposed method in practical application has been 
verified in both the simulation and experimental evaluations. 

To highlight the effectiveness of the ensemble model, Table 6 pre-
sents the comparison of the recognition results of the CNN, BiLSTM and 
CNN-BiLSTM-Attention models. It can be seen from the table that the 
ensemble model has the best performance among these three methods 
by an improvement of 25.32% over the CNN and an improvement of 
2.06% over the BiLSTM, respectively. The reason is probably that the 
ensemble model aggregates the CNN and BiLSTM into a strong frame-
work using appropriate strategies (i.e. integrating the attention mech-
anism and the PSO optimization). As a result, the ensemble model 
produces better capacity and ability than the single use of each tech-
nique in the structural damage identification. 

In summary, the proposed ensemble deep learning model has 
addressed the research gap in data-driven offshore structure monitoring 
by overcoming the challenge in the damage feature selection and 
damage pattern recognition. 

5. Conclusions 

This paper introduces a novel approach for structural health moni-
toring of offshore jacket platforms through the development of an 
ensemble deep learning model. This new model distinguishes itself by 
adeptly amalgamating different neural network architectures to harness 
the strengths of each one, thereby enabling the ensemble to prioritize 
critical information of the damages and effectively identify the damage 
patterns. The synergistic strategy significantly enhances the accuracy 
and reliability of proposed ensemble model for structural health 
monitoring. 

The effectiveness of the ensemble model is corroborated by simula-
tions using a FE model and experiments using a jacket platform. The 
identification accuracy of the FE model damages is around 98% and the 
accuracy in the experimental tests is around 99%, which demonstrates 
high adaptability to various data sources and good reliability to different 
damage patterns of the proposed method. Hence, the proposed ensemble 
model represents new methodology and perspective for damage detec-
tion of offshore jacket platforms, which provides essential technical 
support for structural health monitoring. 

However, the performance of the current ensemble model signifi-
cantly depends on the quality and diversity of the training data; we are 
planning to employ data augmentation techniques, transfer learning 
techniques and new datasets to improve the generalizability of the 
proposed model. Additionally, we acknowledge the limitations associ-
ated with the model in terms of real-time monitoring and computational 
resource demands. Future efforts will concentrate on refining and 
simplifying the model to meet real-time monitoring needs while 
reducing reliance on computational resources. 
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