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A B S T R A C T   

The use of Carbon Fibre Reinforced Plastic (CFRP) composite materials for critical components has significantly 
surged within the energy and aerospace industry. With this rapid increase in deployment, reliable post- 
manufacturing Non-Destructive Evaluation (NDE) is critical for verifying the mechanical integrity of manufac
tured components. To this end, an automated Ultrasonic Testing (UT) NDE process delivered by an industrial 
manipulator was developed, greatly increasing the measurement speed, repeatability, and locational precision, 
while increasing the throughput of data generated by the selected NDE modality. Data interpretation of UT 
signals presents a current bottleneck, as it is still predominantly performed manually in industrial settings. To 
reduce the interpretation time and minimise human error, this paper presents a two-stage automated NDE 
evaluation pipeline consisting of a) an intelligent gating process and b) an autoencoder (AE) defect detector. Both 
stages are based on an unsupervised method, leveraging density-based spatial clustering of applications with 
noise clustering method for robust automated gating and undefective UT data for the training of the AE archi
tecture. The AE network trained on ultrasonic B-scan data was tested for performance on a set of reference CFRP 
samples with embedded and manufactured defects. The developed model is rapid during inference, processing 
over 2000 ultrasonic B-scans in 1.26 s with the area under the receiver operating characteristic curve of 0.922 in 
simple and 0.879 in complex geometry samples. The benefits and shortcomings of the presented methods are 
discussed, and uncertainties associated with the reported results are evaluated.   

1. Introduction 

Composite materials are manufactured by combining two or more 
materials with differing characteristics. Various industries, including 
aerospace, biomedical, and renewable energy, heavily utilise composite 
materials owing to their superior fatigue resistance and design flexi
bility. Among these composites, Carbon Fibre Reinforced Plastics 
(CFRPs) stand out due to their high corrosion resistance and strength-to- 
weight ratio, while maintaining a lightweight structure [1]. Conse
quently, there has been a notable uptake in the adoption of CFRPs within 
the energy sector, particularly for the fabrication of critical components 

such as wind turbine blades. In the present context, it is estimated that 
the production of 1 kW of energy requires approximately 10 kg of CFRPs 
[2]. This estimate implies a substantial growth in CFRP production as 
the United Kingdom aims to deploy up to 50 GW of new offshore wind 
capacity by 2030 [3], a major increase compared to the current 13.8 GW 
of installed capacity. This surge in usage significantly extends the time 
required to conduct Non-Destructive Evaluation (NDE) procedures, both 
for verification of structural integrity of critical components and to 
facilitate preventive maintenance [4]. Similar challenges were identi
fied in the aerospace industry, where flagship aircraft models such as the 
Airbus A350XWB and Boeing 787 allocate approximately 50 % of their 
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structural weight to CFRPs [5,6,7], a substantial increase from previous 
models like the A380, where composite materials represented only 20 % 
of the structural weight [8]. 

Non-Destructive Evaluation describes a collection of physical mea
surement methods employed to evaluate the integrity of components 
and materials of importance without causing any damage. Among these 
methods, Ultrasonic Testing (UT) is the most frequently used bulk in
spection method due to its application flexibility and safety [9,10]. 
During UT, the ultrasonic transducer is coupled to the target material 
before producing an ultrasonic pulse. This pulse travels throughout the 
material while interacting with the material’s structure and potential 
discontinuities, scattering the acoustic wave with some returning to the 
transducer, which are then recorded and analysed. Phased Array Ul
trasonic Testing (PAUT) is an improvement over the traditional UT 
methods, offering the implementation of advanced imaging techniques 
like the total focusing method, and the advanced electronic beam
forming such as linear scanning, and beam steering [11,12,13]. These 
methods are facilitated by introducing delays into the transmission/ 
reception channels of the PAUT arrays. Currently, PAUT is increasingly 
employed in automated NDE inspections within the renewable energy 
[14] and aerospace [15] industries. The data captured through such 
systems can be presented in various formats, including B-scans or C- 
scans, each format offering a distinct way of visualizing the outcomes of 
the inspection. 

At the same time, advancements in the field of robotics profoundly 
influenced the NDE field, especially through the development of setups 
based on industrial robotic manipulators. These setups have greatly 
improved the precision and repeatability of the NDE processes, while 
reducing the need for certified manual inspectors [16]. However, while 
automated NDE pipelines accelerated the data collection, data inter
pretation is still commonly performed manually, increasing the risks of 
human error and causing a current bottleneck in the manufacturing 
process due to the long processing times [17,18]. Therefore, automated 
data interpretation tools designed to aid the decision-making process 
used in conjunction with automated robotic delivery systems would be a 
key enabler to realise the full potential of industrial automation. 

Machine Learning (ML) involves algorithms that improve in perfor
mance with exposure to data. Deep Learning (DL) is a subset of ML, 
centred around the advancement of complex models that use layers of 
processing to extract features from the input data. Although these 
methods have found their way into the NDE field with a wave of research 
studies concerning the application of ML to automated defect detection 
and characterisation in the past decade, the research concerning UT data 
analysis for composite materials remains relatively limited in compari
son to the extensive work conducted on the inspection of metallic bulk 
materials and welds. 

In a comprehensive comparative study [19], a range of DL and 
traditional methods were investigated to extend and enhance UT 
training datasets through the synthetic generation of UT data. The study 
showcased that a generative adversarial network brought significant 
improvements to the datasets created with simulation software, effec
tively bridging the gap between the artificial and real UT responses in 
CFRPs. In [20], authors have analysed different ML models and feature 
extractors on A-scan data acquired from CFRP samples. The samples had 
embedded artificial defects, enabling the collection of both undefective 
and defective ultrasonic signals. 3D braided composites were used in 
[21], where researchers employed convolutional networks to classify A- 
scan data to identify debonding. Data produced with ultrasonic guided 
waves was used in [22], with the task of estimating fatigue damage. 
Lastly, researchers in [23] focused their efforts on improvements in 
feature extractions by adopting alternative signal decomposition 
methods. 

Autoencoders (AE) represent a category of DL networks that have 
found applications in the detection of potential security threats [24], 
denoising of data [25], and undertaking various NDE tasks 
[26,27,28,29], among many others. AEs can be divided into three 

distinct components: the encoder, the latent space, and the decoder. The 
encoder’s task is to process the original input data with a series of layers 
into a representation of features known as the latent space. The decoder 
part of the network aims to approximate the inverse of the encoder, 
taking the latent space as an input, and attempting to reconstruct the 
original inputs. AE as a concept has seen multiple iterations and im
provements over the years, including: a) GANomaly [24] where addi
tional encoder and discriminator structures are introduced, b) 
Variational Autoencoders (VAEs) [30] where the latent space is a sta
tistical distribution, and c) U-NET models that adopt encoder-decoder 
structure and are used for segmentation of medical images [31]. In the 
scope of this study, attention is directed toward the utilisation of AEs as 
unsupervised defect detectors. The fundamental structure of a basic 
autoencoder is illustrated in Fig. 1. 

Anomaly detection is a method used in data science, statistics, and 
ML, primarily focused on identifying abnormal patterns or outliers 
within a dataset. Oftentimes data follows regular patterns or can be 
approximated by specific statistical distributions. Anomaly detectors 
aim to capture these regularities while extracting outliers or data points 
that fall outside the probable distribution. The research of ML in the 
domain of NDE faces significant challenges due to data scarcity. Spe
cifically, acquiring genuine defective data is often accompanied by 
costly manufacturing and testing procedures. AE-based anomaly de
tectors offer the advantage of being trainable and deployable in an un
supervised manner, diminishing the need for extensive acquisition and 
labelling of data containing defective samples. Instead, training can be 
based on undefective data, allowing the AEs to learn distributions and 
representative features of undefective samples. Their performance can 
then be evaluated with the reconstruction error observed between the 
input and output data, as undefective data should exhibit successful 
reconstruction with lower errors in comparison to defective data. 

In the field of NDE research, AEs have been previously used as 
anomaly (defect) detectors and denoising mechanisms. In [26], authors 
have developed a VAE model to detect defects within ultrasonic B-scans 
of bulk metallic materials. To enhance training and performance, taking 
inspiration from GANomaly, another encoder was added to the AE 
structure after the decoder. The study revealed that the model success
fully identified larger defects, but struggled with smaller defects that 
cause minor reconstruction errors. Ultrasonic scans of rails were 
explored in [32] and [27]. In [32], AEs were deployed on a dataset 
comprising ultrasonic guided waves A-scans, achieving promising re
sults. In [27], the authors have demonstrated that AE structures work 
well in the identification of different flaws that are visible in ultrasonic 
B-scans. The consistent geometry of inspected material made the 
application of signal gating easier, greatly simplifying the dataset and 
positively impacting the final performance. In [29], authors focused on 
the ultrasonic dead zone, an area of an ultrasonic pulse close to the 
transmission source that can heavily mask reflections from near-field 
features. Positive results were achieved in the identification of near- 
surface defects, with the recommendation that the method be further 
validated on different material specimens and alternative defect types. 
In [28], through-transmission UT was used for the task of identification 
of defective adhesive bonds. Explainable anomaly scores were demon
strated as the sigmoid activation function was added to the calculated 
Mean Squared Error (MSE) between inputs and outputs of the model, 
presenting the anomaly score as a percentage. Overall, the authors have 
reported valuable quantitative results, but the scope of the study was 
limited. Lastly, in [25], AEs were utilised as a tool to denoise A-scans 
before classification. This method yielded great success as the classifi
cation performance was improved. 

During the NDE of CFRP components, various signal processing 
techniques are used to improve the interpretability and quality of vis
ualisation. The most frequently used processing techniques include the 
Hilbert transform [33], a mathematical method of capturing the enve
lope of the signal, and signal gating, an application of the windowing 
technique in the time domain to extract areas of interest from the signal. 
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This stage is crucial in preparing C-scan and B-scan images because, with 
appropriate gating, the surface and backwall echoes, which often have 
significantly higher amplitudes compared to potential volumetric de
fects, can be excluded from the selected time window. This results in 
images that provide better visibility for lower amplitude features. The 
gating process is usually performed by a human operator while auto
matic gating is rarely discussed in the academic literature. In [34], au
thors developed a back wall echo filter method based on the 
computation of gradients of Time-Of-Flight (TOF) variations and 
thickness tolerances. However, this method is incompatible with com
plex and stepped materials. Authors in [35] have introduced an auto
mated UT analysis software that performs automated gating in two 
steps. The proposed approach is relatively complex and was tested only 
on samples with smooth and slight curvatures. Authors expanded the 
previous work in [36] by incorporating the Amplituden Laufzeit Ort
skurven algorithm, characterising the front wall responses as echoes 
with the overall smallest TOF while other echoes correspond to defects, 
back wall, or repetitions. While yielding positive results, this method is 
not an all-round solution for gating complex samples. In the study [37], 
authors achieved automatic gating on a per A-scan basis, by identifying 
amplitude peaks and assigning the leftmost peak label of the initial pulse 
and the rightmost peak the label of the back wall echo. However, this 
approach can misclassify echoes in the middle of the scan as defects in 
cases involving thinner samples with multiple back wall reflections. 
Lastly, in [38], the authors illustrated two adaptive gating processes for 
detecting defects: the first relies on the CAD model, and the second is 
grounded in back wall echo tracking. Both approaches draw upon 
external knowledge, either through possessing a comprehensive CAD 
model of the inspected specimen or, in the latter method, by manually 
establishing a back-wall gate width that is larger than the maximum 
thickness of the component. 

Given the limited CFRP-focused research and the demonstrated po
tential of AE models, this study presents a two-step process to achieve 
defect detection of ultrasonic B-scan data. The initial step presents an 
alternative approach to the automatic gating process based on the 
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) 
algorithm. This method offers a robust and flexible automatic gating that 
streamlines the next phase of the process. Subsequently, a 
convolutional-based AE is employed to rapidly identify defective data 
within the UT dataset, which was collected through an automated ro
botic system. This system ensures precise and repeatable sensor de
livery, mirroring the technology currently employed within the 
industry. Lastly, a study of uncertainties was conducted to identify po
tential shortcomings of human labelling and the repeatability of ultra
sonic scans. The combination of outlined methods provides insight into 
the potential of DL to tackle current data interpretation bottlenecks in 
the industry. To this end, proposed methods are evaluated across a 
diverse range of CFRP samples with varying characteristics. The devel
oped model successfully identified 38 out of 40 embedded defects in the 
simple geometry samples, and 22 out of 24 defects present in the com
plex geometry sample. The inference of 2070B-scans was performed in 
1.26 ± 0.09 s on a GPU accelerated desktop machine. 

In practical industrial applications, the manual analysis and inter
pretation of UT scans typically start with a focused examination of 
sectioned C-scans. If these analyses reveal defects surpassing predefined 
area limits established by industrial guidelines, subsequent analysis of 
individual B-scans is performed to further examine such areas. In an 
industrially representative example, considering a pristine sample 
comprising approximately 4500 individual B-scans, an NDE inspector 
expends around 1.5 h to complete the analysis. In contrast, an additional 
hour is added to the process when defective areas are found. This 
additional time is allocated to the inspection of individual B-scans and 
generation of quality report. It is crucial to note that the individual in
spection of every B-scan is practically unattainable within a reasonable 
timeframe. Therefore, the underlying idea behind the proposed method 
is to serve as a supplementary tool for NDE inspectors, enabling pro
cessing of all B-scans without incurring significant computational costs. 

The rest of the paper is organised as follows: Section 2 covers the 
materials and methods that were used, and Section 3 provides results 
and a discussion of all evaluated methods. Lastly, Section 4 provides the 
conclusions and the prospects for future work. 

2. Materials and methods 

2.1. Acquisition of experimental data 

The scope of this study encompassed the examination of 11 CFRP 
samples of varying characteristics. These samples were manufactured in 
accordance with the BAPS 260 standard and supplied by Spirit Aero
Systems, UK and are listed in Table 1. The process involved the uti
lisation of Cycom 890 resin in conjunction with woven carbon fibre 
fabric sheets. All but three samples were undefective, enabling the 
acquisition of a relatively large number of healthy ultrasonic scans that 
were used for training the DL models. The three samples with manu
factured defects were used to generate three different testing datasets. 
Drilled Flat Bottom Holes (FBHs) along with embedded Teflon inserts 
and bagging film inserts enabled the acquisition of ultrasonic signals 
with defect indications that partially mimic naturally occurring defects 
during the manufacturing process [39]. In defective sample A, a range of 

Fig. 1. Basic autoencoder structure.  

Table 1 
The range of defective/undefective CFRP samples used in this study.  

Sample Dimensions 
[mm] 

Thickness 
[mm] 

B-scans 
total [-] 

Defective B- 
scans [-] 

Used in 

1 254.0 x 254.0 2.20 1000 N/A Training 
2 254.0 x 254.0 2.14 1000 N/A Training 
3 254.0 x 254.0 2.75 750 N/A Training 
4 254.0 x 254.0 2.75 1000 N/A Training 
5 254.0 x 254.0 4.25 1000 N/A Validation 
6 254.0 x 254.0 4.25 1000 N/A Training 
7 254.0 x 254.0 6.00 1000 N/A Training 
8 254.0 x 254.0 6.00 1250 N/A Training 
A 254.0 x 254.0 8.60 750 153 Testing 
B 254.0 x 254.0 8.60 1150 239 Testing 
C 780.0 x 197.0 7.50 – 16.0 2070 215 Testing  
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15 FBHs were introduced with diameters ranging from 3.0, 6.0, and 9.0 
mm with a +/- 0.2 mm tolerance at depths of 1.5, 3.0, 4.5, 6.0, and 7.5 
mm with +/- 0.3 mm tolerance. Sample B was treated similarly, with the 
addition of 4.0 and 7.0 mm FBHs, totalling 25 defects. Lastly, sample C 
was a large, stepped specimen with dimensions 780 x 200 mm and 
thicknesses ranging from 7.5 to 16.0 mm. At each step, three 6.0 x 6.0 
mm Teflon and three 6.0 x 6.0 mm bagging film inserts were used, 
positioned close to the front surface, in the middle of the sample, and 
close to the back wall of the sample. Overall, 64 manufactured defects 
were examined in this study. 

The automated acquisition setup was based on an industrial 
manipulator KUKA KR90 R3100 extra HA [40], a Schunk GmbH & Co. 
FTN-GAMMA-IP65 SI-130–10 Force Torque (FT) sensor [41], and an 
Inspection Solutions RollerFORM-5L64 [42] phased array. The assembly 
used for this study is illustrated in Fig. 2. 

The usage of industrial manipulators enabled precise probe delivery, 
with pose repeatability of +/- 0.06 mm. The KUKA KR90 model pro
vided a maximum reach of 3095 mm, accompanied by a payload ca
pacity of 90 kg. The movements, path planning, and real-time end tool 
pose corrections based on the FT sensor feedback were programmed and 
controlled within a LabVIEW Virtual Instrument (VI) program on a 
desktop PC linked with the robotic controller via the ethernet cable. The 
velocity of the industrial manipulator was set at 10 mm/s, ensuring 
smooth movement and a consistent contact quality of the mounted 
phased array probe on the inspected sample. The important benefit of 
using the robotic setup is encoding the captured UT data through the 
recorded robotic positions, ultimately creating a 3D scan of the volume 
of the scanned part. 

Continuous vertical movement monitoring and control of the end 
effector was established using the FT sensor, capturing the values of 
forces normal to the inspection surface of test samples. The used FT 
sensor boasts the capability to capture forces in three dimensions, with a 
maximum load of 400 N and 130 N in vertical and horizontal directions 
respectively. FT sensing served several purposes; firstly, by providing 
continuous readings to the central VI, real-time pose corrections were 
dictated to the robotic controller ensuring the constant force between 
the phased array and the surface of the sample; secondly, it served as a 
fail-safe system to protect the phased array in case that high force 
readings occurred during the scan. Stable contact force together with the 
application of sufficient liquid couplant on the surface is crucial for 
successful UT, as these ensure that no air pockets are present between 
the tyre of the phased array roller-probe and the sample. Air acts as a 
strong reflector, disallowing the propagation of the ultrasonic beam 
from the roller probe into the test specimen. To this end, besides the 
adaptive end-effector behaviour facilitated by FT sensing, water was 
also sprayed as a thin film over the sample surface as a couplant. 

For UT inspection, the 5 MHz phased array roller probe comprised 64 
elements, with 0.8 mm pitch and 6.4 mm elevation. The array’s trans
mission/reception was controlled with Peak NDT Ltd. MicroPulse 6 unit 
[43], a controller with 128 transmission and reception channels, 
allowing for a design of custom focal laws to drive the phased array. A 
linear electronic scanning mode was used, with an excitation voltage of 
80 V and a sub-aperture of 4 elements providing an active aperture of 
48.8 mm. The pulse width was set at 100 ns, with a 760 Hz pulse 
repetition rate. To filter out the unwanted higher-frequency signals, a 
digital 6 MHz lowpass filter in the unit was activated. The digitiser was 
set to acquire data with a 100 MHz sample rate and 32-bit precision. 
Upon reception, a gain of 22.5 dB was applied to the signal with the 
addition of Time Compensated Gain (TCG). TCG was used to account for 
losses of amplitude that occur due to high attenuation, scattering, and 
other physical interactions between the transmitted ultrasonic wave and 
the inspected CFRP material. The shape of TCG was a linear ramp 
function, starting at the depth of 1.5 mm, and ending with 23.75 dBs of 
additional gain at the depth of 15 mm. The complete automated NDE 
setup is illustrated as a block diagram in Fig. 3. 

All the collected data were stored within a three-dimensional array 
structure, assuming the format of [B-scans, Time samples, A-scans] as 
illustrated in Fig. 4. The pulse repetition frequency and robotic speed 
was set to achieve B-Scan capture every 0.8 mm. Each B-scan consisted 
of 61 A-scans resulting from an electronic sweep with a sub-aperture of 4 
elements. Values of each scan were normalised, with respect to the 
maximum occurring amplitude in the conducted scan. Afterwards, a 
Hilbert transform was performed and both normalised and Hilbert- 
processed data of the same scan were stored. 

2.2. Machine Learning 

Before conducting experiments, a preliminary small grid-based 
search was performed to assess the range of hyperparameters and po
tential architectures. To ensure compatibility between the encoder and 
decoder, a reflective padding technique was applied before passing the 
B-scans to the model. This adjustment expanded the input dimensions 
[batch size, 61, 1000] to the nearest multiple of 32, allowing for flexi
bility in the input sizes the model could accommodate. 

The encoder part of the network consists of four convolutional layers, 
each coupled with a batch normalisation layer [44] and a hyperbolic 
tangent activation function. Convolution was performed with square 
kernels of size 7 and stride of 2, resulting in dimensionality reduction as 
each convolutional layer reduced the input size by a factor of 2. The 
integration of batch normalisation served to mitigate the risk of over
fitting, whereas the hyperbolic tangent activation function was selected 
due to its alignment with the amplitude extremities of raw B-scan data 

Fig. 2. Assembly used for automated NDE inspection (left) and KUKA KR90 industrial manipulator (right).  
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after normalisation to front wall response, which ranged between − 1 
and 1. 

For the decoder architecture, bilinear interpolation upsampling 
layers with a factor of 2 were integrated. This upsampling was followed 
by the inclusion of a convolutional layer. Notably, this convolutional 
layer was configured with a kernel size of 7, a stride of 1, and padding to 
preserve the spatial dimensions of the feature maps. This approach de
viates from the utilisation of transpose convolution blocks that are often 
used. The shift was induced due to the periodic artefacts that were 
observed in reconstructed images. These artefacts are a consequence of 
the overlap inherent in striding transpose convolutions, resulting in 
certain pixels being subjected to multiple passes by the kernel, while 
others receive only one pass. Such artefacts have been observed in 
various works such as [45,46]. The decision to adopt the upsampling 
approach, as suggested in [47], has proven effective in mitigating these 
artefacts, thus resulting in a clearer reconstruction. 

The training process employed MSE as the chosen loss function, 
measuring the difference between the input and output images. During 
training, only undefective data was used for both training and valida
tion. Measures to avoid overfitting also included the use of L2 regular
isation in the form of weight decay which was set at 0.0001. For all 
trained models, ADAM optimiser was used [48], with β1 and β2 values of 
0.9 and 0.999 respectively. To determine the length of training, early 
stopping with patience of 10 epochs was used on calculated MSE losses 
on the validation dataset. Lastly, a batch size of 64 individual B-scans 
was used, with a learning rate of 0.0005. All DL models in this study 
were trained and tested using a desktop Windows 11 PC with Nvidia 

RTX 3090 Ti GPU, 128 GB RAM, and two Intel® Xeon® Gold 6428 2.50 
GHz CPUs. PyTorch library and Python 3.10.8 were used for coding. Full 
network architecture is presented in Fig. 5. For a comprehensive over
view of ML vocabulary and respective definitions refer to [49]. 

A key benefit of the unsupervised method outlined in this work is its 
lack of reliance on positive examples of defects during training. Evalu
ating B-scans against an expected defect free reconstructing loss turns 
defect detection from a positive classification problem to an outlier 
identification/anomaly detection problem. While this method is un
suitable for defect classification, its strength lies in its robustness for 
defect detection. This is attributed to its training process, which did not 
involve the use of examples of defects, resulting in increased general
isability. To demonstrate the method’s effectiveness, testing was con
ducted on various manufactured defects. While naturally occurring 
defect examples are limited, the generalisability of the method is ex
pected to be robust for most defect types if the defect response yields an 
anomalous B-scan. 

2.3. Automatic gating method 

Following the data acquisition, prominent geometric patterns of 
higher amplitude were identified in front and back wall responses. The 
internal structure predominantly consists of much lower amplitude 
levels. When such data was used in conjunction with the AEs, it was 
difficult to distinguish defective and undefective B-scans in the dataset 
based on reconstruction errors, especially for B-scans containing smaller 
defects (these observations are further discussed in section 3). This 

Fig. 3. System design of sensor-enabled robotic scanning with ultrasonic phased array roller probe.  

Fig. 4. Illustration of the collected data (left), raw and Hilbert-processed A-scans (right).  
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complexity arose from the fact that defects which occupy small areas of a 
B-scan, whilst locally producing large MSE around the defect, would 
often be lost in the global reconstruction error which considers differ
ences from all individual pixels. Similar observations were reported in 
[26] where authors have developed a VAE that provides good defect 
detection when encountering large defects, while sometimes failing to 
reconstruct undefective images or identify smaller defects. Furthermore, 
the authors state that geometrical signals usually have large recon
struction errors which in turn cause false positive indications. An 
approach that provided the solution to this was presented in [27], where 
constant geometry of the scanned specimens allowed researchers to 
effectively apply gating of the captured ultrasonic signals to remove the 
front and back wall indications, thereby reducing the complexity of the 
data. An example of the undefective B-scan and the defective B-scan are 
presented in Fig. 6. 

Although manual gating was possible, an automated gating setup 
would be beneficial as a range of samples of various thicknesses was 
used to generate training and validation datasets. In the aerospace in
dustry, CFRPs are used for critical components such as fuselage, wing 
covers, spoilers, and stabilisers and they are manufactured in various 
geometries and material thicknesses to serve the functional purpose and 
meet the required performance criteria for different components. For 
instance, CFRPs are used for wing components with thickness variation, 
having thinner measurements towards the wingtip and thicker mea
surements near the root of the wing. For this specific application, 
thicknesses of around 24 mm are used [50] with wing spars reaching 
thicknesses of 40 mm or more [51]. An example of a complex geometry 

wing cover with stringers is illustrated in Fig. 7. 
To this end, an automated gating approach that leverages the 

DBSCAN algorithm [52] was introduced. DBSCAN is a robust unsuper
vised ML clustering algorithm, characterised by two adjustable param
eters: ε, which defines the maximum distance between a pair of data 
points for them to be considered neighbours, and minimum_points, a 
parameter specifying the minimum count of neighbouring data points 
necessary to form a distinct cluster. The proposed pipeline is initiated by 
the definition of minimum amplitude threshold and minimum distance 
between the peaks used in the peak-finding algorithm. The utilisation of 

Fig. 5. Autoencoder architecture used in this study.  

Fig. 6. Undefective B-scan (left) and defective B-scan (right).  

Fig. 7. Wing cover component with complex geometry and varying thickness.  
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peak finding algorithm was crucial to induce dimensionality reduction 
as clustering of the raw data is impractical due to the large number of 
data points, which results in poor outcomes. For this method, a full 3D 
data set [B-scans, Time samples, A-scans] was Hilbert transformed and 
processed at once. The minimum threshold amplitude used in peak 
finding was defined as: 

Minimumthresholdamplitude = RMS(noise)*α (1)  

where α signifies the scaling factor that adjusts the threshold in relation 
to the Root Mean Square (RMS) of the noise level. Next, the minimum 
peak distance is mathematically presented as: 

Minimumpeakdistance =
fsampling

foperating
*β (2)  

where fsampling and foperating correspond to the sampling and operating 
frequency of the ultrasonic setup, respectively. The quotient of these 
values represents the wave packet, which is scaled by a tuneable 
parameter β. The rationale underlying this formulation is to decrease the 
overall number of identified peaks. This strategy is useful to produce a 
separation between the identified peaks in the front wall and subsequent 
peaks produced by stronger subsurface reverberations. An example of 
such separation between the clusters is presented in Fig. 8, where front 
wall peaks are coloured in blue while subsurface reverberations are 
indicated in red. 

The specified parameters were implemented in the peak finding al
gorithm sourced from the Python Library SciPy [53], whose output 
served as input to the DBSCAN model. For flat samples, the two largest 
identified clusters corresponding to the front and back walls were cho
sen for the automatic gating process. However, in cases where samples 
exhibited complex stepped geometries, an additional user input variable 
n was introduced, representing the anticipated number of steps within 
the sample. This variable was used to extract produced indices of n 
number of clusters, starting with the one with most points. 

In both scenarios, a loss of back wall response might occur due to the 
presence of reflective defects, which in turn could result in no detections 
from the peak finding algorithm in the back wall areas. Therefore, 
clusters that belong to the back wall were checked for such occurrences 
and interpolated, similar to the work presented in [31]. To finish the 
process, the identified clusters generated indices indicative of areas for 
exclusion during the gating process. This outcome yielded a scan focused 
exclusively on the internal portion of the material. 

In experiments, a range of parameter values were tested to determine 
the optimal ones for the dataset used in the study. These parameters are 
listed in Table 2. Parameter α showed the largest influence on the overall 
results discovering that for thinner CFRP samples, all tested α values 
yielded satisfactory results. However, this was not true for the thicker 
samples, as higher α values generated a much higher threshold for peak 
detection and the back wall was not identified correctly. This was 
attributed to the high attenuation of CFRP materials (around 1.5 dB/ 

mm), causing significant amplitude loss over longer acoustic paths. For 
β, higher values led to better separation between the front wall and 
subsurface reflections. For DBSCAN, smaller ε values produced better 
results, while higher values sometimes resulted in unwanted merging of 
distinctive clusters. The minimum_points parameter had very little to no 
impact on the overall performance. 

This process offers a twofold advantage. Firstly, it serves as a valu
able component within the NDE inspection pipeline, facilitating the 
automated generation of C-scans by excluding the front and backwall 
echoes. Secondly, the process contributes to a reduction in data 
complexity in the interest of the DL process, focusing exclusively on the 
material’s internal structure. This enhances the effectiveness of subse
quent approaches in detecting defects with greater ease and accuracy. 

2.4. Performance metrics 

In this study, a set of performance metrics to evaluate trained models 
were considered. Among these metrics, the False Positive Rate (FPR) and 
True Positive Rate (TPR) were used for assessing the accuracy of binary 
classification tasks and are given by: 

FPR =
FalsePositives(FP)

TrueNegative(TN) + FalsePositives(FP)
(3)  

TPR =
TruePositives(TP)

TrueNegatives(TN) + FalsePositives(FP)
(4)  

FPR, denotes the ratio of undefective scans incorrectly identified as 
defective. On the other hand, TPR quantifies the rate at which models 
correctly identify defective B-scans as such. Together, FPR and TPR form 
the foundation for constructing the Receiver Operating Characteristic 
(ROC) curve, a graphical representation for binary classification tasks. 
Mathematically, the coordinates of ROC curve can be presented as: 

ROCcurve = {(FPR1,TPR1), (FPR2, TPR2),⋯, (FPRn, TPRn), } (5)  

The ROC curve enables the visualisation of the trade-off between TPR 
and FPR at various thresholds. Furthermore, it enables the comparison 
between the presented methods with Area Under the Curve (AUC) 
metric. AUC condenses the model’s overall performance into a single 

Fig. 8. Example of the automatic gating progress; Hilbert processed 3D data (left), DBSCAN formed clusters (right).  

Table 2 
Tuneable parameters in the automatic gating process.  

Parameters Used in Tested 
values 

Selected 
value 

Influence 

α Peak finding 
algorithm 

3 – 10 4 High 

β Peak finding 
algorithm 

1.5 – 6 6 Medium 

ε DBSCAN 7 – 12 7 Medium 
minimum_points DBSCAN 3 – 10 3 Low  
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scalar value and is given through: 

ROCAUC =

∫

ROCCurve(FPR, TPR)dFPR (6)  

3. Results and discussion 

3.1. Training and deployment on simple geometry samples 

Training on both ungated and gated datasets yielded consistent 
outcomes in terms of evaluation metrics during inference, although the 
point of training convergence exhibited variability. To investigate the 
effect of the stochastic nature of the training process and the random 
initialisation of weights and biases on performance, ten training repe
titions on both datasets were conducted. In the case of training on 
ungated datasets, convergence was typically achieved after an average 
of 118 epochs, with a standard deviation of 62 epochs. Similarly, for 
gated datasets, the training process converged on average at 122 epochs, 
with a standard deviation of 77 epochs. The relatively high standard 
deviation highlights the neural network training’s sensitivity to the 
initial weight and bias values. Nonetheless, it is important to note that 
while the random initialisation may impact the time taken for conver
gence, the performance of the models after convergence was not sub
stantially influenced, showing good convergence to a global minimum. 
An example of training convergence for both datasets is presented in 
Fig. 9, alongside schematics of samples A and B. 

When assessing the ungated data reconstruction losses for samples A 
and B during the inference, several observations were noted. For sample 
A, both defective and undefective B-scans were reconstructed with 
comparable reconstruction loss levels, giving rise to interpretation dif
ficulty as the separation between data was not discernible. For sample B, 
slightly improved outcomes were observed as spikes in reconstruction 

losses for shallow defects, such as the 3.0, 4.0, 6.0, 7.0, and 9.0 mm 
diameter defects were identifiable. However, the deeper defects 
remained undetected and were masked with relatively higher recon
struction errors of undefective B-scans. ROC AUC scores of 0.763 and 
0.863 were achieved for samples A and B, respectively. From an NDE 
application viewpoint, this performance would be deemed unsatisfac
tory as important defects would remain undetected. The reason for the 
poor performance was that the reconstruction error associated with the 
front wall and back wall echoes outweighed the error corresponding to 
the acoustic responses of defects in the internal part of the material. 
Reconstruction losses for samples A and B are presented in Fig. 10. 

When using gated datasets during training, as suggested by the re
sults presented in Fig. 11, major detection improvements were observed. 
In both samples, all 6.0, 7.0, and 9-mm diameter defects produced 
evident spikes in the reconstruction loss making them easily identifiable. 
Two 4.0 mm diameter defects located close to the front wall also pro
duced elevated reconstruction error values, but three deeper defects 
produced very small deviations from the undefective B-scans. Lastly, 3.0 
mm diameter defects produced the smallest reconstruction losses, with 
three defects closest to the surface producing small but visible spikes. 
The last two 3.0 mm diameter defects in both samples were not identi
fied. ROC AUC scores were improved, with 0.920 and 0.922 for sample A 
and B respectively as compared to the ungated data, indicating a clear 
improvement. ROC curves are presented in Fig. 12. 

In industrial settings, the typical practice involves establishing a 
threshold to distinguish between defective and undefective samples. 
This approach is flexible and can be adjusted based on the specific re
quirements of the industry. For example, in NDE of critical components 
where defect detection is an imperative, the threshold may be set more 
aggressively, even if it allows for some false positive indications. 

Fig. 9. Training and validation losses for ungated dataset (top left), gated dataset (top right), schematics for sample A (bottom left), and sample B (bottom right).  
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3.2. Uncertainties associated with the repeatability of ultrasonic scans 

When employing gated datasets, two distinctive characteristics were 
observed within the reconstruction losses. First, sudden and large spikes 
in the reconstruction loss, which have already been discussed as they 
pertain to defects. The second feature is the underlying reconstruction 
value of undefective B-scans, which tends to average around specific 
value with relatively minimal variances. This was expected since 

undefective B-scans do not contain features that were not observed 
during training; therefore, these are reconstructed well with consis
tency. However, upon further analysis, it was found that the scan-to- 
scan error level for undefective scans is varied. There are two main 
reasons for this, the inference on the data that falls outside the distri
bution of observed training data, and mathematical implications due to 
the loss function. The former is represented with several factors: 

Fig. 10. Reconstruction losses and side view schematics for sample A (top) and for sample B (bottom) for ungated dataset.  
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• Sample finish quality: The training dataset contains high quality 
scans performed on the samples with the similar surface finish. While 
some variance is surface finish is covered in the training data, sig
nificant deviations during testing can have a substantial impact on 
reconstruction errors.  

• Material anisotropy: CFRPs have complex, anisotropic structures 
that can interact unpredictably with UT. Therefore, test samples may 
feature different macro and microscale properties not observed in the 
training data.  

• Variability within the equipment: An inherent variance between 
the performance of individual array elements is present, as arrays are 
manufactured to operate within certain tolerances to pass the quality 
assessment by the manufacturer.  

• Variance in coupling: Performed scans vary from each other due to 
changes in coupling conditions during scans. While the process is 
automated, the coupling dynamics during the scanning is unpre
dictable due to the manual application and contributes to fluctua
tions in reconstruction errors across different scans. This has a 

Fig. 11. Reconstruction losses and side view schematics for sample A (top) and for sample B (bottom) for gated dataset.  
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significant impact on the energy transfer which is discussed in the 
later example. 

Mathematical variances are exhibited due to:  

• Type of reconstruction loss: The chosen MSE loss calculates a 
summation of differences between all pixels. As a result, areas with 
higher amplitudes exhibit larger absolute errors compared to areas 
with lower amplitudes. This relationship is directly linked to 
coupling variance, as it is a significant factor in energy transfer 
during the scanning process.  

• Sample thickness: Scans of thicker samples result in larger B-scans 
in terms of time samples, leading to greater reconstruction error. 
With a larger number of data points to be reconstructed, the likeli
hood of errors occurring in the reconstructed image increases. 
Consequently, the global sum of errors in thicker samples tends to be 
larger. 

All the aforementioned occurrences lead to challenges in the 
repeatability of PAUT scans which in turn greatly influences the per
formance of ML models. 

In the experiments, coupling inconsistency exhibited the highest 
influence on the reconstruction errors. As the roller-probe tyre moves 
over the sample surface under a fixed contact force, it pushes out the 
water film which can cause inconsistencies in the coupling. The tyre’s 
surface is slightly roughened by the manufacturer to retain water; 
however, this can sometimes lead to uneven wetting and improper 
coupling which would impede the path of the ultrasound beam. Such 
variations become apparent if an amplitude C-scan of the front wall is 
created, as displayed in Fig. 13, where brighter areas indicate portions of 
the scan where higher amplitudes were recorded, compared to dimmer/ 

darker areas of lower amplitudes corresponding to good and poor 
coupling, respectively. In the same figure, an example where the 
coupling between the PAUT and the sample was inconsistent is shown, 
where inconsistency creates a large variance in the reconstruction errors 
when it comes to undefective B-scans. The underlying reason for this 
issue was the excessive application of couplant onto the sample. In this 
specific scenario, reconstruction losses of certain undefective B-scans 
exceeds the reconstruction losses of defective responses, which nega
tively influences the final performance of the deployed model. 

3.3. Uncertainties associated with human annotations 

The process of labelling the test datasets involved three operators 
who were presented with visualised B-scans accompanied by corre
sponding scan indexes (positions where the B-scans were acquired). As 
each defect has breadth and depth parallel to the inspection surface, it 
can provide indications captured across consecutive B-scan frames. 
Therefore, the operators were tasked with identifying and marking the 
beginning and concluding indexes at which defects were believed to 
appear within the dataset. However, this task proved to be quite chal
lenging, as the achievement of consensus among the operators was 
infrequent. Notably, disparities in the identified starting and ending 
indexes exhibited variances of up to 3 indexes. This discrepancy carries 
significant implications, as frames were captured at a robotic displace
ment of 0.8 mm. 

The underlying cause for this challenge stemmed from the operators’ 
approach, as they relied on observing sequences of B-scans to pinpoint 
defects. By navigating back and forth within these sequences, they 
searched to identify the precise starting and ending points of defects. 
This deviation from the way the AE model processes B-scans introduces 
a discrepancy, as the model doesn’t operate sequentially or retrospec
tively review datasets to arrive at conclusions. An example of B-scan 
sequence where the individual defect is observable over several in
stances and a corresponding C-scan image with ground truths generated 
by operators is shown in Fig. 14. 

Given the lack of consensus for most defects, a pragmatic approach 
was adopted: labels from all observers were averaged, resulting in a 
composite ground truth. Outlined uncertainties associated with the 
labelling process, result in several observations. Firstly, it validates the 
significance of developing a robust automated approach for defect 
detection in the context of NDE, as ground truth was challenging to 
produce since the process heavily relied on the manual human inter
pretation of data. Secondly, it directly influences the reported perfor
mance of deployed model (while data and model remain unchanged) as 
ROC AUC varies up to 10.2 % between different operators. To shed light 
on how the network’s reported performance would be impacted by the 
labelling discrepancies of different operators, the ROC curves 

Fig. 12. Receiver Operating Characteristic curve for samples A and B.  

Fig. 13. Amplitude C-scan comparison of good and poor scans (left) and resulting reconstruction loss from poor scan (right).  
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constructed by using different ground truths are presented in Fig. 15. 

3.4. Deployment on complex geometry sample 

To evaluate the automated gating method and the developed AE 
model, an additional testing dataset was created from sample C. The 
range of defects positioned close to the front wall, in the middle of the 
sample, and near the back wall serves as a challenging example to 
scrutinize the performance of the model. Furthermore, as the sample is 
stepped, it demonstrates the ability of the automated gating process to 
cope with sudden changes in the geometry. Sample’s geometry and the 
output from the gating process is presented in Fig. 16. 

After the data acquisition process, it was observed that the scan 
performed on the thickest part of the sample exhibited a visible repeti
tion of the tyre reflection. This occurred due to the disparities in ve
locities of CFRPs (~3000 m/s) and glycol/tyre (~1638 m/s), causing 
the reception of the second tyre reflection before the first backwall echo 
from the thickest composite material section. This ultrasonic indication 
was a limiting factor for the successful extraction of unique clusters 
during the automated gating process. To this end, that part of the scan 
was excluded in this case study and altering of the ultrasonic setup to 
eliminate such reflections is left for future work. Potential solutions to 
this problem include using a larger roller probe diameter to extend the 
acoustic path inside the tyre or using an alternative liquid filler material 
in the roller probe with a lower speed of sound, which weren’t explored 
in this manuscript. 

The scan was performed with three robotic passes over the sample 

with the results presented in Fig. 17. All defects in the first two passes 
were identified successfully. In the third pass, containing defects close to 
the back wall, two defects in the thickest section were missed. These 
missed defects present a current limitation of the proposed NDE pipeline 
and the performance on these types of defects could be improved with a 
better ultrasonic setup and a more in-depth analysis of CFRP attenuation 
properties which in turn would result in a more effective TCG proced
ures. Furthermore, these defects were challenging to observe both due to 
their position and relatively low acoustic response. An example of such 
missed defect is also included in Fig. 17. Achieved ROC AUC on gated 
dataset was 0.879, an improvement from 0.815 when ungated dataset 
was employed. Overall, this case study presents a practical application 
with a realistic scan conducted on a complex geometry sample. The 
model’s deployment results in fast inference, processing 2070 samples in 
1.26 ± 0.09 s on a GPU accelerated machine. 

The rapid inference achieved can be attributed to the model’s 
lightweight architecture. To further enhance inference times, exploring 
serialisation and saving models in environments better suited for pro
duction deployment, such as Open Neural Network Exchange (ONNX) or 
similar formats, rather than running them directly from Python scripts, 
could contribute to additional improvements in efficiency; however, this 
is left for future work. 

4. Conclusion 

In this paper, a two-stage defect detection method based on auto
mated gating and unsupervised ML was developed for analysing 

Fig. 14. A sequence of B-scans with an observable defect (left) and a C-scan of the same defect with marked labels from each operator (right).  

Fig. 15. ROC Comparison with respect to ground truth produced by different operators.  
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ultrasonic B-scans images of CFRP components. Unlike the past efforts at 
automated gating, the proposed method is agnostic to geometry of the 
scanned sample, resolving limitations and heavy reliance of currently 
available methods on operators’ fine-tuning. For this stage, unsuper
vised clustering through the DBSCAN algorithm was employed to isolate 
the front wall and backwall echoes of the scanned component to prepare 
the data in a way to maximise the ML performance in the next stage. 

The subsequent stage featured an AE-based ML model, tasked with 
processing ultrasonic datasets captured using an automated NDE setup 
that emulates an industrial environment. The approach proposed here 
stands out among other ML methods, in that it is fully unsupervised 
removing the need for labelling of the B-scans. This saves expert NDE 
operator time in preparing training datasets while still achieving good 
detection performance. The study yielded several key findings:  

• The DBSCAN-based automated gating has proved to be a practical 
technique, effectively extracting front and back wall indications from 
3D datasets without geometric constraints, making it a strong 
candidate towards true automation of the interpretation process.  

• The AE performance on the ungated data resulted in unsatisfactory 
results as the separation between undefective and defective B-scans 
in terms of reconstruction error was not achieved.  

• Implementing the automated gating process significantly increased 
the performance of the AE-based defect detector, with ROC AUC 
improvements of 15.7 %, 5.9 %, and 6.4 % for different testing 
datasets.  

• Overall, 36 out of 40 defects produced visible reconstruction error 
spikes in the simple geometry samples, and 22 out of 24 defects in the 
complex geometry sample. Inference on a GPU accelerated machine 
was rapid, processing 2070B-scans in 1.26 ± 0.09 s.  

• The overall performance of AE models was significantly influenced 
by the consistency of conducted scans. This was largely controlled by 
stability of energy transmission into the sample, a factor greatly 
influenced by coupling quality.  

• Uncertainties stemming from variations in producing ground truth 
had a direct impact on the reported results, highlighting the potential 
advantages associated with robust automated systems within the 
NDE pipeline. 

Limitations of this work include missed detections of smallest defects 

closest to the back wall of the samples. Due to the nature of analysing B- 
scans, in industrial situations this could extend to missed detection of 
thin defects oriented parallel to ultrasound beam propagation. 
Furthermore, in the present study, controlled scans were performed 
where the entirety of the defects were captured within the active aper
ture of the ultrasonic setup. More challenging scans where defects are 
not captured in their entirety is left for future work. Lastly, while the 
automated gating method improved the overall results of the AE model, 
by removing the back wall of the scan a valuable information that per
tains to the loss of back wall is lost, which is often used in the analysis 
performed by an expert NDE operator. 

As a trajectory for future work, detection of smaller 3.0 mm defects is 
planned, alongside testing on UT signals captured from naturally 
occurring complex defects in CFRPs. For improving the autoencoder 
model, several architectural changes could be implemented and tested. 
For example, exploring the addition of another encoder, drawing 
inspiration from approaches like GANomaly. Alternatively, incorpo
rating and computing feature reconstruction errors, as demonstrated in 
previous works [54], could be another avenue for enhancement. Addi
tionally, the assessment of ultrasonic scan quality remains an unex
plored domain within the field of ML. Consequently, an attempt to 
formulate or correlate a scan quality evaluation metric is deemed 
promising. 
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