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A B S T R A C T   

The performance of a europium-doped strontium iodide scintillator for uranium enrichment measurement of a 
variety of sintered uranium dioxide fuel pellets is described and compared to that of caesium iodide and sodium 
iodide. Enrichment has been determined via passive γ-ray spectrometry of the 186 keV line from uranium-235 
using gross count, net count, and peak ratio analyses. The 38 mm Ø x 38 mm strontium iodide crystal demon
strates superior energy resolution (3.43 ± 0.03% at 662 keV) and competitive detection efficiency for its size in 
the energy range of interest for uranium enrichment analysis (<250 keV). It demonstrates better χ2

v and coef
ficient of determination values than caesium iodide and sodium iodide when measuring uranium enrichment 
using the gross- and net-count from the 186 keV emission. It is shown to have the least measurement variance of 
the three scintillators studied in determining the uranium enrichment of pellets in a blind test, with a relative 
error comparative to sodium iodide and smaller than caesium iodide. This research heralds the potential of 
strontium iodide in passive γ-ray uranium enrichment applications.   

1. Introduction 

The need to determine 235U enrichment in uranium-containing ma
terials is of fundamental importance in the nuclear industry. Several 
different analytical techniques exist that can provide accurate and pre
cise isotopic ratio data of uranium materials. These fall into two cate
gories concerning mass spectrometry and γ-ray spectroscopy. 

Mass spectroscopy techniques include: thermal ionisation mass 
spectroscopy, inductively coupled plasma mass spectroscopy (ICP-MS), 
and laser ablation ICP-MS, amongst others. These techniques provide 
accurate and precise isotopic quantification with small measurement 
uncertainties. However, the cost, technical complexity, and sample 
preparation times are significant disadvantages that can limit the 
adoption of these techniques. This is particularly the case when isotopic 
information is required frequently and in near real-time to render 
manufacturing processes responsive to any deviation from specified 
enrichments [1]. 

γ-ray spectroscopy offers a more economical approach, both in terms 
of cost and time. It can be applied to spontaneous or induced γ-ray 
emissions from relevant nuclides in uranium-containing materials to 
quantify the isotopic composition [2]. However, γ-ray spectroscopy has 
measurement capabilities that are typically an order of magnitude less 
sensitive than mass spectrometry analyses [1]. 

The measurement of 235U enrichment in bulk solid samples of ura
nium has long been achieved passively via γ-ray spectroscopy, based on 
the 185.72 keV γ-ray emission (rounded to as 186 keV for the remainder 
of this work for brevity) that occurs in 57.1% of 235U decays is charac
teristic the isotope and is relatively clear of contaminant lines from 
neighbouring isotopes. From the magnitude of the 186 keV γ-ray pho
topeak, the proportion of 235U can be estimated using one of several 
spectroscopic methods. A well-established example is the infinite thick
ness technique, where a uranium sample is viewed with a γ-ray detector 
through a collimated channel [3]. Due to its high atomic number and 
density, uranium or uranic compounds attenuate their own γ-ray 
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emissions so that only a fraction of the radiations emitted from a sample 
reach the detector. 

For sintered UO2 fuel pellets the mean free path for 186 keV γ-rays is 
0.7 mm [3]. Using the convention of seven mean free paths [4], UO2 has 
an infinite thickness of 4.9 mm, therefore any 186 keV γ-rays emitted 
from a depth greater than 4.9 mm have a probability of ≤0.1% of 
traversing this distance without being attenuated or absorbed [3]. If the 
depth of the samples along the collimator axis is significantly greater 
than the mean free path of the 186 keV γ-rays, all samples of the iden
tical physical composition would present equal visible volumes to the 
detector. Consequently, one of the core assumptions in the use of the 
infinite thickness technique is that the whole sample is isotopically ho
mogeneous. The technique assumes any variation in the recorded 186 
keV γ-ray emissions between two samples is due to a corresponding 
difference in the 235U content from one sample to the other [3]. 

Alternatively, enrichment can be inferred from the ratio of the 
magnitude of the full-energy peaks associated with γ-ray emissions from 
different isotopes of uranium in a sample, such as the 186 keV and 1001 
keV γ rays from 235U and 238U in a sample, respectively [3]. Peak 
peak-ratio methods have the advantages of having fewer experimental 
geometry considerations, plus the infinite thickness requirement does 
not need to be met. However, the 238U in a sample must be in secular 
equilibrium with its daughter products for the technique to be appli
cable [3]. 

Inorganic scintillators, such as thallium-doped sodium iodide (NaI 
[Tl]) or caesium iodide (CsI[Tl]), are in widespread use for passive γ-ray 
analysis due to their low cost, high detection efficiency and satisfactory 
energy resolution. In this work we evaluate experimentally the 
europium-doped inorganic scintillator, strontium iodide SrI2(Eu) for 
uranium enrichment determination, as it has several attractive features 
compared to the established scintillation materials [5]. 

SrI2(Eu) was patented as a scintillation medium in 1968 [6]. In 2008, 
modifications were made to the route by which it is synthesised 
rendering it viable for more widespread scintillation applications, 
demonstrating excellent detection characteristics compared to more 
commonplace scintillation media [5]. A summary of the general mate
rial and scintillation attributes for SrI2(Eu) and other common scintil
lators is given in Table 1. 

The data in Table 1 demonstrate why SrI2(Eu) might compete with 
long-established alternatives: It has a light yield double that of CsI(Tl) 
and LaBr3(Ce), and up to four times that of the scintillant in most 
widespread use, NaI(Tl). Consequently, it has a better energy resolution, 
evidenced by a lower full-width half maximum (FWHM) value and a 
relatively high density resulting in a higher stopping power for higher- 
energy photons. However, the manufacture of SrI2(Eu) crystal sizes 
greater than 103 cm3 has not been reported, in part due to the self- 
absorption of its own scintillation light and it has a longer light 
response time [8–10]. These features increase the chances of pulse 
pile-up and dead time when analysing higher activity sources and de
creases energy resolution [11]. Consequently, SrI2(Eu) may suffer in 
terms of detection efficiency compared to that of NaI(Tl) and, to a lesser 
extent, CsI(Tl), which can be manufactured in much larger or more 
geometrically complex volumes (>10,570 cm3 for single NaI(Tl) crys
tals). In this research, the capability of SrI2(Eu) in the measurement of 
235U enrichment in UO2 is reported, relative to NaI(Tl) and CsI(Tl) 

scintillators. 

2. Materials and methods 

2.1. Equipment and sources 

Three different inorganic scintillators were used in this comparative 
study. Table 2 lists the types, parameters, and manufacturer informa
tion. The scintillation detectors were connected to a laptop personal 
computer via USB to a digital PMT-base connected to the scintillator 
photomultiplier tubes. Two PMT-bases were used in this work, a bMCA 
USB Multi-Channel Analyzer (BrightSpec NV/SA, Belgium) for the CsI 
(Tl) and SrI2(Eu) and a digiBASE (ORTEC®/AMETEK® Inc., USA) to 
control the NaI(Tl). The PMT-bases were connected to the scintillator 
photomultiplier tubes via the 14-Pin PMT and controlled using Bright
Spec (BrightSpec NV/SA, Belgium) or MAESTRO (ORTEC®/AMETEK® 
Inc., USA) multichannel analyser simulator software. 

For the calibration measurements and initial detection comparison 
study, point and volume sources were used, including the isotopes 60Co, 
137Cs, 152Eu, 226Ra and 241Am. Additionally, slices of depleted uranium 
dioxide (DUO2) light water reactor fuel pellets were used as a calibration 
source for 235U and 238U and their respective decay products. For ura
nium enrichment analysis, advanced gas-cooled reactor (AGR) UO2 fuel 
pellets were used, sufficiently aged for the 238U to be in secular equi
librium, produced by the UK’s National Nuclear Laboratory (Preston, 
UK). AGR pellets are cylindrical with dimensions of 14.500 mm Ø x 
15.000 mm height, with a central annulus 6.350 Ø mm giving a wall 
thickness of 4.075 mm along the collimation-detector axis, 0.825 mm 
less than the theoretical infinite thickness of sintered UO2 (4.900 mm) 
[12]. However, as the central annulus contains no material with sig
nificant attenuation capabilities, the 186 keV γ-rays emitted from within 
0.825 mm of the far side of the annular cylinder can still reach the de
tector. As such, the pellet volume can be considered to meet the infinite 
thickness criteria. 

The 235U mass, and therefore the enrichment, in the pellets was 
measured by multi-collector, inductively-coupled plasma mass spec
trometry (MC-ICP-MS) at Westinghouse’s Springfields site (Preston, 
UK). All pellet enrichments referred to in this manuscript are expressed 
as the uranium enrichment by weight percentage (%wt or Ew) of the 235U 
mass relative to the overall mass of uranium within the pellet. 

The experimental setup for the calibration measurements and single 
pellet analysis is shown Fig. 1. The detectors were positioned perpen
dicular to the collimated source beam as this allows for better optimising 
energy resolution [9,13]. Cantilever laboratory jacks were used to 
ensure the centre of the collimator opening intersects halfway up the 
height of the detector sensitive volume. The sources and pellets were 
placed such that the centre of the source under analysis was positioned 
57.5 mm from the detector surface. Between the source and detector was 
a 50 mm thick lead collimator with an 8 mm Ø opening. As shown in 
Fig. 1B, additional 50 mm lead chevrons were positioned around the 
detector to reduce the influence of background count. 

2.2. Peak fitting and data analysis 

Raw spectral collected from the detector setups were treated with a 

Table 1 
Summary of the material and scintillation characteristics of common inorganic scintillators [7,8].  

Parameter SrI2(Eu) NaI(Tl) CsI(Tl) LaBr3(Ce) BGO LSO 

Density (g cm−3) 4.6 3.4 4.5 5.3 7.1 7.4 
Mean Free Path @ 186 keV (cm) 0.67 0.90 0.58 0.69 0.19 0.24 
Light yield (photons MeV−1) ≤120,000 38,000 66,000 61,000 10,000 30,000 
Decay time (ns) 600-2400 230 1100 35 300 40 
Resolution (% @ 662 keV) 4 7 6 3 ≥15 ≥12 
Wavelength of emission (nm) 430 410 540 360 480 420  
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shaping algorithm including a Savitzky-Golay filter using a 9-channel 
window and appropriate filter coefficients in Python (SciPy) [14]. 
Fig. 2A shows smoothed spectra up to 230 keV of a 4.460 %wt enriched 

AGR fuel pellet from the three scintillation detectors used. Full-energy 
peak channel widths were determined using Mariscotti’s second differ
ence method also shown in Fig. 2B [15]. The gross counts from the 
full-energy peak were calculated from the sum of the counts from the 
channels within the specified peak area. The net count from a full-energy 
peak was calculated by subtracting a background continuum count from 
the gross count. Fig. 2B shows the background continuum between two 
values calculated from the average of seven channels either side of the 
full-energy limits. As can be seen in Fig. 2B, the background continuum 
was assumed to be a linear regression under the full-energy peak 
bounds. 

As seen in Fig. 2B, the 235U γ-ray 163.4 and 205.3 keV (both 5.1 % 

Table 2 
Manufacturer information, dimensions and technical specifications of the detectors used in this comparison study.  

Detector crystal compound Dimensions (mm) Sensitive volume (cm3) Manufacturer Detector Serial Number Datasheet Resolution @ 662 keV PMT 

NaI(Tl) 75.2 Ø x 75.2 347.5 Ortec/Bicron 60005-03864-I <7.5 % Hamamatsu R1307 
CsI(Tl) 50 × 50 x 50 125.0 Scionix SER678 <10.0 % Hamamatsu R3234 
SrI2(Eu) 38 Ø x 38 43.1 Scionix S1AB1467 <3.5 % Hamamatsu R6231  

Fig. 1. A Side elevation schematic of the calibration source and single pellet 
experimental setup (not to scale) without lead chevrons surrounding the de
tector to enable clarity, where 1) PC, 2) USB cable, 3) digital PMT-base, 4) SrI2 
(Eu) detector, 5) 50 mm thick lead collimator with 8 mm opening, 6) AGR pellet 
or calibration point-source, 7) Cantilever laboratory jacks. B) Photograph of the 
experimental setup using a SrI2(Eu) scintillator connected to a bMCA USB PMT- 
base, with an aluminosilicate simulated AGR pellet with a lead chevron 
removed to allow viewing of the detector. The NaI(Tl) used in this work is 
shown on the left of the photograph, connected to a DigiBASE PMT -base. 

Fig. 2. A) Savitzky-Golay filtered γ-ray spectra of a 4.460 ± 0.005 %wt 
enriched AGR fuel pellet, collected from the NaI(Tl), CsI(Tl), and SrI2(Eu) 
scintillators in the 0–230 keV range using a 400 s live count time, B) 186 keV 
full-energy peak collected using the SrI2(Eu) detector, linear background con
tinuum under the full-energy peak, Mariscotti’s second difference plot used to 
identify peak limits, and gaussian distribution identifying the gross count full- 
energy peak. 
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emission probability [16]) full-energy peaks are evident as small bumps 
either side of the 186 keV full-energy peak collected with the SrI2(Eu). 
The weak 202.1 keV emission (1.1 % emission probability [16]) from 
235U is subsumed by the tail of the 186 keV full-energy peak, where the 
small tail is a residue of the light trapping within the crystal volume, 
caused by the low emission probability and an overlap in the absorbance 
and radioluminescence of the europium dopant that increases the 
effective light decay time [17–19]. The 163.4 and 205.3 keV full-energy 
peaks are not visible in the NaI(Tl) and CsI(Tl) spectra, due to the poorer 
energy resolution. The NaI(Tl) is able to identify the 143.8 keV 
full-energy peak clearly and this energy region is also evident in the CsI 
(Tl) spectra but the full-energy peak is not evident and included within 
the background count in that energy region. 

Given the inability of the NaI(Tl) and CsI(Tl) to resolve the 163.4 and 
205.3 keV full-energy peaks, these emissions were partly included in the 
full-energy peak counts for these detectors, complicating the analysis of 
the 186 keV peak in isolation. When discussing the 186 keV full-energy 
peak for the NaI(Tl) and CSI(Tl) detectors for the remainder of this 
manuscript it will include the 163.4, 202.1, and 205.3 keV 235U emis
sions unless explicitly stated. 

For the net count, a background contribution was subtracted from 
the gross count, and this was determined assuming a linear background 
continuum beneath the 186 keV full-energy peak. The start and end 
points for this background continuum were taken from the average of 
seven channels either side of the full-energy peak with a linear fit then 
calculated between these two values. To calculate the peak ratio (PR), 
the gross count levels of both the 186 keV (C186) and 1001 keV (C1001) 
full-energy peaks were determined for the 235U and 238U isotopes, 
respectively, and determined using (1). 

PR =
C1001

C186
(1)  

3. Results and discussion 

3.1. Detector performance comparison 

The energy resolutions for the three scintillators studied are shown in 
Fig. 3, derived from the Full Width Half Maximum (FWHM) of full- 
energy peaks between 59.5 and 1332 keV. Given the different light 
response and decay times of the scintillators used in this study [13,20, 
21], the optimal resolution values for the calibration study were 

achieved by adjusting the detectors high voltage, fine gain, and pulse 
shaping filter parameters for each calibration source and γ-ray emission 
studied, these parameters are shown in Table 3. 

Evidently, the SrI2(Eu) has the best FWHM resolution, with the NaI 
(Tl) and CsI(Tl) scintillators following the expected energy resolution 
performance reported elsewhere in the literature [22]. The resolution 
for SrI2(Eu), 3.43 ± 0.03% at 662 keV, is well within the range of FWHM 
resolution values for the material, reported typically between 2.93 and 
4.00%, and within the instruments certificated performance, i.e. <3.5 % 
at 662 keV [23]. The overall resolution may be further optimised 
through minute adjustments to the experimental geometry, collimation, 
and background attenuation. As an example, Takabe et al. (2016) 
demonstrated a variation in resolution in SrI2(Eu) (between 3.29 ± 0.02 
% and 4.13 ± 0.02 % at 662 keV) due to the location of a collimated 
γ-ray beam from a137Cs source relative to the sensitive volume and 
photocathode [13]. Similarly, Sturm et al. (2010) showed a change in 
energy resolution at 662 keV from 5.0 % to 3.2% for a 19.7 cm3 SrI2(Eu) 
cylindrical crystal by moving the interaction point in the sensitive vol
ume away from the photocathode [9]. These geometrical considerations 
also contribute to reducing the size of the full-energy peak tail. Further 
reduction of the SrI2(Eu) full-energy peak tail, caused by light trapping, 
can be accomplished through digital pulse processing optimisation [17]. 
This would not affect the FWHM value primarily as the tail appears 
beneath the half-maximum measurement value, but it would improve 
the full width at one-fifth maximum and could allow identification of the 
202.1 keV emission with long enough counting times. 

Compared to literature, Hawrami et al. (2020) reported a resolution 
of 2.9% (@ 662 keV) for europium-doped thallium strontium iodide 
(TlSr2I5[Eu]), a similar but different chemical composition, with a vol
ume 1.39 cm3 [24], which is more than 0.4 % better than for the SrI2(Eu) 
used here. The best-reported resolution for SrI2(Eu) appears to be 2.93% 
by Sturm et al. (2010) for a 13 cm3 tapered cylindrical crystal doped 
with 3% europium. Using a silicon photomultiplier (SiPM) attached to a 
2 cm3 SrI2(Eu) crystal, Mitchell and Philips (2016) recorded a 3.8% 
resolution at 662 keV consistent with other works but with the 
marginally poorer resolution associated with SiPMs [25]. They also 
noted nonlinearity in the energy calibration, consistent with the use of 
SiPMs [26]. Without correcting for the nonlinearity, the FWHM was 
recorded as 2.6% [27]. Likewise, Takabe et al. (2016) achieved a reso
lution of 3.29% at 662 keV for a comparatively large SrI2(Eu) scintillator 
(>10 cm3) [13]. In addition to this finding, the authors compared 12 
cm3 and 25 cm3 crystals and noted a decrease in energy resolution for 
the larger crystal size. The poorer resolution of larger SrI2(Eu) crystals 
was also reported by Giaz et al. (2015), reporting a FWHM of 4.0% (@ 
662 keV) for a 103 cm3 SrI2(Eu), one of the largest reported [20]. 
Finally, Raja et al. (2018) reported comparatively poor energy resolu
tion performance of 4.6%, 7.5% and 9.8% for 662 keV, 122 keV, and 
1332 keV emissions, respectively, for single SrI2(Eu) crystals (estimated 
volume <9 cm3) grown using the Bridgman technique [28]. The authors 
state the results may be affected by crystal inhomogeneity and oxygen 
contamination. Given the hygroscopic nature of SrI2(Eu), exposure to air 
can cause significant reduction in its optical parameters [28]. 

The variation in SrI2(Eu) energy resolution performance over 
increasing crystal volumes contrasts with convention for other scintil
lators, such as NaI(Tl). Typically, larger scintillation crystals have better 

Fig. 3. Energy resolution of the NaI(Tl), CsI(Tl), and SrI2(Eu) as a function of 
the γ-ray energies emitted from a selection of radioactive calibration sources. 

Table 3 
High voltage range and pulse shaping filter parameters used for the calibration 
study.  

Detector High 
Voltage 
Range (V) 

Rise 
Time 
(μs) 

Flat 
Top 
Time 
(μs) 

Pole- 
to- 
Zero 
(μs) 

FWHM 
@662 
keV 

FWHM 
@186 
keV 

SrI2(Eu) 650–780 12.0 4.0 2.0 3.43% 7.39% 
NaI(Tl) 800–1000 0.8 0.2 2.0 6.22% 8.25% 
CsI(Tl) 890–1100 4.0 2.0 2.0 8.96% 17.76%  
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energy resolution due to larger volumes increasing the likelihood of total 
absorption of the γ-ray photons, rather than scattering out of a given 
detector volume [11,29]. The results of this work and those reported in 
the above studies provide evidence to the conclusions reached by Ale
khin et al. (2010), that an increase in volume of a SrI2(Eu) crystal cor
relates strongly with a decrease in overall light-yield and increase in the 
likelihood of scintillation photon re-absorption [10,13,30]. Other fac
tors, such as temperature and electrical noise also effect resolution, but 
given the measurement conditions and equipment were consistent be
tween experiments, it is not anticipated that these aspects will have a 
significant bearing on the above results [31]. 

In addition to energy resolution, detection efficiency is also influ
enced by the choice of scintillator material, its volume and shape, and 
density, with higher efficiencies associated with denser (higher-Z) ma
terials [24]. From Tables 1 and it can be seen that CsI(Tl) has the shortest 
mean free path for 186 keV γ-ray (0.75 cm) of the detectors used in this 
research. The most dense material SrI2(Eu) having the next shortest and 
NaI(Tl), the least dense, the farthest at 0.67 and 0.90 cm, respectively. A 
shorter mean free path equates to a higher probability that the γ-ray will 
interact with the material and will therefore be detected, implying a 
higher detection efficiency. These factors contribute to the total material 
cross sections. Fig. 4 shows the total linear attenuation cross sections, 
including Compton scattering, for the three scintillation materials used 
here, generated using XCOM Photon Cross Sections Database and nor
malised for the respective material densities [32]. 

As shown in Fig. 4, all three scintillators have similar linear attenu
ation coefficient values in the energy range under consideration 
(10–1100 keV), and therefore similar material detection efficiencies. For 
energies <40 keV the SrI2(Eu) has the higher attenuation and therefore a 
higher potential material efficiency. For 186 keV photons of interest in 
this study, SrI2(Eu) displays a total linear attenuation coefficient of 
0.085 cm−1, with CsI(Tl) and NaI(Tl) having cross sections of 0.107 and 
0.124 cm2 g−1, respectively. 

The SrI2(Eu) is the only detector used here where the distance of 
seven mean free paths for the 186 keV γ-ray is greater than the depth of 
the scintillator crystal along the pellet-collimator axis. Therefore, it 
would be expected that some of the 186 keV photons to pass through the 
SrI2(Eu) detector volume without interacting, lowering the overall ab
solute efficiency of the detector used in this work. 

The comparatively long light decay time of SrI2(Eu) also affects the 
absolute efficiency. As shown in Table 2, SrI2(Eu) requires a shaping 
time 2–12 times greater than other scintillators used here. Using longer 

shaping times can increase the proportion of dead time, the time that 
pulses from incident γ-ray photons cannot be recorded whilst the cir
cuitry is processing a previous interaction [8,11]. Consequently, this can 
reduce the efficiency of the detector, particularly in high-count envi
ronments. Given the relatively low radioactivity of the point sources 
used here, 0.04–0.4 MBq, and the collimated experimental geometry, 
the recorded detector dead time difference between the detectors was 
0.03–1.74% for the NaI(Tl) and 0.35–9.20% for the SrI2(Eu) across the 
source activity range. 

The results of this comparison of energy resolution study and 
detection efficiency discussion illustrates the benefits of SrI2(Eu). When 
considering the requirements for energy resolution, the SrI2(Eu) is 
shown to be superior to NaI(Tl) and CsI(Tl) at γ-ray energies between 60 
and 1332 keV and particularly at 186 keV, the photon energy of interest 
for uranium enrichment measurements based on infinite thickness 
technique [3]. Across the energy range, the SrI2(Eu) outperforms the 
other scintillators in terms of resolution and is comparable with regards 
to efficiency, indicating suitability for use in mixed isotopic environ
ments where individual sources require differentiating and quantifying. 

3.2. Single pellet uranium enrichment measurements 

A variety of individual AGR fuel pellets was assessed using the three 
scintillators described above, with each of the pellets placed 57.5 mm 
from the detector casing, as shown in Fig. 1, and counted for a period of 
400 s. A list of the pellet enrichments by their weight percentage of 235U 
is given in Table 4. No containers or shielding were used between the 
pellets and detector, and the pellets were not observed to contain con
taminants that need to be considered, given shielding or contamination 
can affect the measurement [33–36]. 

As the experimental geometry meets the infinite thickness criteria, 
the mass of 235U in the pellets will be proportional to the magnitude of 
the count taken from the 186 keV full-energy peak [3,37]. This is what is 
shown for both the gross and net counts in Figs. 5 and 6. For all three 
datasets, as the 235U mass in the AGR pellet increases with increasing 
enrichment, the gross and net counts are observed to increase propor
tionally. The relationships between the enrichment and full-energy peak 
count (gross and net count) were determined using the count data, 
associated errors and the least-squares method, and characterised using 
the reduced chi-squared (χ2

v ) methodology, where v are the degrees of 
freedom (v = 6) [38]. The results of the χ2

v tests are given in the insets of 
the Figures. 

For the gross count method, the SrI2(Eu) data set appears the most 
linear as it displays the χ2

v value closest to unity, 0.955, compared to 
0.931 and 5.815 for NaI(Tl) and CsI(Tl), respectively. However, the NaI 
(Tl) has the best fit when comparing r2 value, the 0.990, slightly better 
than that of SrI2(Eu). The CsI(Tl) data yield the least best fit, which is 
apparent from Fig. 5. Given the variation in the data points and the 
distance from the predicted linear model data points, particularly for the 
1.248 and 1.952 %wt pellets, it could be considered that the pellets are 
of a different enrichment than stated. This is unlikely to be due to a real 
distinction in enrichment given the pellets have been characterised 
independently by the UK’s National Nuclear Laboratory with an 
enrichment absolute measurement error of ±0.005% Ew. As such, the 
likely cause is suspected to be a slight alteration in placement of the 
pellet or detector when positioned for analysis, manifest as slight 
changes in count-rate due to changes in distance from the detector as per 
the inverse-square dependence. This anomaly could also be rectified by 
using longer counting durations to lessen the impact of any random 
statistical variation. Smaller anomalies are present for the 3.009 %wt 
pellet recorded with the SrI2(Eu) detector and the 1.763 and 1.952 %wt 
pellets recorded with the NaI(Tl) with likely the same root cause. 

The net count values for the pellets measured show an increase in 
error compared to the gross count datasets. This is due to the propaga
tion of error resulting from the net count being calculated from sub

Fig. 4. NIST-COM generated linear attenuation coefficients for the NaI(Tl), CsI 
(Tl), and SrI2(Eu) scintillators as a function of the photon energy in the range 
10–1100 keV. 
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tracting a background count from the gross count. The linear regression 
fit for the net count dataset from the CsI(Tl) demonstrate an improve
ment in χ2

v when compared to the gross count model. The CsI(Tl) fit 
improved from 5.815 to 4.227. The SrI2(Eu) regression fits appear to 
decrease marginally for the net count, going from a χ2

v of 0.950 for the 
gross-count model to 0.927 for the net count model, likewise for the NaI 
(Tl), 0.931 to 1.599 The r2 for all datasets remain well over 0.9 therefore, 
despite the possible anomalies and over-fitting, the linear regressions 
reproduce the direct proportionality of the 186 keV full-energy peak 
count with 235U percentage consistently. 

The net count datasets for the NaI(Tl) and CsI(Tl) scintillators in 
Fig. 6 both show a greater variance with regard to the linear regression 
than gross count results, exaggerating the positioning inconsistencies 
discussed. This could be because of a greater variation in the measured 
background due to their poorer energy resolution including counts from 
the 163.4 and 205.3 keV emissions. Nevertheless, the data still follow 
the expected linear trend. 

Comparing the values and model parameters in Figs. 5 and 6, the 
ratio of the net count and gross count can be determined, i.e., the ratio of 
235U 186 keV γ-rays to the underlying background or scattered photons 
in the full-energy peak energy range. The net-to-gross ratio is similar 
between the NaI(Tl) and the SrI2(Eu). As an example, the gross and net 
counts rates recorded for 186 keV full-energy peak from 4.460 %wt 

pellet using the with the NaI(Tl) was 11.5 gross- and 7.3 net-counts per 
second, giving a net-to-gross ratio of 63.9 %. This compares to 10.1 and 
6.3 counts-per-second for the gross and net count rates, respectively, 
using the SrI2(Eu), giving a net-to-gross ratio of 62.1%. The CsI(Tl) had 
the worse net-to-gross ratio of 48.4% for the same pellet. 

As stated above, the SrI2(Eu) is at a disadvantage as a higher pro
portion of the 186 keV photons are likely to pass through the detector 
volume without interacting, compared to the larger NaI(Tl) and CsI(Tl) 
detectors, but is less susceptible to scattered photons. The larger volume 
NaI(Tl) and CsI(Tl) detectors are more likely to be in the path of photons 
that have scattered off the collimator or elsewhere, increasing back
ground count noise. 

In addition, the slightly increased proportion of detector dead time, 
caused by the longer pulse shaping times, could decrease the absolute 
efficiency and therefore the overall count. The percentage deadtime 
whilst assaying the highest activity pellet (4.460 %wt) with the SrI2(Eu) 
was 0.76%, equivalent to 3.05 s or approximately 30.3 full-energy peak 
gross counts over a 400 s real time count. Given the experiments were run 
using live time count mode, any effects of increasing dead-time were 
mitigated, though this does have implications for the limits of detection 
study in Section 3.4. 

The better net-to-gross count ratio will contribute to smaller relative 
error in the SrI2(Eu) net-count values over the gross-count values 
because of error propagation in the subtraction of the background count 

Table 4 
The enrichments by weight % of the AGR UO2 pellets used in the enrichment analysis in this work. Pellet enrichment absolute measurement error ±0.005 %wt supplied 
by NNL.   

AGR pellets used 
235U content/%wt 1.248 1.763 1.952 2.496 2.624 3.099 3.520 4.460 
235U mass/g 0.26 0.37 0.41 0.53 0.56 0.66 0.75 0.95  

Fig. 5. Gross count for the 186 keV line of 235U as a function of AGR pellet uranium enrichment by weight (wt%) for NaI(Tl), CsI(Tl) and SrI2(Eu) detectors. Linear 
fits are included obtained using a weighted, least-squares minimisation with data for the gradient (M), intercept (C), χ2

v and r2 included. All detectors employed a 400- 
s live time count. The error bars represent 1.65 standard deviation (~90% confidence interval). 

Fig. 6. Net count for the 186 keV line of 235U as a function of AGR pellet uranium enrichment by weight (wt%) for NaI(Tl), CsI(Tl) and SrI2(Eu) detectors. Linear fits 
are included obtained using a weighted, least-squares minimisation with data for the gradient (M), intercept (C), χ2

v and r2 included. All detectors employed a 400-s 
live time count. The error bars represent 1.65 standard deviation (~90% confidence interval). 
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[38]. Further, the net-to-gross count ratio for the NaI(Tl) and CsI(Tl) is 
made worse because of its poorer energy resolution resulting in the in
clusion of a proportion of photons associated with the 163.3 and 205.1 
keV emissions inflating the gross count. This is avoided for the SrI2(Eu) 
as its superior energy resolution allows for clear discrimination of these 
full-energy peaks and 186 keV line, which could potentially contribute 
to shorter assay times. 

As per the earlier discussion, the peak-ratio method of enrichment 
measurement compares the magnitudes of the 186 keV and 1001 keV 
day from 235U and 238U, respectively. This has the advantage that the 
186 keV and 1001 keV peaks are visible with scintillators of relatively 
low energy resolution, unlike the X-rays in the 80–100 keV range which 
can also be used for peak analysis [39,40]. However, a disadvantage is 
that the detection efficiency of the scintillators at these contrasting en
ergies varies, complicating the analysis. Here, the absolute gross count 
values from the 186 and 1001 keV full-energy peaks were used. Unlike 
the net- and gross-count relationships with enrichment, the dependence 
of the ratio of the two full-energy peak intensities and uranium 
enrichment is not linear because the proportion of 238U is changing only 
very slightly, Consequently, the magnitude of 1001 keV full-energy peak 
remains relatively static compared to the 186 keV full-energy peak, as 
per Fig. 7. 

The χ2
v values for the regression models applied to the peak ratio 

datasets are broadly consistent to those for the other datasets, with the 
largest change being the far poorer fit of the NaI(Tl), with a χ2

v of 7.037 
and an r2 of 0.818, the worst of all the fitting values across the scintil
lators and measurement techniques. This is likely a result of propagation 
of counting inconsistencies, discussed above, in both the 186 and 1001 
counts [38]. Otherwise, they exhibit a consistent fit for the other two 
detectors with the CsI(Tl) recording the best fit with a χ2

v of 1.384. This is 
a result of a the larger crystal size of the CsI(Tl) compared to the SrI(Eu) 
increasing the chances of 1001 keV photons interacting in the sensitive 
volume. Though, like the gross- and net-count analysis, the inflation in 
the efficiency of the CsI(Tl) data may also evident here. The data and the 
linear regressions models here serve as calibration measurements for the 
analysis and determination of 235U content of pellets with an unknown 
enrichment. 

3.3. Blind tests of single pellets 

A series of measurements were taken from a pellet of unknown 
enrichment that was selected at random from the pellet inventory listed 
in Table 4 and tested under blind conditions for a period of 150 s. The 
enrichment by weight of the pellet was calculated from the linear re
lationships and the associated error determined for the three enrichment 
measurement techniques (gross count, net count and peak ratio). The 
results from these measurements and the errors for each of the three 
methods are provided in Fig. 8, normalised for enrichment, with the data 
given in Table 5. 

For the blind test, the actual value for the pellet enrichment (4.460 % 
wt) falls within the values and error margins predicted by the three 
measurement methods and detectors used. From the results in Table 5, 
the SrI2(Eu) detector appears to have the smallest variance for the 
calculated enrichment value across the three methods used. However, 
the error values recorded for all detectors used are an order of 

Fig. 7. Log10 of the 1001 keV/186 keV full-energy peak ratio as a function of AGR pellet uranium enrichment by weight (wt%) for NaI(Tl), CsI(Tl) and SrI2(Eu) 
detectors Linear fits are included obtained using a weighted, least-squares minimisation with data for the gradient (M), intercept (C), χ2

v and r2 included. All detectors 
employed a 400-s live time count. The error bars represent 1.96 standard deviation (~90% confidence interval). 

Fig. 8. Uranium enrichment by weight % measurements normalised to the 
value obtained by independent means of AGR fuel pellet chosen at random, 
measured with NaI(Tl), CsI(Tl), and SrI2(Eu) scintillators using the gross count, 
net count and peak ratio enrichment measurement methods. Error bars repre
sent 95% CI or 1.96σ. 

Table 5 
Uranium enrichment by weight % measurements for the AGR fuel pellet (NNL) 
chosen at random as plotted in Fig. 4, and enrichments calculated using the gross 
count-rate, net count-rate and peak ratio enrichment measurements for the NaI 
(Tl), CsI(Tl), and SrI2(Eu). Actual enrichment values were verified using MC-ICP- 
MS. Stated errors for the measured results represent 95% CI or 1.96σ.  

Detector Actual235U 
enrichment 
(Ew)/% 

Gross 
count235U 
enrichment 
(Ew)/% 

Net count235U 
enrichment 
(Ew)/% 

1001/186 keV 
peak ratio235U 
enrichment 
(Ew)/% 

NaI(Tl) (4.460 ±
0.005)% 

(4.6 ± 0.3)% (4.3 ± 0.4)% (4.3 ± 0.5)% 

CsI(Tl) (4.460 ±
0.005)% 

(4.4 ± 0.4)% (4.6 ± 0.5)% (4.1 ± 0.8)% 

SrI2(Eu) (4.460 ±
0.005)% 

(4.5 ± 0.4)% (4.4 ± 0.4)% (4.4 ± 0.6)%  
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magnitude greater than that used commonly in the manufacture of nu
clear fuel, ±0.05% [41]. Longer counting durations or improvements to 
the geometric efficiency would lower this error and make the enrich
ment measurement more precise, but these parameters are dependent on 
the practical context for the use of passive γ-ray measurement and the 
number of pellets analysed. 

3.4. Limits of detection 

To establish the performance of the detectors in distinguishing be
tween UO2 pellets of similar but different enrichment, a limit of detec
tion analysis was performed. This was done using the linear regression 
models determined from the experimental analysis in 3.2. The models 
were used to calculate the real time taken to differentiate between two 
pellets having enrichment by weights of 3.82 %wt and 4.00 %wt, as 
opposed to the live time used for the experiments above. For the analysis 
a Behrens-Welch test was used, sometimes referred to as Student’s t-test 
with unequal variances, utilising Satterthwaite’s approximation for the 
degrees of freedom (df) [42–44]. The test statistic (d) and df were 
calculated as follows: 

d =
x1 − x2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

s2
1

n1
+

s2
2

n2

)√

df =

(
s2
1

n1
+

s2
2

n2

)2

(s2
1/n1)

2

n1−1 +
(s2

2/n2)
2

n2−1  

where x₁ and x₂ are the sample means, calculated as the net count per 
second over the duration in seconds of the analysis, n1 and n2 from using 
the gross count, net count, and peak ratio models above (Section 3.2) for 
the three scintillators. The standard deviation for the two datasets, s1 
and s2, were determined as follows: 

si = xi

(
σNi

CNi

)

where CNi is the net total count arising from the 186 keV full-energy 
peak over duration ni, and σNi is the standard deviation of CNi deter
mined using the errors associated with the respective linear regression 
model parameters, dM and dC. 

This performance measurement replicates in-line production 
enrichment checks of single pellets, before and after sintering, and prior 
to loading into fuel pins. In this scenario there is a requirement to 
minimise the counting times of individual pellets so that as many as 
possible pellets within a batch are analysed to provide quality assurance 
across the entire batch in production. For this analysis, the tested null 
hypothesis was that both the pellets being analysed were 4.00 %wt 
enrichment. The results of this analysis, shown in Table 6, establish the 
time taken for the Behrens-Welch test statistic (d) to be greater than the 
alpha value for the chosen confidence level. At this counting duration, 
the difference in results suggests there is enough statistical confidence 
that the two values are sufficiently different as not to be the same 
enrichment. 

From Tables 6 and it is evident that times required to distinguish 
between the two enrichments are very close across the detectors used for 
each method, e.g., for the net count method and a confidence level of 
95%, 103, 141, and 124 s are required for the NaI(Tl), CsI(Tl) and 
SrI2(Eu) respectively. This is expected given the similar earlier experi
mental results and χ2

v values describing the goodness of fit for the 
models. 

Nevertheless, the SrI2(Eu) detector demonstrates the lowest required 
analysis times for the peak-ratio enrichment measurement method, and 
very close values to the NaI(Tl) for the gross and net count methods. The 
differences in duration for these two methods compared to the other two 
scintillators is small when using low confidence interval values but in
creases as the degree of confidence in the measurement increases. As can 
be seen in Table 6, the net-count method the SrI2(Eu) detector reaches 
the required test statistic value, indicating a difference in enrichment, at 
33 s for the 68% confidence interval, compared to 28 s for the NaI(Tl). 
When a 95% confidence limit is required, the difference increases to 21 
s. This is a consequence of the relative size of the error in the results 
obtained by the SrI2(Eu) compared to the other two scintillators, spe
cifically the better net-to-gross count ratio. 

It should be noted that the times in Table 6 refer to real time, rather 
than the detector live time operation mode used in the analysis in Section 
3.2. As such, the times for the SrI2(Eu) may increase marginally because 
of detector dead-time from the need for longer pulse shape timings. 
Using the percentage dead time of 0.76%, recorded using the SrI2(Eu) 
for the 4.460 %wt pellet, this would equate to increasing the time for 
meeting the 95% confidence interval using the SrI2(Eu) and net count 
method from 124 s to 125 s. 

It should be reiterated, that the inclusion of the counts from the 
163.3 and 205.1 keV emissions in the NaI(Tl) and CsI(Tl) detectors data 
increases the number of counts associated with the 186 keV line, making 
the detector appear more efficient and thus lowering the time required 
to differentiate the two enrichments for the detector. As discussed 
above, this is a recurring issue in both the efficiency comparison and the 
single pellet enrichment analysis. To alleviate this issue, different peak 
limits could be chosen to either include or exclude these emissions, by 
narrowing the energy window or expanding it for all the detectors or 
using a more sophisticated fit of the peak structure in this energy region. 
However, this would create additional statistical factors that would 
complicate the results unnecessarily, whereas the SrI2(Eu) detectors are 
not affected by this issue. 

4. Conclusion 

This research shows that SrI2(Eu) is a high-performing scintillation 
medium, relative to scintillation detectors in more widespread use, 
albeit available in larger sizes. The 43.1 cm3 SrI2(Eu) detector used in 
this research demonstrates superior energy resolution (3.43 ± 0.03% @ 
662 keV) despite being substantially smaller in volume than the 347.5 
cm3 NaI(Tl) and 125 cm3 CsI(Tl) also studied. The SrI2(Eu) can identify 
the 163.3 and 205.1 keV peaks from 235U, unlike the other two scintil
lators. The energy resolution for the SrI2(Eu) reported here is in the 
middle of the range of resolutions described in other studies utilising 
SrI2(Eu). This is likely because of the relative larger size of the SrI2(Eu) 
crystal used here and the associated effects of self-absorption. The 

Table 6 
Limit of detection times (s) to differentiate 3.82% and 4.00% enriched AGR fuel pellets with a Behrens-Welch test approach, using the gross count-rate (G), net count- 
rate (N), and peak-ratio (PR) regression models in Fig. 6 for the NaI(Tl), CsI(Tl), and SrI2(Eu) scintillators and for four confidence intervals.  

Scintillator NaI(Tl)/s CsI(Tl)/s SrI2(Eu)/s 

CI #σ G N PR G (s) N PR G N PR 

68 % 1.00 31 28 49 36 38 56 34 33 45 
90 % 1.65 80 72 128 94 99 146 89 87 117 
95 % 1.96 114 103 183 134 141 209 126 124 166 
99.5 % 2.58 200 181 322 236 248 364 222 219 294  
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resolution might be improved further by precise control of experimental 
geometries, collimated γ-ray beams, and the use of digital pulse pro
cessing to remove the documented light scattering inherent to large 
SrI2(Eu) crystals. 

For its volume, the SrI2(Eu) demonstrates a high efficiency in the 
energy range used for the infinite thickness enrichment measurements of 
uranium (186 keV), as shown in the better net-to-gross count ratios. This 
is due to the relative volume inside the SrI2(Eu) scintillator subtended by 
the collimated γ-ray photons emitted from the pellets, compared to the 
larger NaI(Tl) and CsI(Tl) scintillators which have a higher likelihood of 
photons scattered off the collimator. The combination of excellent en
ergy resolution and high efficiency places SrI2(Eu) amongst the best 
scintillators for use in radiological assays in the sub-250 keV energy 
range. 

When applied to uranium enrichment measurements of AGR UO2 
fuel pellets, the SrI2(Eu) showed a comparable consistency compared to 
the more ubiquitous NaI(Tl) and CsI(Tl), observing the linear propor
tionality of the 235U fraction and the detected 186 keV counts. It 
required the lowest counting times to distinguish between 3.82 %wt and 
4.00 %wt pellets using peak ratio measurement fits and required only 
marginally longer counting times compared to the larger NaI(Tl) when 
utilising the gross count and net count methods. Nevertheless, given the 
excellent energy resolution and comparable enrichment measurement 
performance, SrI2(Eu) is an ideal scintillator for detailed passive γ-ray 
spectrometry of uranium-containing materials. Future research will 
explore the use of SrI2(Eu) scintillators in multi-probe UO2 fuel pin 
measurements. 
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