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Summary

Advances in Deep Learning have drastically improved the abilities of Natural

Language Processing (NLP) research, creating new state-of-the-art benchmarks. Two

research streams at the forefront of NLP analysis are transformer architecture and

multimodal analysis. This paper critically evaluates the extant literature applying sen-

timent analysis techniques to the financial domain. We classify the financial senti-

ment analysis literature according to the most used techniques in the area, with a

focus on methods used to detect sentiment within corporate earnings conference

calls, because of their dual modality (text-audio) nature. We find that the financial lit-

erature follows a similar path to NLP sentiment literature, in that more advanced

techniques to define sentiment are being used as the field progresses. However,

techniques used to determine financial sentiment currently fall behind state-of-the-

art techniques used within NLP. Two future directions stem from this paper. Firstly,

we propose that the adoption of transformer architecture to create robust represen-

tations of textual data could enhance sentiment analysis in academic finance. Sec-

ondly, the adoption of multimodal classifiers in finance represents a new, currently

underexplored area of study that offers opportunities for finance research.
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1 | INTRODUCTION

Since the arrival of the internet on a commercial scale in the mid-

1990s, the manner in which information is delivered to investors, and

how investors respond to such information, has been altered consid-

erably (Nardo et al., 2016). Specifically, an increase in the amount of

available digital information, facilitated by the scale of interactions

that can now be documented, has led to a situation whereby the vast

amount of unstructured data that investors have access to—in the

form of corporate disclosures, news media, email and social media—

often make rational and perfectly informed decisions unattainable

(Chan & Chong, 2017). Thus, text mining applications developed

within the Computer Science literature have played a key role in pro-

cessing and condensing large, unstructured textual datasets into data

that can be more easily absorbed by time-constrained investors with

limited cognitive abilities.

Evidence suggests that investors react to public news

(Chan, 2003). Natural Language Processing (NLP) techniques have

therefore become increasingly popular in the finance literature as a

method of deriving quantitative representations of the sentiment con-

veyed within a range of financially relevant texts, such as corporate

disclosures (Jiang et al., 2019; Loughran & McDonald, 2011), earnings
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call transcripts (Brockman et al., 2015; Chen et al., 2018), newspaper

articles (Bowden et al., 2019; Garcia, 2012; Tetlock, 2007) and social

media (Bollen et al., 2011; Gu & Kurov, 2020; Renault, 2020).

Kearney and Liu (2014) provide a comprehensive overview of

textual sentiment methods and models within academic finance, and

the amount of relevant research has grown substantially in the years

following publication. Further, advances in computational power and

the recent development of state-of-the-art sentiment analysis

methods, such as GloVe and BERT, have given rise to additional senti-

ment analysis methods within the academic literature in recent years

(Daudert, 2021).

Therefore, the purpose of this paper is to comprehensively survey

the extant literature which has applied NLP techniques to financial

information sources, with a focus on sentiment analysis techniques. In

doing so, we seek to (i) ascertain the extent to which sentiment analy-

sis can reveal additional information to the marketplace, (ii) identify

trends—in terms of methods and models used—within the recent liter-

ature over time, and (iii) investigate future applications and extensions

of text-based sentiment analysis, specifically with regards to the use

of multimodal sentiment classifiers that incorporate audio, as well as

textual, cues.1

Through surveying the relevant literature, this paper highlights

that there is potential for state-of-the-art methods to be used in

detecting and classifying financial sentiment. For example, the applica-

tion of models that adopt transformer architecture to produce more

reliable sentiment measures is a relatively new endeavour which rep-

resents an exciting future direction. However, doubts and concerns

over such methods must be overcome, with questions regarding the

reproducibility and replicability of previous studies utilising machine

learning methods (Jiang, 2021). Cambria and White (2014) highlight

that the continuous search for more accurate approaches is because

of the automatic analysis of text involving a deep understanding of

natural language by machines, a reality we have yet to reach.

We also highlight the potential additional information gained

through the application of more than one modality of information

(multimodal sentiment classifiers) to achieve greater classification

accuracy and identify new associations between news and investor

reactions. Specifically, we focus primarily on earnings conference calls

as an exciting avenue for research in this area as it is a financial disclo-

sure that offers multiple modalities (text and audio) and because of

the potential asymmetry-reducing effects of managerial disclosure

(both intentional and unintentional). Further, suppose managerial tone

is found to have some impact on the price discovery process, as

detected by NLP techniques. In that case, this may provide a founda-

tional basis for researchers to incorporate additional modalities

beyond textual analysis, namely paralinguistic features, given the

audio-based nature of earnings call interactions, and early application

of audio analysis techniques within the finance domain (Mayew &

Venkatachalam, 2012).

The remainder of this paper is structured as follows. Section 2

focusses on the earliest approaches to textual analysis in finance, such

as general and finance-specific dictionary approaches, before progres-

sing through the literature towards more computationally demanding

approaches employed in recent research. Section 3 then specifically

evaluates earnings calls as a medium for sentiment analysis and pro-

poses several future avenues for research in both textual analysis and

multimodal analysis. Section 4 offers some concluding remarks.

2 | APPLICATIONS OF SENTIMENT
ANALYSIS IN FINANCE

2.1 | General dictionary approach

Sentiment analysis is the computational study of people's opinions,

attitudes and emotions towards an entity (Medhat et al., 2014). Many

of the earliest studies employing sentiment analysis techniques within

accounting and finance utilise a dictionary approach, also known as

the ‘word count’ approach (Guo et al., 2016; Loughran &

McDonald, 2016). The concept behind this approach is comparatively

intuitive compared to more recent machine learning methods, in that

the sentiment conveyed within a financial text is determined by a

count of words within the text that also appear within pre-defined

word lists2 (Li, 2010). Expanding on this, Bhonde et al. (2015) note

that word lists are created by first collecting a set of general sentiment

words with known positive or negative implications. Once this initial

list is created, it is then expanded upon by including synonyms and

antonyms for the sentiment words. This iterative process of expand-

ing the word lists ends when no new words can be found. After the

process of collecting synonyms and antonyms ends, an inspection of

the words is usually completed to clean up the lists.

Abirami and Gayathri (2016) highlight that the most basic way to

define sentiment using these dictionaries is to count the number of

positive and negative words within a body of text with reference to

the dictionary categories. After this count is complete, a comparison

of how many positive versus negative words in the text infers how

positive or negative the text is. Utilisation of dictionary methods pre-

sents advantages in comparison to machine learning techniques;

mainly, less computational power (or resource) is required to create

and use the dictionaries. However, there are also considerable draw-

backs to this approach. For example, the lexicons are characterised by

a finite number of words and the sentiment orientation for each word

is fixed, resulting in a lack of accuracy in context or domain-specific

classification (Abirami & Gayathri, 2016; Bhonde et al., 2015;

D'Andrea et al., 2019).

The most popular general word lists used within existing finance

research are the Harvard IV psychosocial word lists3 (Kearney &

Liu, 2014), from which Stone and Hunt (1963) created the General

Inquirer (GI) system, which leveraged these general-purpose word lists

for content analysis in the domain of social psychology. The GI has

since been frequently utilised in academic finance (see Tetlock, 2007;

Tetlock et al., 2008; Twedt & Rees, 2012). Tetlock (2007) uses the

Harvard word lists to assess the impact of news sentiment4 on

the Dow Jones Industrial Average (DJIA) and Standard & Poor's

500 (S&P) indices and finds that a one standard deviation change in

the level of pessimism expressed in financial news5 drives an 8.1 basis
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point change in DJIA returns. Expanding on this research, Tetlock

et al. (2008) use a similar approach and dataset to identify that a one

standard deviation increase in negative words translates into a 3.2

basis point reduction in next day abnormal returns. Twedt and Rees

(2012) apply the GI to financial analyst reports and show that a

change from the lowest quartile of analyst report tone (most pessimis-

tic) to the highest quartile of analyst report tone (most optimistic)

results in an average increase in return of 0.7%, holding all else equal.

It is, however, worth noting that none of the aforementioned studies

employing the GI method identify a profitable trading strategy when

factoring in transaction costs.

Davis and Tama-Sweet (2012) utilise another commonly used

general dictionary, DICTION,6 to assess the differences in managers'

language across regular earnings press releases (EPRs) and annual 10K

statements. The authors find that, on average, 1.08% (1.01%) of the

words in 10K filings are optimistic (pessimistic) in nature, compared to

1.27% (0.46%) of words in EPRs. This implies that EPRs convey higher

levels of optimism and lower levels of pessimism, in respect to annual

filings. Davis and Tama-Sweet (2012) note that information contained

in EPRs is processed more efficiently than that contained within

10Ks.7 Together, these findings suggest that managers potentially

anticipate stronger market reactions following EPRs and thus strategi-

cally adopt an optimistic tone in these disclosures.

Bollen et al. (2011) and Siganos et al. (2014) each use general dic-

tionaries to test for relationships between the sentiment conveyed

within social media posts and index returns. Incorporating Google Pro-

file of Mood States (GPOMS) and OpinionFinder (OF) tools,8 Bollen

et al. (2011) employ a self-organising Fuzzy Neural Network to predict

the next day's change in DJIA index values, based upon the three pre-

vious days. The authors observe a classification accuracy of 73.3%.

However, when considering the calm sentiment indicator from

GPOMS in addition to the previous prices, the accuracy increases to

86.7%. This evidence suggests that sentiment indicators can be robust

in increasing market value forecasting. Siganos et al. (2014) adopt

Facebook's Gross National Happiness Index9 to assess Facebook sen-

timent's relationship with returns, trading volume and volatility across

20 international markets.10 They demonstrate that an increase of 0.1

in the sentiment measure translates into a 31-basis point increase in

international market returns.11

2.2 | Domain-specific dictionary approach

Loughran and McDonald (2011) demonstrate that general dictionaries

misclassify words used within a financial context, noting that 73.8%

of negative words within the Harvard dictionary are not considered

negative in a financial context. González-Bail�on and Paltoglou (2015)

and Ribeiro et al. (2016) also demonstrate the limitations of general

dictionaries in classifying content in domain-specific settings. Both

authors do this by applying a general dictionary to text stemming from

various domains and show that the reliability and validity across these

differing sets are low. One alternative to this issue is to create

domain-specific dictionaries, where adding words to an existing

dictionary and deleting irrelevant words (or words with different

meanings) within a specific context would be beneficial (Diesner &

Evans, 2015; Grimmer & Stewart, 2013).

To the authors' knowledge, Henry (2006) is the first to use a

finance-specific word dictionary to overcome the domain-specificity

limitation12 inherent in general dictionaries (Chan et al., 2021). Specifi-

cally, the author creates positive and negative word lists through the

inspection of past EPRs. Using a word count approach, the author

evaluates the extent to which sentiment can be used to improve accu-

racy in forecasting S&P500 index returns. Whereas a model only using

financial variables returns a forecasting accuracy of 54.12%, the accu-

racy increases to 59.52% when including the sentiment measure.

Thus, forecasting ability, when incorporating the sentiment conveyed

within earnings releases, is found to increase by 5.4%. A later study

by Henry (2008) lends support to these findings through the identifi-

cation that greater levels of positive tone within corporate press

releases result in higher abnormal returns even after controlling for

financial results.13 Furthermore, the market reaction increases with

the level of positive tone conveyed, up until a certain point.14

To overcome the issue of domain-specific terminology, Loughran

and McDonald (2011) also build financial dictionaries which include

categories relating to negative, positive, uncertain, litigious, strong

modal and weak modal words. The authors highlight that their primary

focus is the negative dictionary.15 To create these word lists, the

authors developed dictionaries of all words and their word counts

relating to the above categories stemming from all 10Ks filed from

1994 to 2008. They then carefully examined all words that occurred

in at least 5% of all documents and created final word lists based upon

the top 5% most used terms in the financial documents. These word

lists (hereafter referred to as the LM dictionary) have been widely

used throughout the literature for word count sentiment analysis

approaches (Bannier et al., 2017; Ferguson et al., 2015; Garcia, 2012;

Jegadeesh & Wu, 2012; Jiang et al., 2019; Johnman et al., 2018; Mao

et al., 2011).

Jiang et al. (2019) leverage the LM word lists to create a manager

sentiment index to forecast future aggregated S&P 500 index market

returns16 and find that a one standard deviation increase in sentiment

relates to a 1.26 standard deviation decrease in S&P 500 returns. Fur-

thermore, a high manager sentiment is associated with low excess

aggregate market returns in the next month, suggesting that overvalu-

ation occurs when the manager sentiment index is high, leading to

low future stock returns.17

Garcia (2012) and Ferguson et al. (2015) both use the LM dictio-

nary to assess media article sentiments relationship with DJIA and

FTSE100 returns, respectively. Garcia (2012) creates a pessimism

factor—calculated by subtracting the number of positive words within

a text from the number of negative words—from New York Times

media articles and evaluates the impact of pessimism on returns over

recessionary and expansionary periods.18 For the expansionary

period, a one standard deviation change in the pessimism factor pre-

cedes a market movement of 3.5 basis points of DJIA returns. In rela-

tion to the recessionary period, a one standard deviation increase in

the pessimism factor is associated with a 12-basis point increase

TODD ET AL. 3 of 17
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in the DJIA. All tests return significant results, indicating that senti-

ment helps predict next day stock returns.19 Ferguson et al. (2015)

find similar results when analysing media articles20 relevant to the UK

market; both positive and negative sentiments conveyed in UK news

predict returns on the same day as the publication. Specifically, a one

standard deviation increase in positive (negative) words increases

(decreases) abnormal returns by 4.9 (2.3) basis points. Curiously, the

authors show that the significant predictive relationship between

media and next period abnormal returns is driven by less visible firms.

Thus, highly visible firms within the FTSE100 experience less pro-

nounced effects from positive and negative words in news stories.

However, Johnman et al. (2018) find that sentiment has no significant

relationship with daily excess returns for firms within the FTSE100

and, through the creation of trading-based strategies including trans-

action costs, find no economic value in trading based on news

sentiment.21

Bannier et al. (2017) analyse the performance of the German

Deutscher Aktien Index (DAX) in reaction to sentiment (defined using

the LM dictionary) conveyed in CEO speeches given during firm

AGMs. Changes in negative and positive sentiment are found to be

strongly associated with cumulative abnormal returns (CARs), calcu-

lated from the day before the AGM to 30 days following. Specifically,

an increase in negative (positive) sentiment of 0.749 (0.353) corre-

sponds with a decrease (increase) in CARs of 2.77% (3.14%). How-

ever, when considering the immediate market reaction,22 it is found

that negative sentiment has no significant relationship with abnormal

returns, whereas positive sentiment has a small association in eco-

nomic terms.

Mao, Counts and Bollen et al. (2011) create a negative news sen-

timent (NNS) indicator by applying Loughran and McDonald's (2011)

negative word lexicon applied to financial news headlines, to evaluate

the sentiment measures in relation to the DJIA market index. They

find that the NNS is significantly correlated to market log returns

(�0.147). Furthermore, they find statistically significant Granger cau-

sation in both directions between log returns and the NNS.

2.3 | Machine learning approaches

The studies mentioned in this review thus far provide strong evidence

that sentiment defined using the specific dictionary approach captures

a more accurate measure of market response to earnings calls than its

general counterpart.23 In recent years, advances in computational

power have allowed for the application of Machine Learning

(ML) methods for the purposes of sentiment analysis within finance.

Multiple papers have compared the accuracy of dictionary methods

(both general and domain-specific) with the ML approach. For exam-

ple, McGurk et al. (2020), Renault (2017) and Guo et al. (2016), all pro-

vide evidence that ML approaches are more accurate at classifying

financial sentiment. However, Renault (2020) states that ML models

may be sufficient in deriving textual sentiment from online sources

but warns that more complex algorithms do not necessarily equate to

more accurate results.

A commonly used ML algorithm to detect sentiment is the proba-

bilistic Naive Bayesian classifier, which considers the naïve indepen-

dence assumption24 and is commonly used as a baseline method for

classifying text (Dey et al., 2016). Naïve Bayes methods estimate the

probability that a document is positive or negative given its contents.

It estimates the probability of a word being ‘positive’ or ‘negative’ in
nature by looking through a series of positive and negative texts and

counting how often the word appears in each (Troussas et al., 2013).

Hence, a crucial part of this model's method is pre-classified data to

train on. Dey et al. (2016), however, note a benefit of the Naïve Bayes

classifier is that it only requires a small amount of training data to

establish parameters necessary for classification.

Antweiler and Frank (2004) present the first study to the author's

knowledge to adopt an ML approach to classifying financial sentiment.

The authors employ a Naïve Bayes classifier to evaluate the relationship

between internet financial message board interactions and both the

DJIA Index and Dow Jones Internet Commerce Index (XLK), finding that

a one standard deviation increase in bullishness25 translates into a 1.75

standard deviation increase in abnormal returns. Using similar methods,

Li (2010) analyses the extent to which sentiment conveyed within

forward-looking statements from the Management Discussion and

Answer (MD&A) section of 10Ks and 10Qs is associated with contem-

poraneous abnormal returns, finding that a one standard deviation

increase in sentiment relates to a 4.7 basis point increase in returns.

Sprenger et al. (2013)) also use a Naïve Bayes classifier to deter-

mine sentiment conveyed within Twitter interactions and test for

associations with S&P 100 index returns. The authors identify a statis-

tically strong but economically weak relationship between bullish sen-

timent and index returns. Specifically, a one standard deviation

increase in bullish sentiment of tweets is associated with a 0.5 basis

point increase in returns. However, the authors show that their senti-

ment measures cannot be used to predict returns, whereas the effect

of returns on sentiment is positive and significant. Hence, returns

affect sentiment but not vice-versa.

Groß-Klußmann and Hautsch (2011) adopted the Reuters News-

Scope Sentiment Engine (RNSE) to retrieve 29,497 news headlines

with accompanying sentiment and relevance indicators.26 The findings

suggest that the machine-indicated relevance of news is supported by

market reactions. In other words, there is a significantly stronger reac-

tion to the news if the news has been ranked with high relevance.27

Evaluating the difference in reaction to initial news and subsequent

updates, the authors find that trading on updated news is much more

pronounced than trading on initial news. These findings support the

notion of news clustering28 and suggest that the reiteration and rein-

forcement of news create stronger signals, which translate into stron-

ger market reactions.

Audrino and Tetereva (2019) evaluate sentiment spill-over

effects, focussing specifically on whether news sentiment (defined

using RNSE) has cross-industry effects for the S&P 500 and the Euro

Stoxx 50 indexes. The authors note that the relevance of news stem-

ming from differing sectors shows fluctuating effects on returns that

are spread evenly among industries. However, there is evidence of

finance and energy news holding a greater influence across all sectors.

4 of 17 TODD ET AL.
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These influential sectors have spill-over effects that seem to be at

least as important as the direct effects of their sentiment.29

Adopting similar methods, Sun et al. (2016) use the RNSE to eval-

uate sentiment at the intraday level for S&P 500 index returns. In this

case, the authors use a combined dataset of sentiment conveyed

within financial news, SEC filings, social media and earnings calls. Sun

et al. (2016) show evidence that their lagged sentiment measure (split

into half-hour periods across the day) is a robust predictor of last half-

hour intraday returns. A one standard deviation increase in sentiment

results in a 0.269 standard deviation increase in returns in the last half

hour of the trading date.

The impact of Twitter sentiment on asset prices is further investi-

gated by Azar and Lo (2016). The researchers focus on a dataset of

Tweets that mention terms that are related to the Federal Open

Markets Committee (FOMC), such as ‘FOMC’, ‘Federal Reserve’,
‘Bernanke’ or ‘Yellen’ on the basis that decisions made by the FOMC

are popular among the investment community and significantly affect

asset prices (Bernanke & Kuttner, 2005; Cieslak et al., 2014; Lucca &

Moench, 2015). The authors find that tweet sentiment can be used to

predict day-ahead returns, with the effect intensifying on days when

the FOMC meet.30 A one standard deviation increase in tweet senti-

ment on FOMC days results in an increase of 0.58% in returns the fol-

lowing day. Interestingly, tweet sentiment on days that the FOMC do

not meet becomes negligible. A trading strategy based on tweet senti-

ment on days in which the FOMC meet is found to passively track the

CRSP value-weighted index on all except for 8 days a year (when

the FOMC meets) and significantly outperforms the market bench-

mark over a 1-year period.

Gu and Kurov (2020) adopt Bloomberg's Twitter sentiment mea-

sure to assess its ability to forecast returns for the US-focussed

Russell 3000 index,31 and find that the sentiment measure has a sta-

tistically significant contemporaneous correlation of 0.14 on average

with index returns. On average, the stock return over the following

1-day period for firms with the most positive social media sentiment

is roughly 27.2 basis points higher than the return for firms subject to

the most negative sentiment. Curiously, the authors demonstrate that

the coefficient estimate for sentiment is much smaller for the equal-

weighted index (0.048) in comparison to that of the value-weighted

index (0.136). These findings suggest that sentiment does have more

predictive power for the returns of small firms relative to large firms.

Finally, Gu and Kurov (2020) create two portfolios at the start of each

trading day, going long on firms with high positive sentiment and

short on firms with negative sentiment, before rebalancing at the

beginning of every day. Ignoring transaction costs, this strategy is

found to return a daily average of 8.6 basis points, which translates

into a 21.5% annual return with a Sharpe ratio of 3.17.

As discussed, financial disclosures have been subject to a steady

stream of sentiment analysis literature within recent years. Figure 1

illustrates this trend over time by providing an overview of the num-

ber of published studies utilising different sentiment analysis methods,

disaggregated by publication year for all articles referenced within this

review, with finance-specific dictionaries and machine learning

methods gaining in popularity in recent years.

2.4 | State-of-the-art natural language processing
approaches

The previous sections of this paper discuss the application of dictio-

nary and machine learning approaches to the financial domain and

F IGURE 1 Frequency of published studies applying sentiment analysis methods to financial data. Notes: This figure shows the number of
published studies within academic finance that have utilised sentiment analysis techniques to investigate associations between financial
sentiment and trading activity. The annual frequency is broken down into three categories, based on the specific technique used to derive
sentiment.
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highlight that as the techniques used to define financial sentiment

increase in complexity, so too does the accuracy of the captured sen-

timent. However, El-Haj et al. (2019) identify that the field of account-

ing and finance falls behind that of NLP studies in the classification of

sentiment using the state-of-the-art methods. They note that there is a

scarcity of advanced NLP techniques being applied in the financial

domain.32 While the ML techniques discussed in the previous

section have been shown to classify financial sentiment better than

more rudimentary approaches, alternative approaches such as trans-

former architecture (Alamoudi & Alghamdi, 2021; Munikar et al., 2019;

Sun et al., 2019) and multimodal analysis (Bhaskar et al., 2014; Dair

et al., 2021; Houjeij et al., 2012; Yang et al., 2020) have been demon-

strated as having greater abilities in accurately capturing sentiment.

2.4.1 | Transformer architecture

Before the introduction of the transformer by Vaswani et al. (2017),

the authors highlighted that state-of-the-art results across various

NLP tasks were dominated by Recurrent Neural Networks (RNNs),

Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRU)

(Chung et al., 2014; Hochreiter & Schmidhuber, 1997). Instead of

attempting to push state-of-the-art results by improving on previous

RNN language models or Encoder–Decoder architecture (Jozefowicz

et al., 2016; Luong et al., 2015; Wu et al., 2016), Vaswani et al. (2017)

introduced the transformer, which is a model that is solely based on

attention mechanisms and does not require recurrence or convolu-

tions. Because of the complexities of transformer architecture, we do

not provide a comprehensive overview of model architecture within

this paper. However, due to the common implementation of this com-

putation model, multiple in-depth descriptions are available, for exam-

ple, Vaswani et al. (2017).33

Many models since the introduction of transformer architecture

have returned state-of-the-art results in various tasks by adopting and

building upon the initial method. For example, Raffel et al. (2020)

introduced a text-to-text transfer transformer (T5), which has

achieved state-of-the-art performance on the SQuAD question and

answering task.34 Brown et al. (2020) train an autoregressive language

model (GPT3) on 175 billion parameters,35 which returned the highest

accuracy of 86.4% on the LAMBADA language modelling task.36 A

third model which effectively utilises the transformer is Bidirectional

Encoder Representations from Transformers (BERT). Devlin et al.

(2019) introduce BERT and compare it to various other advanced

models across multiple datasets. The authors show that the general

BERT model, not pretrained on any specific data only finetuned

towards the specific tasks, performed competitively (80.5% accuracy,

representing a 7.7% absolute improvement on GLUE).37

Across the three models discussed above, BERT performs particu-

larly well on sentiment classification tasks (Alamoudi & Alghamdi, 2021;

Munikar et al., 2019; Sun et al., 2019). However, the only paper to the

authors knowledge to use BERT in the financial domain is Hiew et al.

(2019), who applies BERT to posts on the Chinese social media plat-

form Weibo relating to three listed firms on the Hong Kong Stock

Exchange (HKSE)—Tencent, Ping An and CCB. The author compares

their method with commonly used machine learning methods within

the established literature,38 finding that BERT vastly outperforms each

of the comparison models on three key criteria.39 These findings sup-

port the suggestion that BERT demonstrates stronger capabilities of

financial sentiment classification in the Chinese language over common

ML models.

Similar to traditional dictionary approaches, Howard and Ruder

(2018) show that transformer model performance for text classifica-

tion can be significantly improved when further pretrained on a

domain-specific corpus. Huang et al. (2023) created a financial version

of BERT named FinBERT that is pretrained on 4.9 billion tokens from

three financial corpora: earnings conference call transcripts, annual

reports and analyst reports. They compare FinBERT to BERT across

three different financial sentiment analysis tasks; Financial Phrase

Bank,40 AnalystTone41 and FiQA.42 Finding that the model pretrained

on general language, BERT, does not perform as well as the FinBERT

model pretrained on financial language.

Transformer architecture is pushing the capabilities of machines

in understanding text. The studies cited within this section indicate

an enhanced performance in NLP tasks and a more adept under-

standing of the nuances of textual communication. This deeper

understanding of the communication process holds numerous future

avenues for research of qualitative financial data, particularly with

regards to the ability to gain a deeper understanding of the impact

and function of qualitative data in financial markets. However, as

with all methods discussed previously in this review, it has limita-

tions. Khan et al. (2022) provide a survey of the application of trans-

formers for computer vision. They highlight the main limitations of

transformers being high computational cost because of their size and

complexity, large data requirements because of their need for a sub-

stantial amount of good quality data for training and the models'

poor interpretability because of their complex architectures.

2.4.2 | Multimodal analysis

Most sentiment analysis techniques, across all subject fields of aca-

demic research, have mainly used singular modality-based models—

in the most part, text-based classifiers, which have been shown to

be useful for various tasks such as forecasting box office revenues

(Asur & Huberman, 2010), election outcome prediction (Tumasjan

et al., 2010), classifying customer reviews (Gräbner et al., 2012)

and—as the aforementioned literature suggests—stock market

prediction.

Audio and visual data have also been used singularly to identify

sentiment in recent years. The analysis of speech for emotion classifica-

tion has been researched extensively (Koolagudi & Rao, 2012). More

recently, studies have evaluated the ability of vocal cues to define sen-

timent alone. Multiple papers have shown that audio cues can success-

fully define sentiment (Pereira et al., 2014; Kaushik et al., 2013;

Mairesse et al., 2012; Mayew & Venkatachalam, 2012). Soleymani et al.

(2017) note that the field of sentiment analysis using visual data alone
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has not been fully researched. Indeed, the sole research to the author's

knowledge in this area is Borth et al. (2013).

Soleymani et al. (2017) highlight that recent developments in this

branch of natural language understanding have started to consider

the combination of modalities.43 Multimodal sentiment analysis can

be defined as the inclusion of additional modalities (audio and/or

visual) to compliment text-based models in an attempt to improve

sentiment classification. Extending the input data of sentiment classi-

fiers is gaining traction because of its usefulness in assessing senti-

ment on a plethora of publicly accessible multimodal data platforms

such as Facebook, YouTube, Reddit, and Twitter (Gandhi et al., 2023).

The gold standard for multimodal sentiment analysis is considered to

be the combination of all three communication modalities—text, audio

and visual. Various studies have used the combination of all three

modalities to define sentiment, showing that the use of a tri-modality

model is more robust at classifying sentiment over bi-modal and sin-

gular modality models (Bhaskar et al., 2014; Dair et al., 2021; Houjeij

et al., 2012; Morency et al., 2011; Poria et al., 2015; Yang

et al., 2020).44

The main advantage of using multimodal classifiers for senti-

ment classification is the additional behavioural cues provided by

the visual and audio data.45 The insights that vocal and visual data

provide are substantial and allow for a more robust sentiment to be

captured. However, there are limitations of multimodal sentiment

analysis, particularly in its application to the financial domain. The

limitations come in the form of access to multimodal data, adhesion

of the different modalities into a successful classifier, and the gener-

alisation of multimodal models. The application of multimodal analy-

sis in finance poses issues due to the lack of data sources that

contain more than one modality—the only dual modality reliable

data source in finance to the authors' knowledge is earnings confer-

ence calls.46

Gandhi et al. (2023) highlight that there are various methods to

fuse together the different modalities in a multimodal classifier. In

their review of sentiment literature, it is evident that there is a sub-

stantial lack of analysis of text–audio multimodal classifiers and subse-

quently a lack of consensus on the best way to extract and fuse

together these two modalities—this is evidently an obstacle when

evaluating earnings calls as the two modalities stemming from said

disclosure are text and audio. Finally, multimodal sentiment analysis

models do not generalise well. If a model has been trained on a spe-

cific person/or set of people and learned their behavioural cues, the

results of the model on another set of people do not scale to true

generalisation.

3 | APPLICATION OF SENTIMENT
ANALYSIS ON EARNINGS
CONFERENCE CALLS

‘Tesla Inc. investors gave a rare rebuke to iconoclastic

Chief Executive Elon Musk on Wednesday after he cut

off analysts asking about profit potential, sending

shares down 5 percent despite promises that

production of the troubled Model 3 electric car was on

track.’ Reuters, 2nd May 2018

Corporate earnings calls allow for additional qualitative or ‘soft’ infor-
mation to be revealed by managers to the marketplace (Blau

et al., 2015). This increase in the amount of information available to

financial analysts serves as a useful mechanism to reduce informa-

tional asymmetries between the firm and the investment community

(Bowen et al., 2002). Unlike company disclosures, which are prepared

and reviewed in advance of publication, unexpected questions posed

by analysts in real time present an opportunity for managers to reveal

information that they had not planned to disclose, or—in the case of

the Reuters article quoted above—react in a way that the market

interprets negatively. As a result, the earnings call mechanism has

been subject to a steady stream of sentiment analysis literature in

recent years.

Earnings calls are a channel of communication whereby company

managers, commonly Chief Executive Officers (CEOs) and Chief

Financial Officers (CFOs), provide a statement surrounding past, pre-

sent and future firm performance and answer questions posed by

interested parties (such as analysts, institutional investors and individ-

ual investors). Frankel et al. (1999) suggest that the contents of con-

ference calls provide additional information to the market and

document the rapid growth of firms utilising earnings calls, to the

extent that some 92% of companies represented by the National

Investor Relations Institute (NIRI) actively run earnings calls. McKay

Price et al. (2012), Doran et al. (2012) and Matsumoto et al. (2011)

provide support for this statement, finding that earnings call partici-

pants are actively engaged to the extent that new and meaningful

information comes to light. This additional information is the product

of analysts and institutional investors' continued participation and

probing for information, alongside the supplementary insights man-

agers sometimes provide above that contained within the press

release. Earnings calls are structured in a different format compared

to other qualitative data communications used within the industry,

and these differences potentially allow for new information to be

unearthed.

In recent studies, the distinct setup of earnings calls—particularly

the two differing sections47 and the nature of participants on the

call—has provided an opportunity for varied research. Authors have

produced research evaluating associations between specific managers

(Davis et al., 2015; Davis & Tama-Sweet, 2012; Larcker &

Zakolyukina, 2012; Mayew & Venkatachalam, 2012) or analysts

(Milian & Smith, 2017) sentiment and returns. Comparisons between

manager and analyst sentiment (Borochin et al., 2017; Brockman

et al., 2015; Chen et al., 2018), and the actions of investors in

response (Amoozegar et al., 2020; Blau et al., 2015; Bochkay

et al., 2020; Mayew & Venkatachalam, 2012), have also been exam-

ined. However, research in this area primarily focusses on the overall

sentiment of a call—sentiment calculated and aggregated based on all

call participants (Borochin et al., 2017; Doran et al., 2012; Fu

et al., 2019; McKay Price et al., 2012; Wang & Hua, 2014).
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3.1 | Overall tone

To the author's knowledge, McKay Price et al. (2012) conducted the

first investigation of associations between the sentiment of earnings

calls and securities pricing. Controlling for the numerical representa-

tion of the earnings surprise, the authors demonstrate that positive

and negative earnings call sentiment—defined using the Henry (2006)

finance-specific dictionary—is significantly related to (i) abnormal

returns during the initial earnings announcement window48; (ii) the

post-earnings announcement drift; and (iii) abnormal trading volume.

Further, the researchers find that qualitative information in the form

of earnings calls has greater explanatory power on subsequent returns

over longer time horizons,49 in comparison to actual earnings figures.

More succinctly, the market may find it easier to incorporate numeri-

cal data, but qualitative data provided in the earnings call format are

shown to provide additional value relevant information that is not so

rapidly incorporated. Particularly, the Q&A section of the call holds

significant ability in predicting CARs, post earnings drift and abnormal

trading volume, when controlling for numerical earnings surprise and

the sentiment of the prepared remarks. Thus, earnings calls, repre-

senting the only financial disclosure to contain natural language con-

versations surrounding firm performance, present a rich source of

information.

Focussing specifically on Real Estate Investment Trusts (REITs),50

Doran et al. (2012) measure the extent to which linguistic sentiment51

produced in earnings calls is associated with future fluctuations in

market value. Consistent with McKay Price et al. (2012), earnings call

sentiment is found to have significant explanatory power over abnor-

mal returns at the market level. Interestingly, the authors note that

firms whose earnings calls contain substantial positive (negative) sen-

timent have higher (lower) abnormal returns. Furthermore, their analy-

sis produces findings that indicate positive call sentiment can

completely offset negative earnings surprises for low earnings surprise

firms.52 These results suggest that managers have the potential to

improve firm performance by using positive linguistic terminology dur-

ing calls.

Borochin et al. (2017) also identify earnings calls as an important

medium for disseminating information to the market. However, unlike

previous studies, the authors focus on uncertainty rather than abnor-

mal returns.53 The results indicate that higher levels of pessimism lead

to greater pricing uncertainty, with higher levels of optimism creating

the opposite effect.54 The authors separate earnings call sentiment

into three distinct aspects: (i) the manager's sentiment during the call

introduction; (ii) the manager's sentiment during the Q&A session; and

(iii) the analyst sentiment during the Q&A. The authors find that both

managers and analysts impact upon investor uncertainty with differing

magnitudes. Negative coefficients for the managerial introductory ele-

ment of the call were identified,55 suggesting that value perceptions

of investors for the upcoming quarter are slightly impacted by a man-

agers' introductory statement. However, no meaningful relationship is

established for manager Q&A sentiment, thus implying their senti-

ment within this section of the call is less influential. In comparison to

managers, the expression of negative analyst Q&A sentiment is shown

to heavily influence investor uncertainty.56 This suggests that analysts

are perhaps viewed in a more trusted and objective light on the call by

market participants. Hence, analyst sentiment receives more market

attention and thus holds a potentially greater influence on share

prices.

Most recently, Fu et al. (2019) analysed associations between

earnings call sentiment57 and stock price crash risk,58 finding that

higher levels of optimism on quarterly calls negatively predict stock

price crash risk with statistical and economical significance.59 Thus,

higher optimism reduces stock price crash risk. This conclusion is

somewhat anticipated given that optimism is typically associated with

positively performing companies, and stock price crash risk is associ-

ated with struggling institutions. Consistent with McKay Price et al.

(2012), the Q&A section of the call is also found to have greater pre-

dictive power over market pricing than the introduction section, rein-

forcing that the market pays closer attention to the Q&A section of

the call.

However, there is a lack of consensus as to the most informa-

tional aspect of earnings calls. For example, Fu et al. (2019) provide

conflicting evidence suggesting that managers' sentiment throughout

the Q&A section has stronger and more statistical prediction power.

This conflicts with Borochin et al. (2017) who conclude that ‘man-

agers, as corporate insiders, possess private information and engage

in truthful communication during conference calls’. Thus, indicates
that managers generally remain truthful on conference calls and do

not attempt to mislead participants to improve their performance,

even in the face of extreme downside risk.

3.2 | Managerial/analyst sentiment and styles

A recurring theme throughout the above papers is the impact that

manager-specific sentiment and style has on the market reaction to

earnings calls. The first paper to look in-depth at managerial sentiment

is Larcker and Zakolyukina (2012), who evaluate whether the lan-

guage of executives can assist in unearthing financial reporting manip-

ulation or misstatements. In their analysis of individuals occupying

managerial positions, they find that deceptive CEOs and CFOs have

distinct traits in common. For example, both (i) use more references to

general knowledge; (ii) use fewer non-extreme positive words; and

(iii) limit their discussions surrounding shareholder value. These find-

ings infer that the consideration of managerial linguistic features

offers a valuable tool in understanding the quality of financial report-

ing. Finally, the researchers assert that linguistic models applied in this

setting dominate, or are at least equate to, models that are based on

purely accounting and financial information.

Mayew and Venkatachalam (2012) evaluate nonverbal communi-

cation on earnings calls but, unlike Larcker and Zakolyukina (2012),

focus on managerial affective states60 in relation to future firm perfor-

mance. The findings suggest that a manager's vocal cues allow ana-

lysts to learn about a manager's affective state, and in turn about the

firm's financial future. Supporting this, the authors find that a one

standard deviation increase in positive affective state, defined by
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vocal cues, is positively related to unexpected earnings of 6.9 and

7.53 basis points unexpected earnings over the next two to three

periods.61 Similarly, a one standard deviation increase in negative

affective states decreases unexpected earnings by 3.07 and 4.31 basis

points over the same period. To the author's knowledge, Mayew and

Venkatachalam (2012) are the first to study nonverbal communication

in a capital market setting, and thus provide the foundations for

numerous subsequent studies employing this different modality. It is,

however, an area still in its relative infancy.

In the same vein, Davis et al. (2012) assesses the effect that

managers other than the chief executive have on the sentiment of

earnings calls and seeks to identify the extent to which manager-

specific optimism impacts the language used in firms' conference calls.

Managers' sentiment and language choice are found to be strongly

and positively related to market reaction. Further evidence of the abil-

ity for managerial optimism to influence the market response is dem-

onstrated through an increase in adjusted R-squared from 9.95% in

the base regression (including no manager variables) to 10.6%

with the addition of managerial fixed effects.62 Finally, the overall

tone of the call is influenced by the arrival of an optimistic or pessi-

mistic manager to the firm, thus suggesting that market reactions can

be impacted by individual managers. These findings are perhaps par-

ticularly important as they suggest that managerial sentiment on a

conference call does not only reflect the private knowledge a manager

has surrounding his/her firm but that it is also a product of manager-

specific tendencies towards optimism or pessimism. The authors show

multiple factors which are associated with these tendencies, for exam-

ple, manager age, volunteerism, work experience and gender.

Building on earlier research, Davis et al. (2015) evaluate

(i) whether each manager has a specific, consistent sentiment,63

(ii) whether this sentiment remains constant across different firms

they work for and, (iii) if the sentiment can be measured. It is found

that manager-specific style can be detected and measured, and that it

does stay constant even when the manager moves to a new firm. Fur-

ther, observable managerial characteristics are identified, which play a

strong role in explaining the sentiment outputs generated. For

instance, managers who started their career in a recession use less

positive language, along with managers who have investment banking

experience. However, managers with charitable involvement tend to

be more positive.

Evidently, managerial sentiment and style have been shown as

informative variables for the analysis of relationships between earn-

ings calls and financial market activity. However, specific research into

analyst attitudes on calls remains understudied in the existing litera-

ture. Milian and Smith (2017) provide an exploratory analysis by creat-

ing a list of compliments used commonly by analysts on earnings calls,

through an extensive reading of call transcripts. With this corpus at

their disposal, they investigated analyst compliments, denoted as

praise, on earnings calls to unearth potential relationships with the

market. The underlying logic for this argument is thus analysts may

complement managers to curry favour and build relationships, to gain

a better position in accessing private information. Alternatively, they

may compliment in an unbiased manner based upon the merits

disclosed in the earnings announcement. The authors find that praise

is significantly and positively associated with abnormal earnings

announcement stock returns. Specifically, a one standard deviation

increase in praise coincides with a positive abnormal return of 1.34%.

In comparison to traditional sentiment measures,64 the authors find

that their ‘praise’ dictionary is 3.5 times stronger in predicting the

magnitude of abnormal returns. Furthermore, these results indicate

that praise given by analysts is given accordingly, and not excessively

produced when not merited, thus dismissing the idea that analysts

compliment managers to curry favour. Curiously, praise is found to be

statistically significant and related to future stock returns while both

sentiment measures are not (overall sentiment and analyst sentiment).

Thus, analyst compliments, defined as praise, look to be a robust vari-

able in understanding positive firm performance.

3.3 | Comparison of manager versus analyst
sentiment

An evident gap in the literature on earnings call characteristics and

financial market activity concerns the comparison of managerial senti-

ment to analyst sentiment. Brockman et al. (2015) provide a rare foray

into this area, finding that managers speak with significantly greater

optimism, at greater length and use less complex language in compari-

son to their call counterparts. This is somewhat expected, given that

managers are disseminating information and in doing so want to com-

municate clearly and in a positive manner surrounding their firm,

whereas analysts attend to gain further information surrounding earn-

ings figures and future performance.

Furthermore, the authors demonstrate that at the time of the call,

managerial and analyst sentiment is significantly associated with stock

prices,65 and overall positive (negative) sentiments are related to posi-

tive (negative) abnormal returns. Finally, the results indicate that both

managerial and analyst sentiment are quickly incorporated into stock

prices, with analyst sentiment gaining a stronger market reaction, sug-

gesting that market participants lend more credence to variance in

analyst sentiment in comparison to that of managerial sentiment. This

lends further weight to the suggestion that the difference between

both parties is not trivial.66

In related research, Chen et al. (2018) analyse manager–analyst

conversations on earnings calls. Their research evaluates the potential

impact that manager–analyst sentiment has on intraday stock

prices.67 In their exploration of communication exchange, these

authors identify a similar theme to many prior papers: analyst senti-

ment carries more weight in market reactions. Based on the afore-

mentioned evidence that price fluctuations are larger over the

interactive section of the call, the authors seek to establish which fea-

tures of a call drive such events. The results suggest that intraday

stock prices significantly respond to analyst sentiment with evidence

suggesting that the effect strengthens when analyst sentiment is rela-

tively negative.68

Two accompanying findings may help to understand this relation-

ship. Firstly, in comparison to management, analysts speak in a more
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neutral fashion. Secondly, both participants' sentiment moves away

from an optimistic tone as the call progresses. Thus, if analysts speak

in a neutral fashion and are not biased, changes in sentiment thus

reveal further information surrounding performance. Furthermore, call

sentiment is initially optimistic because of managerial introductions

and, throughout the duration of the call, begins to move towards a

sentiment which fits with the firm's performance of the previous quar-

ter. Analysts seem to begin the call closer to this level of sentiment;

thus, investors utilising analyst sentiment may identify the informa-

tional content of the call quicker. Combined, these findings point

strongly in favour of analyst sentiment being more influential in the

market setting, and thus more useful from a commercial

perspective.69

3.4 | Investor response to sentiment

There exists a lack of consensus in the literature with regard to the

extent to which investors respond to earnings call sentiment. Blau

et al. (2015) evaluate the extent to which short sellers incorporate

‘soft’ qualitative information (p.203) into their forecasts, thus allowing

them to understand if and how investors gauge and use sentiment. In

doing so, they look to understand the extent to which detected

abnormal sentiment70 is acted upon by short sellers. The findings lend

support to the suggestion that short sellers do use soft information

from earnings calls when valuing their stocks and do trade against

firms with positive earnings surprises and high abnormal sentiment.

Most recently, Bochkay et al. (2020) evaluated the impact of

extreme words on market digestion.71 Creating a corpus of extreme

words, the authors first find that abnormal returns are much more

strongly correlated to extreme language in relation to moderate

words. A one standard deviation increase in extreme language results

in a 6.9% increase in abnormal trading volume. They further show that

over a 60-day period, there is no inclination of reversals or price drifts.

This implies that investors price extreme language in earnings calls

correctly. Furthermore, the authors use analyst revisions to evaluate

analyst reactions to extreme language. The findings suggest that, over

a 10-day period, language extremity is strongly associated with ana-

lyst revisions. Furthermore, analysts react more strongly to extreme

positive language. Both findings are consistent with the idea that sen-

timent is an effective measure of market characteristics and shows

that the incorporation of sentiment measures is being used by the

commercial sector.

4 | CONCLUSIONS

When evaluating the wealth of academic studies utilising sentiment

analysis techniques within academic finance, a clearly defined trend

emerges: techniques used to define sentiment are increasing in com-

plexity to capture the most robust sentiment measures possible. This

is perhaps no surprise, given that relationships between market vari-

ables and sentiment calculated using more advanced sentiment

classification techniques are shown to be stronger in comparison to

sentiment defined using more fundamental approaches (Kearney &

Liu, 2014; McGurk et al., 2020; Renault, 2017). Though the number of

studies employing advanced techniques has been increasing in recent

years, the bulk of the literature to date has been conducted with com-

paratively basic and well-established approaches that are less compu-

tationally demanding, such as general dictionary and specific

dictionary techniques.

This is particularly true for the literature surrounding earnings

calls. The analysis conducted on earnings calls has demonstrated the

importance of developing improved sentiment measures to further

understand market movements, with considerable associations

between earnings call sentiment and trading activity suggesting these

exchanges between managers and analysts to be information dense.

Though such associations are commonly statistically significant, the

economic significance is comparatively weaker. A potential reason for

the lack of economic significant findings could be because of a consid-

erable proportion of the literature defining earnings calls sentiment

using specific dictionary approaches. Furthermore, such studies typi-

cally focus solely on the text modality to define sentiment. The

research of Mayew and Venkatachalam (2012) is something of an

exception to this and suitably demonstrates leveraging the vocal

modality on earnings calls to be informative.

Two main streams of future research stem from our synthesis of

existing studies. Firstly, we expect to see the adoption and inclusion

of state-of-the-art NLP techniques within academic finance over time,

particularly in regard to the adoption of transformer architectures to

classify the textual modality of financial text. Since the introduction of

the transformer architecture by Vaswani et al. (2017), the adoption

of the model has quickly solidified itself as the dominant architecture

for NLP tasks (Wolf et al., 2020) with models such as BERT, GPT3 and

T5 all adopting said architecture and returning state of the art results

in a plethora of tasks (Nogueira & Cho, 2020; Sun et al., 2019). Gen-

eral pre-training of these models has been shown to produce strong

performance in specific downstream tasks (Devlin et al., 2019;

Howard & Ruder, 2018).

However, in a similar light to previous findings that specific word

lists improve the understanding of sentiment for a specific context

(e.g. Loughran & McDonald, 2011), transformer architecture becomes

even more impressive with context-specific pre-training. Transformer

models such as that used by Huang et al. (2023) are found to outper-

form other traditionally used methods and may be useful in generating

higher classification accuracy for finance-specific contexts. Hence, it

is necessary to implement the techniques that are achieving state-of-

the-art results within the NLP literature to understand whether these

measures can return more robust and economically significant rela-

tionships with market variables.

Secondly, leveraging both the text and audio modality on earnings

calls to assess market characteristics has yet to be fully explored, yet

offers exciting potential. The inclusion of nonverbal cues in finance aca-

demic literature is virtually absent (Mayew & Venkatachalam, 2012),

whereas this modality has been extensively examined in other academic

domains. For example, several studies within the psychology domain
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highlight the significance of vocal attributes influences on revealing

the true underlying meaning of a message in the communication pro-

cess. Mehrabian (1968) infers that 7% of human emotion is commu-

nicated through the semantic contents of a message, 38% through a

message's vocal attributes and 55% via facial expression. This rule

accentuates the lack of information conveyed through the textual

modality alone.

In line with similar conclusions from psychology literature sur-

rounding the importance of paralinguistic cues in the communication

process, there are a number of studies employing sentiment analysis

techniques that suggest a combination of text and audio data may

improve classification accuracy, and consequently create a more

robust representation of sentiment (Bhaskar et al., 2014; Dair

et al., 2021; Houjeij et al., 2012; Yang et al., 2020). Hence, given that

prior literature suggests both textual and vocal characteristics of earn-

ings calls to be informative, and that Natural Language Processing lit-

erature finds a combination of text and audio to significantly increase

classification accuracy, the adhesion of both measures represents a

natural future direction for the literature.

This review, in accordance with the bulk of prior literature, has

mainly focussed on the impact of sentiment on stock returns (Fisher

et al., 2016). However, the conclusions drawn and future directions

identified in this paper can also be applied to various other subdo-

mains that leverage financial sentiment. For example, research on

financial fraud detection (Goel & Gangolly, 2012; Goel &

Uzuner, 2016; Humpherys et al., 2011; Moffitt & Burns, 2009) follows

the same pattern as studies discussed within this review, in that most

papers use dictionary and machine learning-based content analysis

methods. This pattern continues throughout many other subdomains

such as sentiment classification in different languages (Ghahfarrokhi &

Shamsfard, 2020), identifying tax rates (Allen et al., 2021), assisting

government reporting (Duan et al., 2022), defining blog sentiment

(O'Leary, 2011) and crowdsourcing (O'Leary, 2016). The application of

transformer architecture would likely benefit all these areas

of research along with the leveraging of multiple modalities where

data allow.
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ENDNOTES
1 A multimodal sentiment classifier is a model that leverages more than

one modality of communication. The three modalities of communica-

tion are text, audio and visual.
2 Also referred to as dictionaries or lexicons.
3 https://rdrr.io/cran/SentimentAnalysis/man/DictionaryGI.html

4 He uses the Wall Street Journal's (WSJ) frequently published ‘Abreast
of the Market’ opinion piece as the source of news.

5 Calculated using the GI on news articles, this pessimism factor is a

linear combination of four categories from said dictionary namely:

Negative, Weak, Fail and Fall word categories.
6 DICTION is a dictionary-based language analysis programme that ana-

lyses the implied meaning of a text by searching it with the assistance

of some 40 dictionaries or word lists (Given, 2008). The textual analysis

software uses a series of five main dictionaries to search for sentiment

features—Activity, Optimism, Certainty, Realism and Commonality—as

well as 35 sub-features.
7 Also see Stice (1991); Louis et al. (2008); Levi (2008).
8 GPOMS is a textual content measure that quantifies mood in terms of

six dimensions—Calm, Alert, Sure, Vital, Kind and Happy. OF is a mood

tracking tool that measures positive vs negative mood. Both textual

content measures fall under the category of general dictionaries.
9 Facebook's Gross National Happiness (FGNH) indexes the positive and

negative words used in the millions of status updates submitted daily

by Facebook users. FGNH has face validity: it shows a weekly cycle and

increases on national holidays. (Wang et al., 2012).
10 See Siganos et al. (2014) for a list of these international markets.
11 In their follow-up study (Siganos et al., 2017), the authors show a diver-

gence of sentiment (DoS) measure returns strongly significant relation-

ships between a contemporaneous daily increase in trading volume

(2.829) and volatility (0.004)—a result which falls in line with Hirshleifer

(1977), Harris and Raviv (1993) and Tetlock's (2007) findings that dis-

agreement (in this case, portrayed through diverging sentiment) leads

to increased trading because of market participants assigning different

values to an asset.
12 Sentiment accuracy suffers when general purpose dictionaries are used

for specific domains that are not well represented by general language.
13 Where financial results include unexpected earnings, a log of the mar-

ket value of the firm's common equity, an indicator variable equal to

one if earnings exceed analysts' forecast, and an indicator variable equal

to one if earnings are greater than zero.
14 Henry (2008) implies that past a certain point of positive tone, market

reactions stop increasing. However, this specific level of tone is not

defined.
15 LM highlight that within financial disclosures negative words are more

descriptive than positive words. This is because managers often convey

negative news in positive words ‘did not benefit’ (p.38), whereas nega-

tive words rarely convey positive news.
16 The monthly manager sentiment index is created by aggregating man-

ager sentiment from 10Ks, 10Qs and conference call transcripts from

2003 to 2014.
17 Further comparing their manager sentiment index to investor sentiment

indexes (see p.131 for a list), the authors find that manager sentiment

does not lead investor sentiment and vice versa. These findings indicate

that manager sentiment and investor sentiment capture different sub-

sets of sentiment information, and they are complementary in measur-

ing market sentiment. Thus, manager sentiment has strong negative

forecasting power for stock market returns. Jiang et al. (2019) conclude

that the predictability found holds both in and out of sample showing

its potential to generate economic value for investors.
18 Expansion and Recession periods are taken from the National Bureau

of Economic Research (NBER) Business Cycle Dating Committee. The

NBER defines a recession as the period between a peak of economic

activity and its subsequent trough. An expansion is defined between

trough and peak.
19 Comparison of the two periods suggests that expansionary periods are

statistically different and return large economic differences—roughly

three to four times stronger.

TODD ET AL. 11 of 17

 10991174, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/isaf.1549 by W

elsh A
ssem

bly G
overnm

ent, W
iley O

nline L
ibrary on [01/03/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://orcid.org/0000-0001-7440-2342
https://orcid.org/0000-0001-7440-2342
https://orcid.org/0000-0002-0419-1882
https://orcid.org/0000-0002-0419-1882
https://rdrr.io/cran/SentimentAnalysis/man/DictionaryGI.html


20 The authors use four UK news sources: The Financial Times, The Times,

The Guardian and The Mirror.
21 Johnman et al. (2018) create a short-term reversal portfolio strategy.

They take a long position on a stock if the previous days negative

sentiment value is greater than the 70th percentile of last year's aver-

age negative sentiment value. Excluding transaction costs from 2002

to 2016 the sentiment strategy yields a greater return (0.061%) and

Sharpe ratio (0.330) than a basic buy and hold strategy return

(�0.007) and Sharpe ratio (�0.034). Ferguson et al. (2015) create a

news-based trading strategy using positive and negative measures of

sentiment as buy and sell signals. They create a long portfolio consist-

ing of firms from the FTSE100 that have average net positive senti-

ment and a short portfolio comprised of firms that have net negative

sentiment. Over the period 2003–2010 they returned 1.2 basis points

per day, resulting in a significant alpha when all transaction costs

were ignored.
22 Evalauted over the three days surrounding the AGM (t-1 to t + 1),
23 Evidenced through stronger market reactions from specific dictionary

sentiment in comparison to general dictionary sentiment.
24 The independence assumption states that features are independent of

each other given the class. In an NLP setting, the naïve model assumes

words are independent from each other.
25 Antweiler and Frank (2004) classify messages as bullish, bearish or nei-

ther within this study to train their Naïve Bayes classifier. Bullish classi-

fications correspond to messages that convey upward trends in prices

or general metrics for a specific firm or an overall index. Bearish classifi-

cations are the opposite of bullish, and neutral classifications are mes-

sages that do not convey any significant information in regard to firm

or market metrics.
26 RNSE used NLP and ML techniques to produce a numerical indicator

that classifies the relevance of news stories and news story sentiment.
27 Blume et al. (1994) argue that higher volumes of media reflect a higher

quality of news signal.
28 News clustering relates to the production of news stories. The effect

begins with an alert about the news content, and subsequent updates

ultimately culminate in a full-blown story.
29 Over periods of economic instability, the impact of these spill-over

effects is intensified, which is broadly supportive of the earlier findings

of Garcia (2012) who show that periods of heightened anxiety make

investors more receptive to advice.
30 Furthermore, considering contemporaneous movement factors and the

VIX, tweet sentiment is still correlated with returns on the next day.
31 Stock returns, trading volume, volatility, market capitalisation and the

bid ask spread.
32 El-Haj et al. (2019) cite that a potential reason for the lack of use of

advanced NLP financial sentiment analysis models is the lack of sub-

stantial domain relevant datasets for training and testing.
33 For a more detailed overview of transformer architecture, also see ‘The

annotated Transformer’ by Vaswani et al. (2017), available at http://

nlp.seas.harvard.edu/annotated-transformer/.
34 The SQuAD Q&A task presents a model a paragraph with a question

about the paragraph. The goal of the model is to effectively answer the

question posed. The answers to the questions give insight to how well

a model can understand text.
35 ChatGPT is built upon a variant of this model.
36 The LAMBADA dataset tests a model's ability to handle long-range

dependencies in text. The task requires a model to predict the last word

of a sentence based upon a context paragraph as input.
37 The General Language Understanding Evaluation (GLUE) benchmark is

a collection of resources for training and evaluating NLP models.

38 They compare with a RNN based Bidirectional LSTM, BiLSTM (see

Hochreiter & Schmidhuber, 1997), the Multichannel Convolutional

Neural Network (CNN) (see Kim, 2014), the CPU-efficient FastText

(see Joulin et al., 2016) that is adopted by Facebook, and the Trans-

former with attention mechanism (see Vaswani et al., 2017).

39 Precision score is the number of positive class predictions that belong

to the positive class. Recall score is the number of positive class predic-

tions from all positive examples in the dataset. F1 score is a measure of

balance that concerns both precision and recall in one number.

40 A publicly available financial sentiment dataset consisting of 4840 sen-

tences from financial news.

41 A dataset consisting of 10,000 sentences labelled with positive, nega-

tive or neutral sentiment taken from analyst reports.

42 An open challenge dataset consisting of 1111 sentences annotated for

financial sentiment.

43 However, the authors do note that this branch of sentiment analysis,

although promising, is still in its infancy.

44 Poria et al. (2015) further evaluate the accuracy of combinations of two

modalities against the trimodal model and each modality on its own.

The authors find that all dual combinations of data outperform all singu-

lar modality models. They highlight that, absent the trimodal model, a

combination of visual and audio data performs the best then textual

and visual data next best and finally textual and audio data performing

the worst out of all pairs of modalities but still better than any singular

modality model.

45 Guyer et al. (2018) note a great deal of research has revealed that the

content of what we say matters, indicating that the way in which we

communicate matters. More succinctly, how we speak conveys sub-

stantial information beyond the content of communication. There is a

substantial body of psychology literature that relates to vocal charac-

teristics and their impact on persuasion/decision-making. For example,

prior literature has shown that vocal pitch impacts listeners' perception

of speakers' personal traits and qualities. Qualities such as credibility,

tranquility, persuasion, trustworthiness and maturity are associated

with a lower level of vocal pitch. Conversely, high pitch voices are con-

sidered immature, nervous, informal, less credible and less persuasive

(Chattopadhyay et al., 2003; Chua et al., 2020; Feinberg et al., 2005;

Klofstad et al., 2012; Martín-Santana et al., 2015; Song et al., 2020;

Wang et al., 2018). Research has also been conducted on vocal intona-

tion (Apple et al., 1979; Brooke & Ng, 1986; Gélinas-Chebat

et al., 1996; Wallbott, 1982), intensity (Bradac et al., 1988; Brooke &

Ng, 1986; Conley et al., 1978; Erickson et al., 1978), jitter and shimmer

(Giddens et al., 2013; Mendoza & Carballo, 1998; Park et al., 2011)

showing how variations of these features impact speaker persuasion

and listener perceptions/decision-making.
46 Paralinguistic data can be generated from earnings conference calls

using speech analysis software. For instance, in the research conducted

following this paper, paralinguistic data were created for the S&P100

by forcefully aligning earnings calls transcripts and their corresponding

audio files to get sentence level audio clips and then applied to PRAAT

to generate paralinguistic data. The paralinguistic data created, accom-

panied by numerical representations of the text generated using a

Transformer, were then fed to a neural network to classify sentiment.
47 The first component involves the discussion of firm performance by

executives, and the second focusses on a question-and-answer session

between firm executives and market participants.
48 The three-day window from the day before to the day after an

earnings call.
49 From 2 days after a call up to 60 days after a call.
50 The authors note that REITs are constantly involved in asset acquisition

and disposition activities. Hence, the underlying revenue generating
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asset bases are constantly changing for REITs. These unique character-

istics of REITs provide a natural setting in which to study the relation-

ship between stock returns and conference call content.
51 Calculated using the GI software – general dictionary approach.
52 Low earnings surprise is when a firms' reported profits are significantly

below its earnings estimate.
53 The authors evaluate an options market instead of the commonly

assessed equities markets. A share price in an equities market reflects

the current value of the firm. However, the implied volatilities in an

options market reflect investors' uncertainty surrounding a firms' future

value. Hence, Borochin et al. (2017) evaluate value uncertainty.
54 The pessimism and optimism factors are calculated using a modified LM

dictionary.
55 A one standard deviation movement in managerial introductory tone

reflects a �0.010 movement in the value uncertainty measure.
56 A one standard deviation movement in analyst Q&A tone incites a

�0.028 movement in the value uncertainty measure.
57 Calculated using the LM dictionary approach.
58 Extreme downside risk in returns. It can be defined as the conditional

skewness of the returns distribution which captures the information

asymmetry, between inside managers and outside investors, in the risk

associated with a stock.
59 Regression results for the predictive power of call tone on stock price

crash risk indicate that an increase of one standard deviation in call

tone results in a decrease in stock price crash risk of 0.092 standard

deviations.
60 The underlying emotional state. An example of positive affective states

is defined by the author as happiness, excitement and enjoyment.

Examples of negative affective states are fear, tension and anxiety.

These states are defined using Layered Voice Analysis software.
61 The length of a period is 90 days.
62 Managers' sentiment as defined by the Henry (2006) and Loughran and

McDonald (2011) word lists enhance prediction of future operating

performance.
63 Manager specific sentiment can be thought of like a personality. Every-

one has a personality specific to them and it does not change no matter

the job or situation they are in. Davis et al. (2015) evaluate whether

managers have a specific sentiment, much like their personality, and

whether this can be identified throughout different roles in their career.
64 Loughran and McDonald's (2011) word list.
65 Both defined using LM positive and negative word lists.
66 Based on these findings, the researchers attempt to create a portfolio

based upon analyst sentiment measures. They create the portfolio by

‘going long’ on stocks with high analyst sentiment and ‘going short’ on
stocks with low analyst sentiment. This produced a significant abnormal

return of 1.32% over a 6-month period. Thus, the authors conclude that

a portfolio based upon this strategy is a good idea and, however, may

not be economically significant considering the inclusion of transaction

costs.
67 Defined using LM positive and negative word lists.
68 This effect is not seen with managerial sentiment.
69 This does not mean that managerial sentiment should be disregarded

however as it is still influential.
70 This measure is the difference between introductory statement senti-

ment and Q&A sentiment. The authors note that it measures inflated

talk by managers who often speak overly optimistically in the introduc-

tory statements in comparison to more objective talk from analysts in

the Q&A section. Kartik et al. (2007) identify that inflated talk should

be considered bad news—hence, the authors are evaluating whether

short sellers are sophisticated enough to process inflated talk informa-

tion in their forecasts as bad news.

71 Bochkay et al. (2020) create a corpus of extreme words by deploying a

Human Intelligence Task (HIT) on Amazon's Mechanical Turk service

(MTurk). This task asked ‘highly qualified English-speaking workers’ to
rank 50 randomly selected words from the author's dictionary on a

scale from �5 (extremely negative) to +5 (extremely positive). The aver-

age score from all participants was used to rank extreme words.
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