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Abstract: The scientific and reasonable width of coal pillars is of great significance to ensure safe 

and sustainable mining in the western mining area of China. To achieve a precise analysis of the 

reasonable width of coal pillars in fully mechanized caving face sections of gently inclined coal 

seams in western China, this paper analyzes and studies various factors that affect the retention of 

coal pillars in the section, and calculates the correlation coefficients between these influencing fac-

tors. We selected parameters with good universality and established a data set of gently inclined 

coal seams based on 106 collected engineering cases. We used the LSTM algorithm loaded with a 

simulated annealing algorithm for training, and constructed a coal pillar width prediction model. 

Compared with other prediction algorithms such as the original LSTM algorithm, the residual sum 

of squares and root mean square error were reduced by 27.2% and 24.2%, respectively, and the cor-

relation coefficient was increased by 12.6%. An engineering case analysis was conducted using the 

W1123 working face of the Kuangou Coal Mine. The engineering verification showed that the SA-

CNN-LSTM coal pillar width prediction model established in this paper has good stability and ac-

curacy for multi-parameter nonlinear coupling prediction results. We have established an effective 

solution for achieving the accurate reservation of coal pillar widths in the fully mechanized caving 

faces of gently inclined coal seams. 

Keywords: intelligent coal mining; gently inclined; coal pillar; physical indicators; prediction  

methodology; LSTM 

 

1. Introduction 

The width of a coal pillar is a vital factor affecting the stationarity of the coal pillar 

and the difficulty of stope maintenance. Coal mines in western China are under intense 

exploitation. The scientific and rational width of coal pillars is of great significance to en-

sure safety and sustainable mining in the western mining area. Therefore, a machine 

learning method to determine the width of coal pillars is our current research focus [1]. 

The gently inclined coal seam reserves in western China are huge, and are an important 

factor in the current national energy supply strategy. However, the geomechanical envi-

ronment in the western region is complex. Affected by indicators such as its time–space 

relationship, overlying strata, and geo-framework, the superposition of multi-field stress 

poses problems for on-site safety, prevention, and control, which seriously restricts safe 

and efficient operation on-site [2–5]. If a coal pillar is overly wide, it will lead to a huge 
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waste of resources, which seriously violates the “Scientific-Green-Precise” mining concept 

advocated by China. It is of vital scientific importance to quantitatively determine a suit-

able coal pillar width to realize precise and safe mining and environmental protection in 

western China. 

At present, research on the appropriate width of coal pillars mostly adopts empirical 

analysis, similarity simulation experiments, numerical simulation, and real-time monitor-

ing methods [6–8]. Suo [9] used UDEC4.0 numerical simulation software to study the 

width of upper and lower coal pillars during extremely close-range coal seam mining. 

They judged the appropriate width of the middle coal pillar in an adjacent horizontal sub-

section of a coal seam. Taking the mining situation of the 15,208 working faces of Xinjing 

Coal Mine as their engineering background, Wang [10] used theoretical methods such as 

limit equilibrium to determine the effect of mine pressure on the width of the plastic zone. 

The width of the effective waterproof elastic core was determined by the semi-inverse so-

lution method, and the width of the water pressure failure zone was determined by taking 

full account of the softening due to water seepage. The theoretical width of a waterproof 

coal pillar was obtained. Zhang [11] aimed at combating the wasted resources caused by 

excessively wide protective coal pillars in the working face 30103 of Yayaomao Coal Mine. 

Through the research methods of field exploration, mechanical analysis, numerical simu-

lation, and real-time monitoring, a coal pillar width calculation model was established. 

The surrounding stress, displacement distribution, and plastic zone characteristics under 

different coal pillar width conditions were revealed, and the suitable width of the coal 

pillar was determined. In recent years, experts, scholars, and research teams have intro-

duced methods such as machine learning and deep learning into mining engineering re-

search, using artificial intelligence to solve traditional mining problems, and trying to 

solve the problems of the three-zone distribution of mines and rockburst prediction by 

establishing machine learning or deep learning models. Some research results have been 

obtained [12–15]; some research teams have also introduced deep learning methods into 

their research on the suitable width of coal pillars [16]. 

The combination of deep learning solutions and traditional mining engineering prob-

lems provides a scientifically effective method and means for the design of coal pillar 

widths [17,18]. The LSTM network model has a good predictive performance on non-time 

series data, with special gating units and decent non-linear mapping capabilities [19–21]. 

It could overcome the long-term dependence on data characteristics in forecasting re-

search. The parameters required for model establishment, that is, the physical indicators, 

are easy to measure and quantitative descriptions of qualitative characteristics are easy to 

determine. This provides a credible new method for the accurate calculation and quanti-

tative design of the safe coal pillar width. At present, most studies on the suitable width 

of coal pillars are based on engineering experience, and numerical simulation methods 

combined with field measurements are used to analyze and obtain reasonable values. Ex-

isting studies using deep learning methods to predict the width of remaining coal pillars 

lack the correlation verification of their parameter selection, and the prediction effect of 

their models still needs to be improved. 

2. Physical Indexes Affecting Coal Pillar Width 

2.1. Selection of Physical Indicators 

Usually, the mechanical factors of coal rock mass and the mining method used in the 

coal seam chiefly affect coal pillar width. For the sake of studying the suitable width of 

the reserved coal pillar, the selected physical indicators should have good measurability, 

facilitate data acquisition, and comprehensively consider the correlation of the influence 

of various factors on the width. This study selected eight physical indicators, including 

coal seam burial depth, coal seam dip angle, coal seam thickness, tensile strength, elastic 

modulus, Poisson’s ratio, cohesion, and internal friction angle, as parameters for subse-

quent model training samples. In this paper, a total of 106 pieces of gently inclined coal 
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pillar width multi-parameter data were selected for training [22–24]. Due to space limita-

tions, 20 sets of sample examples were selected, as shown in Table 1. 

Table 1. Raw data for coal pillar width prediction. 

No. 
Buried 

Depth/m 

Coal Seam 

Dip Angle/(°) 

Coal Seam 

Thickness/m 

Tensile 

Strength/MPa 

Elastic Modu-

lus/GPa 

Poisson’s 

Ratio 

Cohesion/ 

MPa 

Angle of Internal 

Friction/(°) 

Coal Pillar 

Width/m 

1 600 8 3.20  0.50  2.00  0.34  2.50  32.00  20 

2 400 20 1.00  5.83  4.91  0.30  0.08  40.07  10 

3 350 10 2.40  0.12  0.80  0.40  0.10  25.00  17 

4 700 25 4.40  0.74  0.20  0.27  1.83  36.86  30 

5 700 22 4.20  0.66  0.17  0.36  2.87  20.69  28 

6 400 8 5.87  0.28  2.36  0.24  0.28  59.17  30 

7 220 23 5.25  0.12  0.64  0.28  1.15  24.00  15 

8 300 9 4.67  2.10  4.00  0.44  1.00  30.00  20 

9 300 10 4.87  2.10  4.00  0.44  1.60  19.00  15 

10 600 9 4.75  0.53  2.95  0.22  5.60  22.00  25 

11 200 8 6.50  0.49  2.00  0.33  2.70  28.10  6 

12 450 25 7.88  1.08  0.60  0.26  1.13  26.00  12 

13 300 19 2.20  0.57  4.20  0.12  1.50  42.00  12 

14 500 8 5.50  0.55  2.97  0.32  2.05  35.00  40 

15 400 9 5.25  0.35  2.43  0.31  0.50  24.00  7 

16 266 22 3.50  0.20  0.65  0.28  0.80  17.50  32 

17 300 9 4.00  1.45  5.96  0.34  1.70  36.70  6 

18 440 10 5.86  0.32  2.36  0.26  0.28  30.00  30 

19 400 17 2.47  0.51  1.56  0.12  1.80  38.00  22 

20 200 8 5.00  1.83  2.50  0.28  1.46  28.00  20 

2.2. Establishment of a Physical Index Fusion Data Set 

Multi-parameter deep learning prediction usually involves many types of parame-

ters with different dimensions, or that are dimensionless, and the parameters of each di-

mension having a wide range of distribution. In the process of learning such samples, the 

model is easily overwhelmed by data with a large or small parameter distribution range. 

This influence, resulting in a reduced model training effect, ultimately leads to a poor pre-

diction effect. After some deep learning models are stretched unevenly in each dimension 

their optimal solution will not change, but, usually, deep learning models will contain 

iterative algorithms, and if the distribution range of parameters in each dimension is too 

different, this may lead to iterative divergence. The convergence speed of the algorithm 

slows down or directly causes the iterative algorithm not to converge. Normalizing the 

source data can ensure that parameters with different dimensions can eliminate the influ-

ence of their dimension, and, at the same time, this can speed up the data processing speed 

of the model. 

The LSTM model selected in this paper is less affected by multi-parameter dimension 

differences, but an iterative algorithm is still used. Therefore, when selecting physical in-

dicators, the original data are normalized, and the Min–Max normalization method is ap-

plied. The formula is:  

𝑋′ =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
 (1) 

Apply Formula (1) to normalize the 8 physical indicators selected to obtain the coal 

pillar width predictive learning and training sample data sets. The sample data sets after 

calculation and processing are shown in Table 2. 
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Table 2. Coal pillar width prediction data set. 

No. 
Buried 

Depth/m 

Coal Seam 

Dip Angle/(°) 

Coal Seam 

Thickness/m 

Tensile 

Strength/MPa 

Elastic Modu-

lus/GPa 

Poisson’s 

Ratio 

Cohesion/ 

MPa 

Angle of Internal 

Friction/(°) 

Coal Pillar 

Width/m 

1 0.80000 0.00000 0.31977 0.06655 0.31606 0.68750 0.43841 0.34797 0.41176 

2 0.40000 0.70588 0.00000 1.00000 0.81865 0.56250 0.00000 0.54164 0.11765 

3 0.30000 0.11765 0.20349 0.00000 0.10881 0.87500 0.00362 0.17999 0.32353 

4 1.00000 1.00000 0.49419 0.10858 0.00518 0.46875 0.31703 0.46460 0.70588 

5 1.00000 0.82353 0.46512 0.09457 0.00000 0.75000 0.50543 0.07655 0.64706 

6 0.40000 0.00000 0.70785 0.02802 0.37824 0.37500 0.03623 1.00000 0.70588 

7 0.04000 0.88235 0.61773 0.00000 0.08117 0.50000 0.19384 0.15599 0.26471 

8 0.20000 0.05882 0.53343 0.34676 0.66149 1.00000 0.16667 0.29998 0.41176 

9 0.20000 0.11765 0.56250 0.34676 0.66149 1.00000 0.27536 0.03600 0.26471 

10 0.80000 0.05882 0.54506 0.07180 0.48014 0.31250 1.00000 0.10799 0.55882 

11 0.00000 0.00000 0.79942 0.06480 0.31606 0.65625 0.47464 0.25438 0.00000 

12 0.50000 1.00000 1.00000 0.16813 0.07427 0.43750 0.19022 0.20398 0.17647 

13 0.20000 0.64706 0.17442 0.07881 0.69603 0.00000 0.25725 0.58795 0.17647 

14 1.40000 0.94118 0.94477 0.11734 0.54231 1.37500 0.38587 1.25990 1.35294 

15 1.20000 1.00000 0.90843 0.08231 0.44905 1.34375 0.10507 0.99592 0.38235 

16 0.93200 1.76471 0.65407 0.05604 0.14162 1.25000 0.15942 0.83993 1.11765 

17 1.00000 1.00000 0.72674 0.27496 1.05872 1.43750 0.32246 1.30070 0.35294 

18 1.28000 1.05882 0.99709 0.07706 0.43696 1.18750 0.06522 1.13991 1.05882 

19 1.20000 1.47059 0.50436 0.11033 0.29879 0.75000 0.34058 1.33189 0.82353 

20 0.80000 0.94118 0.87209 0.34151 0.46114 1.25000 0.27899 1.09191 0.76471 

2.3. Correlation Calculation of the Physical Indicators 

In the prediction of multi-parameter deep learning models without time series, the 

correlation between various parameters will affect the model’s recognition of its features 

and the actual prediction performance of the final model. In this paper, a total of eight 

physical indicators are selected as the parameters of the data set. To ensure the effective-

ness of the model training, it is necessary that a correlation calculation is carried out for 

the selected physical indicators, and that the correlation between the physical indicators 

and the target predicted value is tested. 

Thirty samples from the data set were used to carry out the correlation calculation in 

a fitting software to verify the accuracy of the multivariable prediction based on eight 

physical indexes. The accuracy of the multivariate prediction of the eight physical indexes, 

from burial depth to internal friction angle, was assessed using Spearman’s rank correla-

tion. Its value was irrelated to the specific value of two correlation variables, and only 

related to the relationship between their numerical range. The Spearman rank correlation 

is calculated based on the variance between the ranks of each pair of ranks in two columns, 

so it is also called the rank variance method. Usually represented by the Greek letter ρ, its 

calculation formula is 

𝜌 =
∑ (𝑥𝑖 − �̄�)(𝑦𝑖 − �̄�)𝑖

√∑ (𝑥𝑖 − �̄�)2∑ (𝑦𝑖 − �̄�)2𝑖𝑖

 (2) 

In this formula, x and y represent two variables, but in practical applications, Formula 

(2) is usually simplified as 

𝜌 = 1 −
6∑𝑑𝑖

2

𝑛(𝑛2 − 1)
 (3) 

In this formula, d represents the rank difference of the corresponding variable, that 

is, the position of the paired variable after the two variables are sorted respective to each 

other, and n is the quantity of variables observed. The correlation index was calculated 

using Formula (3). The calculation results are shown in Figure 1. 
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Figure 1. Correlation matrix. 

The correlation coefficient in the correlation matrix is expressed as an absolute value, 

and the color order is related to the strength of correlation: the closer the value is to 1, the 

deeper the color of the block is. The closer the value is to 0, the closer the color of the block 

is to white, while the correlation between a variable and itself is 1. The closer the correla-

tion coefficient is to 1, the higher the correlation strength is. Under normal circumstances, 

a correlation coefficient of about 0.7 or above can be considered a strong correlation. When 

the correlation coefficient tends to zero, the color block tends to white, and it can be con-

sidered that the correlation between the two physical indicators is weak. The correlation 

coefficients of the eight physical indicators are 0.737, 0.683, 0.915, 0.967, 0.718, 0.842, 0.726, 

and 0.931. It is calculated that there is a strong correlation between the eight physical in-

dicators and coal pillar width [25]. Among them, the correlation coefficient between the 

coal seam dip angle and coal pillar width is the lowest, and their correlation coefficient is 

0.683. It can be seen intuitively from Figure 1 that the eight physical indicators all have a 

strong correlation with the width and can be used as parameters for the multi-parameter 

fusion prediction of the width of reserved coal pillars. 

3. Establishment of the LSTM Prediction Model 

3.1. Long Short-Term Memory Network 

Recurrent neural networks can describe the relationship between the output infor-

mation and the state before the output information. This network has very time-sensitive 

characteristics when processing sequence–structure information and can apply the infor-

mation from the previous moment to the output of subsequent nodes. In the time dimen-

sion, it has the characteristics of accumulation from front to back. However, in an RNN 

there exists the defect of gradient explosion and dispersion. To solve the shortcomings of 

the RNN structure, the LSTM network adds 3 gate units based on RNN, including the 

forget gate, input gate, and output gate, thus controlling the state iteration of the LSTM 

unit, its memory, input acquisition, and output transmission, thus improving the effi-

ciency and stability of the network [26]. Multiple “GATE” structure neurons positioned in 

each layer can memorize any time state of the hidden layer. No matter how long the gra-

dient propagation path is, it will never disappear or drop to zero. The long short-term 
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memory neural network (LSTM) is a time-recursive neural network, which is improved 

from the RNN (Recurrent Neural Network), solving the problems of gradient dispersion 

and gradient explosion in the RNN model, and is suitable for processing and predicting 

data sets with multi-parameter features. 

LSTM consists of seven components including input 𝑋𝑡, unit state 𝐶𝑡, temporary unit 

state �̃�𝑡, hidden state ℎ𝑡, forget gate 𝑓𝑡, memory gate 𝑖𝑡, and output gate 𝑜𝑡, and the sub-

script t represents a certain moment. The iterative process of LSTM can be simply de-

scribed as follows: Firstly, information is forgotten, and new information is remembered; 

only effective data for subsequent cell data processing are transmitted, and the hidden 

layer state ℎ𝑡 is output at each time step. Among these data, the forgetting parameter, 

memory parameter, and output parameter are commanded by the corresponding module, 

calculated by the hidden layer state ℎ𝑡−1 of the previous moment and the present input. 

Its calculation formula is as follows: 

In the forgetting gate, 

𝑓𝑡 = 𝜎 (𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑓) (4) 

where 𝑓𝑥 is the forget gate at time t; σ(x) is the sigmoid activation function; 𝑊𝑓 is the 

weight vector of the forget gate; ℎ𝑡−1 is the output at time t−1; 𝑋𝑖 is the input at this time; 

and 𝑏𝑓 is the offset of the forget gate. After the function output, the value of 𝑓𝑡 is (0, 1), 

and 𝑓𝑡 will be multiplied by 𝐶𝑡−1 bit by bit. When the value of a certain bit of 𝑓𝑡 is 0, then 

so is the corresponding bit of 𝐶𝑡−1: the value will be forgotten. When a certain bit of 𝑓𝑡 is 

1, the corresponding value of 𝐶𝑡−1 will be retained.  

There are two parts in the updated gate layer, the formulas of the first part are as 

follows: 

𝑖𝑓 = 𝜎 (𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑖) (5) 

�̃�𝑡 = 𝑡𝑎𝑛ℎ (𝑊ℎ ⋅ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝐶) (6) 

The second part of the formula is 

𝐶𝑡 = 𝑓 × 𝐶𝑡−1 + 𝑖 × �̃�𝑡 (7) 

In this formula, 𝑖𝑡 is the input gate at time t; 𝑏𝑖 and 𝑏𝑐 are the offsets of the input 

gate and unit information update, respectively; �̃�𝑡 is the new information at time t; 𝐶𝑡 

and 𝐶𝑡−1 are the units at the corresponding time information states; tan ℎ is the activa-

tion function; and 𝑊𝑖 and 𝑊𝑐 are the weight vectors for the input gate and unit infor-

mation update, respectively. The 𝑖𝑡 in the first part is like the forget gate, it is the part of 

the information that is retained; �̃�𝑡 is the information introduced by the new input, and 

its value is normalized to −1 or to 1 after tan ℎ. 𝐶𝑡 , in the second part of the formula, is 

the cell information state after adding the new cell information and the updated cell in-

formation at this moment.  

In the output gate layer, 

𝑜𝑡 = 𝜎 (𝑊𝑜 ⋅ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑜) (8) 

ℎ
𝑡
= 𝑜𝑡 × 𝑡𝑎𝑛ℎ(𝐶𝑡) (9) 

In this formula, 𝑜𝑡 is the output gate; 𝑊𝑡 is the weight vector of the output gate; 𝑏𝑜 

is the offset of the output gate; and ℎ𝑡 is the final output result.  

The LSTM network’s internal unit structure is shown in Figure 2. 
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Figure 2. LSTM internal unit structure diagram. 

The input layer of the LSTM algorithm mainly consists of two parts, namely, the ini-

tial hidden state and the initial unit state, represented by parameters Ct−1 and ht−1, respec-

tively, as shown in Figure 2. The output layer format is consistent with the input layer, 

and it is also a hidden state and a unit state. But the labeling of the two parameters is 

different from the input layer. 

In practical applications, the LSTM model does not exist in the form of one unit, but 

is connected to multiple units; each unit is encapsulated, and the processed data are 

passed to the next unit, as shown in Figure 3. 

 

Figure 3. Basic structure of LSTM model. 

3.2. The Coal Pillar Width Physical Index Fusion Prediction Model Based on Simulated 

Annealing Algorithm Optimization 

The simulated annealing algorithm (SA) was first introduced by N. Metropolis et al. 

in 1953 [27], and it is a method for approximately solving the optimization problem, de-

signed using Monte Carlo thinking. The search for the optimal solution can be regarded 

as the search for the minimum energy value of a complex system. Therefore, when the 

system temperature drops, the energy will decline step by step, and, correspondingly, the 

solution to the problem also “falls” to the minimum, which shows the optimal solution. 

The Metropolis discriminant criterion is as follows: 

𝑝 = {

1, 𝐸(𝑥𝑛𝑒𝑤) < 𝐸(𝑥𝑜𝑙𝑑)

𝑒𝑥𝑝 (
𝐸(𝑥𝑛𝑒𝑤) − 𝐸(𝑥𝑜𝑙𝑑)

𝑇
) , 𝐸(𝑥𝑛𝑒𝑤) < 𝐸(𝑥𝑜𝑙𝑑)

 (10) 

In this formula, p is the poor solution acceptance probability, also known as the state 

acceptance function; E represents the energy state; xnew represents the new state; and xold 

represents the current state. The algorithm steps are as follows (Figure 4):  

Step 1. Define the incipient temperature T0, the incipient solution state X1, and the 

rounds of iterations L of each T value (this is the Metropolis sampling stability criterion).  

Step 2. Use the state transition function to convert a new solution X2. 
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Step 3. Calculate the increment 𝛥𝐸 = 𝐸(𝑋2) − 𝐸(𝑋1) . 𝐸(𝑋)  is the evaluation func-

tion. 

Step 4. If 𝐸(𝑋) meets the requirements, then accept X2 as the new current solution, 

otherwise accept X2 with a probability (this is the Metropolis sampling stability criterion).  

Step 5. When the termination condition is not met, gradually decrease T and jump to 

Step 2 to start iteration. 

Step 6. If the control parameter T satisfies the termination condition, the algorithm 

will end the recursion and choose the last solution as the optimal solution. 

 

Figure 4. Flow chart of simulated annealing algorithm. 

The normalized data are imported into the model. This simulated annealing algo-

rithm was applied to optimize the number of layers(lstm_layer, ly), the number of neurons 

in the hidden layer (lstm_nets, ln), the number of layers in the connection layer 

(dense_layer, dy), and the number of neurons in the connection layer (dense_nets, dn) to 

fit the optimal parameter combination, and then when combined with the CNN-LSTM 

model a coal pillar width prediction model is formed. The model architecture is shown in 

Figure 5.  

 

Figure 5. SA-CNN-LSTM architecture diagram of coal pillar width prediction model. 
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4. Analysis and Verification of the Sample Prediction Effect 

4.1. Model Training 

The normalized coal pillar width prediction data set was divided, and 89 pieces of 

information were selected as the model training set to be imported into the SA-CNN-

LSTM algorithm for training, and the prediction model, optimized using the simulated 

annealing algorithm, was generated. In the actual training, the parameter T of the simu-

lated annealing algorithm is initialized. If the value of T is too large, the algorithm may 

stop iterating when it reaches the local optimal value; if the value of T is too small, the 

optimization speed will be slowed down, and the overall performance of the algorithm 

will be reduced. Therefore, this paper adopts an exponential descending formula to con-

trol the parameter T, and adopts a larger T value at the beginning of the iteration, which 

gradually decreases with the algorithm’s iteration. The parameter T control formula is  

𝑇(𝑛) = 𝑞𝑇(𝑛), (𝑛 = 1,2,3. . . )  (11) 

In this formula, q is the initial value. After analysis, this was set to q = 0.91 to trigger 

the optimum computational power of the algorithm. During the iterative process of model 

training, the simulated annealing algorithm continuously optimizes and adjusts the net-

work parameters of the model. The number of hidden layers and the number of neurons, 

the number of connection layers and the quantity of neurons in the LSTM are optimized 

by a genetic algorithm to determine the best parameter combination. The simulated an-

nealing algorithm optimizes the LSTM parameter range, as shown in Table 3.  

Table 3. Neural network structure’s parameter settings. 

Parameter Name Parameter Value 

Hidden Layers [1, 5] 

Hidden Layer Neurons [1, 200] 

Connection Layers [1, 5] 

Connected Layer Neurons [1, 100] 

For the sake of improving the convergence effect of the model, we choose Adam as 

the internal optimizer of LSTM. MSE was selected as the model loss function to calculate 

the loss value. To compare the optimization effects of different schemes on the model ar-

chitecture, we input the optimal hyperparameters found by each optimization algorithm 

into the LSTM architecture. The quantity of iterations was set to 100. The loss function of 

each prediction model is shown in Figure 6.  

 

Figure 6. Prediction model’s loss function curve. 

To compare the optimization performance of the SA algorithm, two models were se-

lected for the experiment. It can be understood from Figure 6 that both prediction models 
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converge within the set number of iterations, and the loss function eventually tends to-

ward a stable value. Among them, the SA-LSTM model established in this paper has a 

minimum loss value of 0.0141 after stabilization, and its convergence speed is faster than 

the GA-LSTM prediction model’s. It is seen intuitively from Figure 6 that the SA-LSTM 

training model established in this paper has the best performance, which verifies the effect 

of the simulated annealing algorithm on the hyperparameter optimization of the LSTM 

model, and finally determines to use the simulated annealing algorithm to optimize the 

coal pillar width prediction model. 

4.2. Prediction Result Evaluation Index 

When evaluating the prediction performance, this article considers three commonly 

used performance indicators: the residual sum of squares (RSS), root mean square error 

(RMSE), and correlation coefficient (R2). 

The residual sum of squares’ formula is 

𝑅𝑆𝑆 =∑(𝐼𝑖 − 𝐼𝑖)
2

𝑁

𝑖=1

 (12) 

The root mean square error’s formula is 

𝑀𝑆𝐸 =
1

𝑁
∑(𝐼𝑖 − 𝐼𝑖)

2

𝑁

𝑖=1

 (13) 

The correlation coefficient’s formula is  

𝑅2 = 1 −
∑ (𝐼𝑖 − 𝐼)2𝑁
𝑖=1

∑ (𝐼𝑖 − 𝐼)2𝑁
𝑖=1

 (14) 

To verify the training effect of the selected verification set, the model evaluation index 

is calculated and compared with other models to verify the prediction effect of the SA-

CNN-LSTM model.  

4.3. Analysis of Forecast Results 

To verify the training effect of the model, 15 values were selected as verification sets. 

The data in the verification set have the characteristics of a typical gently inclined coal 

seam, which can be used to verify the training effect. The trained model was used to pre-

dict the width of coal pillars, and the predicted results were reverse normalized to facili-

tate intuitive analysis, and compared with the actual values, as shown in Figure 7. 

 

Figure 7. Comparison chart of predicted values and real values. 
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By calculating the error between the obtained estimated value and the real value, the 

parameter values of the performance evaluation index are calculated, as shown in Table 

4. 

Table 4. Parameter values of the model performance evaluation index. 

Parameter Value 

RSS 0.00073 

RMSE 0.00837 

R2 0.96733 

When the same data are selected and the same calculation method is used for the 

parameter estimation and predictive analysis of the classic LSTM algorithm, R2 = 0.85924, 

which is 12.6% higher than the model used in this paper, RSS = 0.00574, and RMSE = 

0.01095; compared with the model used in this paper, they are reduced by 27.2%, 41.7%, 

and 24.2%, respectively. 

5. Practical Application Based on the Engineering Background 

5.1. Coal Pillar Setting Width in Gently Inclined Mine Sections 

Based on the comprehensive prediction comparison chart and model prediction ef-

fect evaluation index, it can be concluded that the SA-CNN-LSTM model trained using 

the coal pillar width data set in gently inclined mine sections is useful for prediction. Its 

prediction results have small dispersion and high prediction accuracy. It can be used to 

guide engineering practice, provide more accurate reference data for coal pillar reserva-

tion in gently inclined mine sections, and provide safe and reliable data support for min-

ing in gently inclined mines. 

5.2. Engineering Example Verification 

The engineering verification section used real data from the W1123 working face of 

Kuangou Coal Mine. The inclined width of the W1123 working face is about 192 m and 

the strike length is about 1468 m. The working face features fully mechanized caving min-

ing, with a mining height of 3.2 m, a coal caving height of 6.3 m, and a mining-to-caving 

ratio of 1:1.97. The width of the coal pillar between the W1121 and W1123 working faces 

is 15 m, with an upper groove of 4.2 m and a lower groove of 4.5 m on the W1123 working 

face. The trained prediction model was applied to the design of the coal pillar width of a 

certain coal seam in a coal mine and eight physical index parameters were obtained and 

input into the prediction model, and the predicted value of the coal pillar width was ob-

tained. The absolute error and relative error value calculated for the single predicted value 

are shown in Table 5.  

Table 5. Prediction of coal pillar width in the W1123 coal seam in Kuangou Coal Mine. 

Name 
Predictive Effect Difference 

Actual Value/m Predictive Value/m Absolute Error/m Relative Error/% 

SA-CNN-LSTM 15 15.19 0.19 1.25% 

GA-LSTM 15 15.76 0.76 4.82% 

PSO-LSTM 15 16.44 1.44 8.76% 

LSTM 15 17.81 2.81 15.78% 

It can be seen from Table 5 that the absolute error of SA-CNN-LSTM in predicting 

the coal pillar width in this Kuangou Coal Mine section is 0.19, and the relative error is 

1.25%, which can satisfy the requirements for the engineering example’s application. The 

verification of engineering examples shows that the SA-CNN-LSTM model based on small 
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samples has incomparable superiority to other methods (such as GA-LSTM, PSO-LSTM, 

LSTM, etc.), and can save a lot of manpower in practical engineering applications. 

6. Conclusions 

(1) A data set of physical indicators related to coal pillar width, based on the measured 

data, was established, and the data set of coal pillar widths suitable for the final 

model training was obtained by normalizing the obtained data set. The correlation 

coefficient between the physical indicators and the width of the reserved coal pillar 

was obtained by applying correlation calculations. The calculation results have veri-

fied that there is a strong correlation between the eight physical indicators and the 

width of the reserved coal pillar. It has been verified that they can be used as basic 

data for predicting the width of reserved coal pillars in gently inclined fully mecha-

nized mining faces with on multi-parameter fusion. 

(2) A prediction model of coal pillar width based on a simulated annealing algorithm 

was established, and the simulated annealing algorithm was introduced to optimize 

the hyperparameters of the model. The effect of the optimization algorithm was com-

pared and analyzed, and it was confirmed that the simulated annealing algorithm 

has the best optimization effect for the prediction effect of the whole algorithm. The 

prediction effect of the model was verified via four performance evaluation indexes, 

including the residual sum of squares (RSS), mean square error (MSE), root mean 

square error (RMSE), and correlation coefficient (also known as the certainty coeffi-

cient or determinability coefficient, R2). Compared to the basic LSTM algorithm, the 

correlation coefficient obtained by our model was increased by 12.6%, and the resid-

ual sum of squares, mean square error, and root mean square error were reduced by 

27.2%, 41.7%, and 24.2%, respectively. 

(3) The prediction model was applied to predict and analyze the width of the coal pillar 

in the W1123 working face of Kuangou Coal Mine, verifying the feasibility and reli-

ability of the model for predicting actual coal pillar widths. Due to the differences in 

geological conditions and mining processes across different mines, we will expand 

the sources of our data samples in the future and attempt to obtain data sets based 

on a wider range of physical indicators in mines. This study verifies the universal 

influence of the characteristics of eight physical indicators, including coal pillar 

width, Poisson’s ratio, cohesion, and the internal friction angle, on the reserved coal 

pillar width, through deep learning. 
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