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A B S T R A C T   

AI has long been regarded as a panacea for decision-making and many other aspects of knowledge work; as 
something that will help humans get rid of their shortcomings. We believe that AI can be a useful asset to support 
decision-makers, but not that it should replace decision-makers. Decision-making uses algorithmic analysis, but it 
is not solely algorithmic analysis; it also involves other factors, many of which are very human, such as creativity, 
intuition, emotions, feelings, and value judgments. We have conducted semi-structured open-ended research 
interviews with 17 dermatologists to understand what they expect from an AI application to deliver to medical 
diagnosis. We have found four aggregate dimensions along which the thinking of dermatologists can be 
described: the ways in which our participants chose to interact with AI, responsibility, ‘explainability’, and the 
new way of thinking (mindset) needed for working with AI. We believe that our findings will help physicians who 
might consider using AI in their diagnosis to understand how to use AI beneficially. It will also be useful for AI 
vendors in improving their understanding of how medics want to use AI in diagnosis. Further research will be 
needed to examine if our findings have relevance in the wider medical field and beyond.   

1. Introduction 

The rapid advances in AI development over the past few decades 
have resulted in increasingly available AI applications to support human 
experts in their work, including decision-making. In this paper, we 
examine how dermatologists use or envisage using AI in their diagnostic 
work. We chose medicine as it is one of the most-developed AI appli-
cation areas, there is already substantial experience in using AI, and the 
high quality of this use is critical – i.e. lives are at stake. We decided to 
choose one single area in medicine in order to achieve high consistency. 
Dermatological diagnosis is a particularly suitable area of study as it 
makes use of image processing aspect of AI, which is particularly well- 
developed. Specifically, we focus on the process of diagnosing mela-
noma; this provides a useful basis for comparing the participants' ac-
counts. In addition, the lead author has access to the participants, which 
provides the benefit of an “insider view”. We have designed an explor-
atory, qualitative empirical study, aimed at understanding how der-
matologists think and feel about AI and using AI, as well as how the use 
of AI would alter their established diagnostic processes. 

This positions our work in the broad area of ‘future of work’, where 
the emergence of automation and AI transform human work [1–3]. The 
human-computer interaction (HCI), which is an important aspect of 

future work, raises the question of automation or augmentation [4]. 
Both automation and augmentation are about identifying and resolving 
employees' weaknesses and limitations, but the approaches and possible 
consequences for the future of work are quite different (see [5] for a 
review based on three recent books). Employees rather dislike auto-
mation, but they have a much more positive attitude towards augmen-
tation: while automation threatens their jobs and salaries, augmentation 
increases their work quality and productivity by complementing their 
weaknesses and enhancing their capabilities [5,6]. Although many 
different terms are used – including human-AI symbiosis, teams, and 
collaborations – currently AI-based technologies complement and 
augment human capabilities rather than replace them, and this can be 
expected for the foreseeable future [7–11]. The biggest challenge is 
consistently getting right the integration of AI into the existing organi-
zational processes [12,13]. 

As we see it, the objective is not to replace the human decision- 
makers with AI; it is to produce accurate algorithmic predictions, 
which are then supplemented with the (value) judgments by human 
experts. The algorithmic predictive capability of AI is an input into the 
decision-making process, and the human expert's final decision (judg-
ment) remains critical. Thus, our standpoint is what can be legitimately 
called a “decision support” [14], and what is referred to more recently as 
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“decision augmentation” [15]. We found that the process of melanoma 
diagnosis consists of two components: a prediction and a judgment. In a 
human-only scenario, i.e. when no AI is used, the predictions are created 
and the judgments are made by the doctor: therefore the two compo-
nents of the process are intertwined and the process is nonlinear. When 
AI is used, the two components are disentangled – contributed by 
separate entities – and thus they are arguably less intertwined; rather, 
they build on each other in a fashion that resembles a linear process. 
This does not suggest a lower complexity however, as what constitutes 
the complexity changes as well – namely, the human-AI interaction 
becomes an additional source of complexity. 

In order to depict how dermatologists think and feel about using AI in 
their diagnosis, in what follows, we first provide a brief overview of the 
background knowledge on using AI in medicine. Then we outline our 
methodological considerations, explain our choices, and describe the 
scope of the study. Next, we present our findings, organized around four 
themes (aggregate dimensions): the role of AI, responsibility, explain-
ability, and the mindset needed to work with AI. Subsequently, we 
discuss the findings in the light of the extant literature, highlighting 
what is significant about our improved understanding, and exploring the 
implications of the findings. We finish with a final commentary in which 
we account for the lessons learned for designing AI to support physicians 
in a manner that suits them. 

2. Background knowledge 

In this section, we introduce the background literature that is 
directly relevant for this study. We do not cover the general AI literature, 
only the specific development and applications. Having said that, it is 
important to state what position we take on AI. For the purpose of this 
paper: 

“AI is loosely defined as machines that can accomplish tasks that 
humans would accomplish through thinking.” 

[16] 

This definition, which can be traced back to the 1950s, does not say 
anything about AI accomplishing such tasks in a way that resembles 
human thinking; we do not see anything in this definition that implies 
that AI would think in the human sense of the word. Importantly, AI as a 
field is not simply a study of the machines; it is as much the study of the 
human mind (for a more detailed description see e.g. [17,18]). Specif-
ically in the area of decision-making, including medical diagnosis, we 
believe that Davenport's ([19], p. 44) description of AI as “analytics on 
steroids” is particularly expressive and that therefore AI cannot be said to 
make decisions, but it can make our (human) decisions better informed. 
This is in line with what we have heard from our research participants. 

2.1. AI in the medical field 

There have been a growing number of publications on AI in medical 
research over the last decade [20–24]. One of the most promising AI 
developments in medicine is in the field of machine learning (ML) in 
artificial neural networks (ANN), with a focus on predicting clinical 
events, such as improving the accuracy of diagnosis, defining new pre-
ventions or treatments, clinical decision support, postprocessing, and 
quality control [4,25–37]. 

Among medical AI solutions, image processing was the main AI tool 
to advance disease detection in radiology. It did this primarily by using 
deep learning (DL), which can be understood as ML in so-called deep 
neural networks (DNN), meaning that there is more than one hidden 
layer in the ANN [27,38–40]. Expectations towards AI advances are 
extremely high, with the goal to improve medical healthcare as seen by 
physicians [22,24,41–46]. Thus, AI is viewed as changing the long-held 
status quo in healthcare, including the physicians' role, towards preci-
sion and personalized medicine [47]. However, it is assumed that AI will 
not fully replace but augment the work of physicians, establishing a new 

kind of human-AI interaction, in line with the idea of Augmented In-
telligence [48–51]. 

Much of AI application in medicine relies heavily on big data anal-
ysis, particularly image and speech processing, available due to 
recording an astonishing amount of medical data in a structured way in 
medical databases [40,42,52–54]. Such medical big data analysis uses 
various ML techniques, including DL, shallow or convolutional neural 
networks (CNN), vector machines, or random forests [29,55,56]. Among 
these techniques, DL shows great potential where large datasets are 
available, especially in the field of images, language, and speech pro-
cessing [29]. Where such large datasets are not as available for studying 
medical conditions, other ML techniques may be superior [55]. Besides 
ML, the most commonly applied examples of AI in healthcare either 
support the process of the diagnosis by predicting the course of a disease 
[57–60], clinical decisions [61], or workflows in hospital management 
[62–64]. There are also (predominantly hybrid) AI applications in 
marginal fields that produce important results in basic research, such as 
the recent successes of AlphaFold [65]. 

To conclude, the most critical precondition of emerging AI de-
velopments in healthcare is the data availability needed to develop and 
train algorithms. Therefore, it is of a paramount value to make anony-
mized and consolidated data available for research purposes by estab-
lishing freely accessible research databases such as MIMIC-III, the 
Medical Information Mart for Intensive Care [66]. Among these applied 
solutions, vendors in radiology and other areas of imaging have started 
integrating AI into their products as a final (at least current) stage of the 
technological evolution in radiology [67]. In other cases, the recorded 
healthcare data has been increasingly used to validate the amount of 
data for medical predictions [68,69]. We also acknowledge the impor-
tance of the sociotechnical components necessary for successful AI 
implementations in clinical environments that Cabitza et al. [70] calls 
the “last mile gap” of AI bridging implementation and operation. 
Furthermore, besides the social and technical conditions, regulatory 
[71] and human factors might also hinder AI implementations in med-
ical healthcare [72]. We do not suggest rushing towards more numerous 
medical implementations without necessary caution; we argue for 
careful advances, primarily trusting experienced physicians to deter-
mine the pace of such advances. 

2.2. Use of AI in medical diagnosis 

The first part of the literature review on AI in healthcare confirms 
that ongoing AI developments might bring one of the most significant 
potential benefits in the diagnostic process, even though the use of such 
AI tools is still relatively rare in real-life medical practice. Indeed, no 
FDA-approved AI-based medical device has been introduced into 
dermatological practice yet. 

In this paper, we focus on the human factors in the medical diagnosis 
involving human-AI interactions. More specifically, we explore how 
dermatologists think when AI is involved in the diagnostic process, and 
how they make decisions (judgments) about melanoma by considering 
the AI-generated predictions [60]. 

Combining human expertise and AI, for instance, a dermatologist 
using CNNs specifically to distinguish melanoma (cancerous tissue) from 
non-malign skin tissue achieved higher performance than either a 
dermatologist or AI on its own [73]. Moreover, an increasing number of 
studies confirmed that integrating human expertise with feedback from 
an AI system, could lead to a synergy that outperforms both the human 
and the AI [74]. However, as the process of diagnosis is significantly 
altered, using AI requires developing new knowledge, especially for 
medical trainees, during image interpretation perception, analysis, and 
synthesis [75]. The use of AI in melanoma diagnosis is not a unitary 
construct; Tschandl et al. [51] suggest using different AI-based appli-
cations at different levels of mastery [76]. We note that the scope of this 
problem is possibly far more general than the medical field, as those who 
studied the levels of mastery emphasize the qualitative changes in the 
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nature of knowledge with the increase of mastery [77–87]. Tschandl 
et al. [51] also argue for the significance of testing the performance of 
AI-based solutions under real-world conditions and by the intended 
users, rather than testing isolated AI applications by programmers. 

Applying Kasparov's law in the field of radiology, Cabitza et al. [38] 
call for using good interaction protocols, as those can contribute to 
improved decision-making, which may exceed the individual agents' 
performance. The same study [38] shows that, in line with the second 
part of Kasparov's law, teams of weaker radiological readers supporting 
their judgment (decision) by “fit-for-use” protocols could outperform 
teams of stronger readers, supported by similar but not “fit-for-use” 
protocols. 

Thinking along similar lines, Davenport and Glover [4] emphasize 
the importance of choosing the right augmentation approach when 
medical knowledge workers interact with AI. They offer a framework of 
five approaches that can be used in healthcare decision-making, by 
medical experts during their interaction with AI: step up, step aside, step 
in, step narrow, and step forward. 

Narrowing our focus to human-AI interaction in medicine, we 
identified three leading groups of studies, which do not form a taxon-
omy, but which signify the hot topics in the problem area. The first 
group of studies explores what information users need in order to rely on 
AI-generated predictions in the diagnostic process [25,88–90]. Studies 
in the second group focus on the principles of designing AI applications 
that can be seamlessly implemented in medical practice [91]. Finally, 
we found one study that analyzes the onboarding process of medics who 
use an AI application for the first time, and try to figure out what AI can 
do and how to work with it [26]. This study underlines the need for 
defining appropriate mental models, and for determining strategies 
when using AI in decision-making. 

Overall, the literature emphasizes that using AI alters the decision- 
making process, and therefore humans must learn how to think differ-
ently in and about decision-making to benefit from using AI. Next, we 
look into issues of AI ethics, such as explainability and responsibility. 

2.3. Explainability and responsibility in AI 

The landscape of AI ethics is vast, in many ways replicating the 
complexity of the generic ethics field, which is here accompanied with 
the sense of urgency (see e.g. [92]). Specifically within medicine, AI 
ethics issues are particularly burning; there is some excellent work done 
providing guidelines (e.g. [93]). In this paper we cannot take on the 
whole field, but we were not surprised that ethics concepts, particularly 
responsibility and explainability, play a significant role. 

Responsible AI is a rather unfortunate term, as it appears to suggest 
an AI solution that is taking responsibility. This is, however, not the case; 
according to Trocin et al. [94] responsible AI is a field concerned spe-
cifically with establishing ethical principles and human values in order 
to reduce biases and promote fairness, facilitate interpretability and 
ensure robustness and security (see also [95–98]). 

Explainable AI, in the simplest terms, means that the user should 
understand the outcome (e.g. recommendation or prediction) produced 
by AI. Barredo-Arrieta et al. [95] describe explainability with reference 
to a given audience, to whom the functioning of AI should be clear or 
easy to understand. This involves describing the causal relationships 
underlying the outcome either in specific terms (why this is the outcome 
in this case) or in general terms (how is AI in general arriving to rec-
ommendations). Therefore, causality plays a critical role in explainable 
AI [99]. However, determining what is understandable for humans re-
mains an open question in this context. 

AI is bridging the fields of cognitive science and computer science 
[100] by encompassing cognitive functions and real-world problem- 
solving to build systems that may deliver a performance similar to 
people [101]. Explainability has always been a crucial aspect of AI, as 
represented already by some early systems like the Advice Taker [102] 
that proposed reasoning. as a crucial aspect of AI. 

In the early stages of AI, reasoning methods were logical and sym-
bolic [103] where these symbolic expert systems were successful but 
with limited domain. Within these limitations, such early AI systems 
provided transparency of reasoning, thus supporting explainability 
[104–106]. 

In line with the development of ANN, developing causal models in AI 
systems to support explanation and understanding beyond simple 
pattern recognition became important [107]. Today's ML relying on 
statistical learning algorithms, large datasets, and available computa-
tional capacity [108], which should, in principle, enable evidence-based 
decision-making [109] across various domains by replicating statistical 
frequencies from previous data and improving it based on new data 
[110]. However, such ML faces challenges in explainability including 
sense-making, consideration of context, and decision-making under 
uncertainty, making it necessary to incorporate human expertise for 
usable intelligence [111–113]. 

Deep Learning (DL), as a subset of ML, is based on deep convolu-
tional neural networks [114], has gained popularity due to its remark-
able performance, often exceeding human-level performance in chosen 
limited domains [39]. DL has demonstrated success in various medical 
fields, such as skin cancer classification [29,115] and diabetic retinop-
athy identification [116]. However, recent trends in AI research 
emphasize the need for ‘usable intelligence’, which requires not only 
learning from prior data, extracting knowledge, and generalizing but the 
necessity of disentangling explanatory factors and understanding the 
context within application domains [117], and with that recognizing the 
indispensable role of human expertise alongside automated approaches 
[118]. 

The concepts of responsible and explainable AI have been introduced 
in a minimalistic way here, in order to provide sufficient grounding for 
our findings, but this will be further detailed when discussing those 
findings in Section 5. 

3. Methods 

The background literature reflects the rapidly increasing trend of 
medical AI studies, which discuss the impacts of using AI in medical 
diagnosis. We have designed an exploratory, interpretivist, 
phenomenon-driven, qualitative empirical study, aimed at understand-
ing the human side of human-AI interaction in the context of medical 
diagnosis. We conducted semi-structured open-ended interviews with 
17 dermatologists (see Table 1 for descriptive details), inquiring about 
their expectations and experiences (if they had any) involving AI in the 
diagnostic process of melanoma. 

Our methodological choices and the research design are outlined in 
this section, following Saunders et al.'s [119] model known as the 
“research onion” [119, p. 130], starting with the most external layer of 
philosophical positioning, ending with the specific methods of data 
collection and analysis. 

3.1. Philosophical and theoretical positioning 

We loosely position our study within the interpretivist philosophical 
approach, specifically within the phenomenological tradition 
[120–127], as we are interested in our participants' lived experiences. 

This is an early-stage exploratory study, the purpose of which is to 
achieve an initial understanding of the phenomenon of using AI in 
medical diagnosis. Therefore, we did not aim for a large number of in-
terviews, instead spending more time on each interview, trying to un-
pack what is in there. This means that we work with ‘thin data’, based on 
which we engage in theorizing [128,129]. For the same reason, we 
wanted to keep our options open, and thus we do not commit to a 
particular ‘theoretical lens,’ as a lens always limits what the researcher 
can see. Instead, we engage in phenomenon-driven theorizing, letting 
the phenomenon take us wherever it goes [130–132]. 

Furthermore, the research design of this study qualifies as an insider 
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ethnography, as the first-named author works at the same clinic as most 
of our research participants. This ‘insiderness’ brings the benefits of 
insight, but is also often criticized for researcher bias – we deal with this 
in the way of phenomenology, using bracketing (see later in this 
section). 

3.2. Research participants 

17 dermatologists have been interviewed, from various private and 
public healthcare institutions, and 11 of them work at the same private 
clinic, which specializes in dermatology as one of its core services. The 
first-named author, the interviewer, works at the clinic as an operational 
director, so she was able get ‘in-house’ access to half of the research 
participants and conduct the interviews as an insider. She asked these 
physicians directly about their thoughts, impressions, and feelings to-
wards AI. The insiderness made the access easy, and the participants 
were likely honest in their responses. 

The interviewees were at different stages of their careers (see 
Table 1), and presumably therefore in their levels of mastery [79]. 
Although the number of years in the profession does not automatically 
translate into mastery, it is often used as a proxy, and with highly 
specialized knowledge workers this proxy should be at least somewhat 
informative. Of the 17 participants, 6 did not have any experience with 
AI, 11 had experience in research and laboratory, and none of them had 
clinical experience with AI. The group is homogenous in terms of work 
area – they are all deeply engaged in the studied diagnostic process – but 
they represent variations in terms mastery and AI experience. This was 
the purposive sample we were aiming for. 

3.3. Collecting data 

In total 17 dermatologists were interviewed in two rounds; nine in 
the first and eight in the second. An outline interview protocol was set up 
for the first round of interviews, focusing on how the participants use or 
could use AI-generated predictions when diagnosing melanoma, and 
how that would influence their decision-making process (judgment) 
about melanoma. The second round of interviews commenced five 
months later, following the analysis of the interviews from the first 
round, therefore the interview protocol, albeit loosely, centered around 
the initial themes. In this second round we probed what we learned from 
the first round, aiming for high consistency, digging deeper trying to 
unpack further richness. 

The interviews were semi-structured: we formulated a small number 

of research themes to provide structure to the interviews. The idea was 
that these themes can help the participants focus on the changes in the 
process of diagnosing melanoma before, during, and after introducing 
AI:  

• How could you work using AI in your diagnostic work? Up to what 
level would you trust and use the predictions as proposals provided 
by AI? How do you regard AI? How do you relate to it?  

• What information you would need if you were considering whether 
to use AI in your diagnostic work? What information would help you 
make the best use of AI?  

• How do you think AI would affect other dermatologists' work in 
working out the final diagnosis? Would this be different by levels of 
mastery?  

• How would you, as a dermatologist, design medical AI for diagnosis 
support? What are the critical parameters?  

• Have you ever thought of an AI solution that can learn the level of 
mastery and adapt to it? So, it would provide different kinds of 
support at different levels of mastery. 

In both rounds, we were collecting new data until the saturation 
point was reached, i.e. until we did not learn anything new from addi-
tional interviews. In this study, this meant 17 interviews in total. Of 
course, one can never be sure that the next interviewee or the one after 
that or one 10 interviews later would not say something new, but we feel 
that we have understood the phenomenon that we were interested in at 
this point [133–135]. The interviews were all conducted in the local 
language, which is the native language of the interviewer as well as the 
interviewees. The analysis was also conducted in this language, and only 
quotes that were included in the paper were translated. 

3.4. Analyzing data 

To analyze the interviews, we used a variant of thematic analysis, 
which is a foundational method for qualitative analysis [136,137], has 
an established history in health research [138], the purpose of which is 
to search for patterns across our data set [119]. Thematic analysis is 
particularly flexible, which allowed us to formulate some pre- 
established ‘a priori’ themes based on the literature but also allowed 
for emergent ‘in vivo’ themes. An example of the former is the modified 
work process and an example of the latter is the roles that AI can play in 
the diagnostic process. Importantly, the a priori and in vivo themes not 
fully separable; for instance, we did expect to hear about explainable AI 

Table 1 
Descriptors of research participants.  

Interviewee Year of experience Dermatology examination Highest degree Tried/used already AI Openness/interest Use AI as 

A  20 Yes PhD In laboratory Mid Tool 
B  10 Yes PhD In research High Tool 
C  2 Yes MD In laboratory High Assistant 
D  5 Yes MD None High Tool 
E  5 Yes PhD In research High Tool 
F  2 Resident MD None High Colleague 
G  20 Yes MD None High Tool 
H  3 Yes MD In laboratory Mid Colleague 
I  1 Resident PhD (ABD) In research High Colleague 
J  14 Yes PhD None High Tool 
K  17 Yes MD None High Tool 
L  20 Yes MD None Low Tool 
M  18 Yes PhD Observed Low Tool 
N  20 Yes MD None Mid Tool 
O  10 Yes MD None High Assistant 
P  4 Yes MD None High Assistant 
Q  7 Yes PhD None High Tool 
Aggregate  10.5 2 resident 

15 yes 
10 MD 
7 PhD 

10 none 
6 yesa 

12 high 
5 mid/low 

11 tool 
6 advancedb  

a Yes includes both those who used AI in laboratory and those who used AI in research. 
b Advanced includes “assistant” and “colleague” use in addition to the tool. 
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from the participants, but what we hear shifted our understanding of this 
a priori theme. The coding process was hierarchical, and we used Gioia's 
[139] approach to visualizing our code/data structure, which can be 
seen on Fig. 1. 

The first named author, who conducted the interviews, also under-
took the coding process. The a priori themes have been noted in 
advance, so that the codes can feed into these. Interesting thoughts of 
the participants were identified, and these were assigned codes that 
express that thought. For example, one participant said: “I prefer to 
check all spots with dermatoscopy, looking for that specific structure- 
and color-based characteristic of melanoma. I prefer to do it this way 
because it can cause surprises in both directions if I check first without 
and then with dermatoscopy; I see it quite differently.” – this sentence 
received the code “Code 8: Preferential diagnostic methods (e.g. der-
matoscopy)”. The initial codes (26 in total) have been merged together, 
creating first-order concepts (13 in total). The first-order codes and the 
first-order concepts both represent the participants' viewpoints. The 
shift to the researchers' viewpoint happens when the second-order 
themes (11 in total) are created by merging first-order concepts. 
Finally, the second-order themes are merged into aggregate dimensions 
(4 in total), according to which we present our findings. This hierar-
chical coding process can be followed on Fig. 1. In the next subsection 
we explain the notion of bracketing, the role of which is to ensure the 
robustness of the research process and thus the reliability of the results. 

3.5. Bracketing 

Bracketing is the tool that phenomenology offers for dealing with the 
researchers' judgments and pre-understandings. This is an essential 
aspect of phenomenological research, which focuses on the lived expe-
rience of the research participants, particularly when the researcher is 
an insider [140]. Importantly, in our interpretivist approach, the pur-
pose of bracketing was to make use of pre-understandings and insider 
knowledge as a source of insight, rather than affecting the research in 
unknown ways [141–144]. 

During the data collection, the interviewer practiced bracketing 
though personal reflexivity, meaning that she focused on what the 
participants had to say, refraining from making her own interpretation 

or judgment. During the analysis, we practiced bracketing through 
transpersonal reflexivity, meaning that the interviewer did all the cod-
ing, and the other researcher queried the interviewer's interpretation, as 
if metaphorically holding a mirror to the interviewer [142]. Typical 
questions in this stage would be along the lines of “so how do you know 
what your interviewee meant by XYZ?” 

4. Analysis and findings 

In the final step of the analysis, we synthesized the second-order 
themes into four aggregate dimensions (see Fig. 1). Each of these di-
mensions is outlined below. Following Pratt's [133] suggestion, we use 
“power quotes” in the main text. 

We have also learned a great deal about the participants' attitude 
towards AI. Two participants did not expect much benefit from using AI; 
they were not harshly against it, but expressed resigned ambivalence. 
Three participants showed some interest but also voiced serious con-
cerns, such as: 

“I'm ambivalent, there are possible benefits but serious risks too…” 
(Participant M) 

They pointed out the dangers of dermatologists not being prepared 
for using AI: 

“I think if we don't learn to use AI properly, it may cause 
misdiagnosis….” 

(Participant L) 

Similarly, it could be dangerous for junior dermatologists in the process 
of learning to diagnose: 

“AI can be beneficial, but at the same time also risky for young 
professionals if they trust AI-generated predictions more on the 
prediction of AI and less than their own judgment.” 

(Participant A) 

12 participants were very keen on using AI in their diagnostic work. 
They emphasized data processing power and speed of AI, like Partici-
pant B, saying: 

Fig. 1. Coding structure.  
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“I can see its clear benefit, that compared to a human, AI can handle 
big volume of data, and if it could scan and analyze the whole body of 
a patient and point out that might have a risk for melanoma, that 
could be a great support and save time for us, physicians.” 

Time saving for physicians was a leitmotif, one suggestion was that AI 
could provide a kind of pre-screening: 

“AI could point out those that differ from the rules and may bring any 
risk of melanoma. With that, it could save time for the dermatologist 
and money for the patient.” 

(Participant D) 

AI's capacity to identify patterns over time was also flagged as a po-
tential source of performance improvement: 

“It would be a great benefit if AI could track the changes of a mole via 
the images recorded by time passing, and warn in case of negative 
changes. In that case, an AI can significantly augment the derma-
tologist's work and improve performance.” 

(Participant C) 

The number of respondents is far too low to warrant any statistical 
analysis, so we do not suggest that the ratios are representative of the 
population of dermatologists, they only signify that our participants had 
diverse attitude towards AI. In the following subsection, we show in 
what ways the research participants envisaged using AI, and in each of 
the next three we elaborate another aggregate dimension, showing how 
our participants thought of responsibility, explainability, and about the 
need for a different mindset to benefit from using AI. 

4.1. What is the role of AI? 

We noticed that the interviewed dermatologists do not think about 
AI in the same way as AI vendors do, i.e. whether it is embedded AI or 
only image recognition software. Initially, they used a larger number of 
terms, but through a deeper discussion, three distinct roles crystallized, 
in which our participants would think of using AI in medical diagnosis. 
We describe these using three metaphors: (1) a tool, (2) an assistant, or 
(3) a ‘colleague.’ 

Although the metaphors are anthropomorphic, we think of them 
more like use patterns. When AI is regarded a tool, all that matters is the 
sheer processing power – the role of AI would be to perform well- 
structured tasks: 

“I would think of it as a tool that works with image recognition that 
has seen thousands of images. Thus, it can provide a differential 
diagnosis for me and specific probabilities of melanoma.” 

(Participant O) 

AI as an assistant should be taught of along the lines of smartphones and 
such, which ‘learn’ the habits of the user and prepare things for them, 
often without prompt: 

“Sometimes it may help to set up a differential diagnosis that may or 
may not be accepted by the doctor.” 

(Participant H) 

AI as a ‘colleague’ is primarily about having a discussion with someone 
in order to form an opinion; in this case, a diagnosis. If the physician 
comes up with a diagnosis and ‘runs it by the AI colleague’, AI could be 
very useful in determining if the opinion has some major flow, if the 
physician overlooked something, or if the opinion can be easily refuted. 
This is particularly important for those who are not completely confi-
dent in their diagnosis: 

“The younger, less experienced dermatologists might think of AI as a 
peer colleague, while the most experienced ones said they could 
instead look at it as a resident supporting them.” 

(Participant M) 

It is important to note that melanoma diagnosis is matter of life and 
death, and therefore the action is heavily skewed towards the positive (i. 
e. cancer) judgment: 

“Indeed, if AI said it was a melanoma and I thought of it as a naevus 
or a basalioma, I would go for safety, and I would still cut it off.” 

(Participant E) 

Importantly, none of the interviewed dermatologists thought that AI, at 
least currently, ‘thinks’, and they did not engage in a fantasy world; they 
were very much focused on improving their diagnosis. This links closely 
to the next aggregate dimension: the notion of responsibility. 

4.2. Who is responsible? 

Most of the interviewed physicians expressed a positive attitude to-
wards an AI in medicine, but every single one of them confirmed that, at 
the end of the day, it is the physician who must take responsibility and 
make the final decision about a diagnosis, based on a value judgment. 
Only one participant speculated that perhaps AI will be able to take 
responsibility someday, but the rest firmly rejected even a remote future 
possibility: 

“The AI system can assist, but can never become the one who makes 
the final diagnosis.” 

(Participant E) 

This is not surprising, but what we were really interested in was the 
reasoning behind it. We have found that they were not worried about 
their jobs; they were conscious of the life-and-death nature of the 
diagnosis: 

“We need to go for safe, and the final decision about a diagnosis will 
remain the responsibility of the physician.” 

(Participant M) 

If they were worried about something, it was their patients and their 
professional integrity: 

“I could hardly imagine that a patient would accept if I told him that the 
AI systems said this and that…” 

(Participant N) 

They realize that medicine is not only about establishing the diagnosis 
but also about communicating it: 

“My patients want to talk and discuss every little detail…” 
(Participant J) 

We also noticed that the interviewed dermatologists made assumptions 
about their patients; they did not actually ask the patient if they would 
be happy with the explanation that an AI conjured the diagnosis. This 
raises the question if our interviewees really thought that their patients 
would be so reluctant to accept AI as a source of diagnosis, or if it was 
them who needed to understand – this is further unpacked in the next 
subsection. 

4.3. Can you explain? 

Unsurprisingly, most of our interviewees suggested that the future of 
diagnosis will be a mix of human mastery and AI. To understand how 
they envisage this mix, we tried to understand when the dermatologists 
would trust the AI predictions. It was hardly surprising to find that, just 
like between humans, coming to trust AI takes time: 

“Probably the longer I use such an AI tool and previously gave me 
good predictions, the more I could rely on that in the next cases.” 

(Participant D) 

The other aspect of trusting AI is also something we expected: explain-
ability. However, our interviewees did not think about explainability in 
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a trivial way. Before a widespread routine implementation of AI, these 
medical experts want to see scientific proof of its validity, and they all 
wanted to get a broad range of detailed information about the design, 
operation, learning, and adaptive capabilities of AI in their domain: 

“I doubt I could trust entirely and would use 100% of what the AI 
proposes, but if I knew how the AI tool has been designed and who 
did participate in the design, that could increase my trust.” 

(Participant B) 

Those participants who understood a bit more about how AI (specifically 
ML) worked, expressed more specific information requirements 
regarding AI design: 

“One key factor is knowing that the outcome of each diagnosis was 
looped back into the system, which could further train the AI system 
reliability.” 

(Participant H) 

We note that offering AI to medical experts (and presumably any expert 
in any field) brings explainability to a new level. They do not only want 
to understand how a specific prediction has been achieved; many of 
them realize that this may not be possible, as there is too much data 
processing. Instead, they want to understand how the AI was set up; how 
it works. They have a good understanding of science, and they want to 
understand AI in scientific terms. 

4.4. Thinking differently with AI 

Our final aggregate dimension reveals that using AI in medical 
diagnosis will require a new mental model – a new way of thinking – 
about the process of diagnosis. This new mental model needs to incor-
porate both AI predictions and human judgments, where both the der-
matologists and the AI must learn and adapt to each other (although, 
clearly, learning means different things for the physicians and for AI). 
Without involving any AI, the predictions and the judgments are all 
handled as one in the physician's mind; the physician does not distin-
guish between the preliminary-diagnosis (prediction) and the final 
diagnosis. 

We asked our interviewees to explain the current process and how 
they diagnose melanoma without AI. They all emphasized that a diag-
nostic procedure is complex: it is not just a search for specific patterns 
and application of rules, but involves an understanding of the whole 
picture of a patient and translating that into a diagnosis. One of our 
participants, for instance, noted that even a patient's anxiety level might 
influence the final judgment of a dermatologist. They also admitted that 
there are personal preferences; different dermatologists diagnose 
differently: 

“I prefer to check all moles with dermatoscopy, looking for that 
specific structure- and color-based characteristic of melanoma. I 
prefer to do this because it can cause surprises in both directions, and 
I might set up a different diagnosis if I check first without and then 
with dermatoscopy.” 

(Participant D) 

Many dermatologists, particularly those at the highest levels of mastery, 
start the examination with their eyes; they pick the suspicious moles, 
and they these in more depth with a dermatoscope. 

“Some moles might cause surprises, and checking with my eyes or a 
dermatoscope might lead to a different diagnosis.” 

(Participant C) 

This is just one example that shows how medics use their tacit knowl-
edge, rooted in years of experience. They are also very much aware of 
using tacit knowledge, and of the value it may provide. 

When introducing AI into the diagnostic process, not only does the 
decision-making process of the diagnosis change entirely, but it may 

partially or fully change the approach of the dermatologist. In other 
words, an augmented diagnosis process, featuring AI, will require new 
thinking, working methods, and procedures. 

5. Discussion 

There are two types of elaborations that we provide here: the first is 
concerned with how our findings fit with the extant literature, and the 
other is about exploring the implications. These two aspects of the dis-
cussion are intertwined in this section; the structure is the same as for 
the findings. 

Our participants apparently do not need to be convinced to give a 
chance to AI in their diagnostic work – from what we gather, this is 
because they are open to anything that improves the diagnosis; that 
saves lives. It is fairly obvious that ML advances can improve diagnostic 
radiology imaging [28,38]. Furthermore, a study in Nature found that 
diagnosis can be particularly improved using causal ML for rather-rare 
or very-rare diseases, where the possible errors of diagnostics are typi-
cally more common and more serious [34]. On the other hand, machine 
learning methods might fail when incorporating causal reasoning 
[33,35]. AI also appeared as complementary to human doctors in several 
studies in the literature: for instance, AI performs better on vignette 
surveys (as opposed to medical records and claims) where doctors 
struggle, while doctors excel in highly contextual diagnosis where AI 
does not deliver [36,145]. Further research will be needed to determine 
a more precise delineation of suitable tasks [146–148]. 

5.1. On the role(s) of AI 

Using AI as a tool, getting its services as an AI-assistant, and 
consulting it for a second opinion are widely diverse requirements, and 
they are unlikely to be delivered by the same AI solution. The various 
forms of AI to address different problem types are a subject for future 
research. 

Furthermore, the literature suggests that different levels of mastery 
may need different type of AI support [51]. We have found a bit of 
controversy here: on the one hand, less adept diagnosticians would 
benefit the most from AI; on the other hand, the higher the mastery, the 
better the judgment of the input from AI. Further research will be 
necessary to understand the relationship between the levels of mastery 
and the suitable type of AI. 

Combining this with the understanding of how significantly the 
process of diagnosis is changing with the use of AI suggests that AI 
development must involve the actual users, and testing needs to happen 
in the real-world context of the application. Only then it is reasonable to 
expect human + AI to outperform both humans and AI individually [74]. 

5.2. On responsibility 

Nowadays there are great debates on whether AI can have agency, 
and what this means for responsibility – for instance, can AI be 
responsible? This poses a significant ethical problem both in philosophy 
[149–153] as well as practice [93,154–157]. However, in our case, it 
seems that it can be simply resolved: medical doctors want to take re-
sponsibility, and based on our data, we believe that this is not because 
they are worried about their jobs; they genuinely believe that this is the 
right thing to do. Additional implications of the concept of responsibility 
relate to AI design, specifically collaborative AI design; we address this 
in the final part of the discussion. 

5.3. On explainability 

Explainability in AI is usually understood as the possibility to un-
derstand how a particular decision has been reached [158,159]. As in 
many other areas, there is a high interest in explainable AI in the medical 
field. As a minimum, clients expect transparency and traceability of 

D. Göndöcs and V. Dörfler                                                                                                                                                                                                                    



Artificial Intelligence In Medicine 149 (2024) 102769

8

black-box ML/DL models [160]. However, others suggest that one must 
go beyond explainable AI, because explainable medicine requires cau-
sality and, in turn, causality encompasses measurements for the quality 
of explanations [33–35,160]. Therefore explainability is important for 
human-AI interaction [161], and medical education, research, and 
clinical decision-making [111,160]. Our study suggests that there is a 
whole other level of AI explainability that medics may be interested in, 

however: they want to understand the AI that they use. Not only the 
specific process it performs, but what it is like, and how it generally 
works; they want the science behind the AI implementation explained. 

5.4. On thinking differently with AI 

When professionals at a high level of mastery need to use a new tool, 

Fig. 2. The aggregate dimensions of the findings with practical examples.  
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they usually only need a crash-course, online training, or other short and 
to-the-point training that is all about the tool. However, our findings 
reveal that using AI in the diagnosis process is far more complex. We 
believe the reason is that the decision process itself changes signifi-
cantly, and this means that medical doctors (in our case) need to unlearn 
and relearn a highly complex process (cf [162–164]). This, in a sense, 
complements the previously noted idea that actual users need to test AI 
solutions in real-live application contexts. Now, however, we can also 
see that the users will change as the consequence of this process, and the 
users' real-life experiences should be ‘looped back’ and considered in 
collaborative AI design. We believe that in supporting knowledgeable 
users with AI, this will become the criterion of the minimum viable AI 
product (cf [165]). Our participants showed awareness of the need for a 
new diagnostic process that incorporates explicitly both human and AI – 
but nobody knows yet what that process will look like, this will take a 
number of future studies. 

6. Final commentary 

To conclude our discussion, we take a step back, and look at our 
findings as ‘lessons learned’ for AI design in order to support physicians 
with technology that they are happy with. On Fig. 2 our findings are 
grouped on four panes, each illustrated by some of the previous used 
participant quotes that we find particularly illuminating. The first pane 
shows the modes of using AI: (a) the strength of the tool is the processing 
power, and can accomplish pre-defined well-structured tasks; (b) an 
assistant learns the physician's habits and prepares things before even 
asked; and (c) a ‘colleague-AI’ can help form opinion or double-check a 
diagnosis or even provide prompts for further elaborating the diagnosis 
– of course, it is likely that physicians at different levels of mastery use AI 
in substantially different ways. The second pane focuses on re-
sponsibility, where AI can help mitigate the risks of human errors, but 
humans also improve AI predictions through interpretation. As this is 
literally about life-and-death situations, figuring out how to minimize 
the risk is paramount. Importantly, the final responsibility is always with 
the physician, whose decision includes how to rely on AI. The third pane 
depicts explainability, which for these physicians means a deep scien-
tific understanding of what the particular AI solution works, how it 
generates predictions, and they find a way to relate to AI, physicians 
may, gradually, develop a trust in AI. As an extra benefit, this may lead 
to an increased confidence and to a better understanding of their own 
diagnostic processes. The fourth pane, building on all the previous, 
foreshadows the necessity of a new mental model and by implication a 
new way of diagnosing, benefitting from the physicians' tacit knowledge 
as well as the AI's processing power to maximize the joint performance. 
Some aspects of this new diagnostic process are already visible, for 
instance the prediction and judgment will need to be decoupled, how-
ever, a new interaction between human and AI is added that increases 
complexity. These four lessons learned imply that AI vendors also need 
to create new processes, as they need either different AI solutions for the 
different roles, or one solution with different manifestations. Most 
importantly, however, the AI design with need to include the medics in 
their natural context, and they are ready and eager to participate, as it 
means saving lives. 
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https://doi.org/10.1109/DISA.2018.8490530. 23-25 August 2018. 

[112] Holzinger A, Biemann C, Pattichis CS, Kell DB. What do we need to build 
explainable AI systems for the medical domain? arXiv 2017. https://doi.org/ 
10.48550/arXiv.1712.09923. Article 1712.09923. 

[113] Holzinger A, Plass M, Kickmeier-Rust M, Holzinger K, Crişan GC, Pintea C-M, 
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