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Abstract  
This paper presents the initial results of an ongoing study on developing a digital toolkit for 
experimentation with social media content in Bulgarian aimed at discovering disinformation. 
This effort is aimed at providing a basis for systematic studies of Bulgarian social media 
content. The initial datasets used for experiments are related to the Covid-19 pandemic on 
samples of posts from Facebook and Twitter. The paper also describes some initial ideas on 
building an infrastructure for collaboration in social media research in Bulgarian. 
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1 Introduction 

Disinformation is not a new phenomenon, but with the expansion of digital content creation and 
delivery and of social media use, in particular, it became a serious problem impacting the wellbeing of 
citizens and the processes of informed decision making in our society.  

In this paper, we use the term ‘disinformation’ which is one of the terms which captures the 
continuum of information that is not correct combined with the presence or absence of the intention of 
harm. Some of these terms also indicate a political intent (propaganda, astroturfing), genres (satire) and 
social and media phenomena (misinformation, fake news, rumours, hoax, etc.). Within the context of 
this paper, we use the term ‘disinformation’ as false information intended to mislead when it was 
created. 

To a great extent, the challenges in progressing research in this domain are two-fold; first, the 
complexity introduced by the scale of the phenomenon and second, the need to develop collaborations 
that integrate different points of view, as discussed in Section 1.1. 

1.1 Various perspectives 

There is a growing body of research on various aspects of disinformation aimed at different stages 
of its lifecycle, such as its creation (by humans or technological tools) or the patterns of spread and the 
impact on human society. Issues around tracing its spread, quantifying its impacts and developing 
methods for automated content analysis, which would allow identifying its instances, are at the core of 
information studies in this area. Artificial intelligence research and methods for supervised learning, in 
particular, are among the most popular choices for advancing this domain. Several recent EC-supported 
research projects experimented with different methods of automated verification of information [1].  

While this international research advances the methods for the analysis of content in the more 
popular languages around the globe, the media and social media content in Bulgarian still needs more 
focused research and tools that would help understand how disinformation spreads on a national level. 
Over the last decade, there have been a number of studies done mainly by academics engaged in media 
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studies, library and information literacy studies and some pilot studies on the application of natural 
language processing, mostly in fake news detection. Besides the initial research attempts, within the 
current Bulgarian landscape, there is a number of institutions that engage actively with fact-checking 
coming primarily from the journalism, media and NGO sectors. However, a larger scale data 
infrastructure that would combine collecting and curating relevant datasets (e.g. social media content) 
and developing tools that facilitate the analysis of data in the Bulgarian language from large datasets 
are currently missing.  

There is also poor visibility of the work done in Bulgaria in the international aggregations of fact 
news. For example, fact-checking organisations, mainly originating from the media and NGO sectors, 
are involved in detailed checks of thousands of statements appearing in the media and then spreading 
through social media. An aggregator of fact-checking information, the Poynter Institute, currently 
provides access to over 7,000 fact checks from over 70 countries [2]. Only six of them are related to 
Bulgaria and were submitted between March and September 2020; the first Bulgarian fact-checker 
factcheck.bg [3] is still not visible in this database. 

Media literacy is the primary educational domain most engaged with developing skills for 
identifying disinformation. For several years, there has been European-wide metrics in media literacy - 
the media literacy index [4]. In 2021 Bulgaria ranked in 30th place out of 35 European countries. 
Numerous educational institutions provide educational programmes to improve citizens’ ability to 
assess information, discover relevant sources, and apply critical thinking and rational judgment.  

1.2 Bulgarian stakeholders and disinformation 

The domain of disinformation develops with the active contribution of three types of stakeholders:  
 Governmental institutions, whose interest is in providing trustworthy and timely information to 

the citizens. Disinformation is detrimental to these efforts; one contemporary example is the low 
uptake of Covid-19 vaccination in Bulgaria which is partially explained by the active disinformation 
around vaccines. 

 Organisations of journalists and NGOs active in the domains of human freedoms and literacy 
acting as fact-checkers; 

 Educational institutions provide training in the domains of information and media literacy. In some 
cases, libraries are among the active contributors to educating different segments of the population.  

 Academic institutions and technology companies develop new methods for the discovery of 
disinformation. 
 
Table 1 summarises some of the key institutions within the specific case of pandemic-related 

disinformation in the Bulgarian context.  

Table 1: Example of stakeholders in the specific case of Covid‐19 disinformation in Bulgaria 

Type of stakeholder Examples of institutions and their stakes 
Government  Ministry of Health: responding to misinformation campaigns; 

informing public policies; planning for campaigns; estimating 
the impact of disinformation related to the nation’s health. 

 Coordination headquarters for the response to the pandemic: 
fine-tuned assessments of the disinformation.  

Media organisations and NGOs  Association of European Journalists: the first fact-checker in 
Bulgaria 

 Institute for the study of democracy: works on fact-checking, 
although its main focus is on disinformation related to politics. 

Education   Ministry of education: reaching the teachers in the secondary 
school and respectively the students  

 Libraries: providing information sessions and guidance on 
reference. 
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Requirements of different stakeholders have not been gathered and analysed on a systematic basis 
in Bulgaria. This paper is not focusing on a complete analysis of their requirements, but it would help 
to fine-tune future research efforts to existing needs. The table does not include the academic and 
technological stakeholders which usually approach the task identifying gaps in technological tools and 
experimenting with various approaches.  

The combination of the needs in providing conditions for more comparable studies in social media 
analysis in Bulgarian with the need to enhance the visibility of work done in Bulgaria and support the 
educational efforts in media literacy in our county motivated the GATE Institute to start an effort in 
gradually developing a digital infrastructure will provide support for comparable research in social 
media analysis in Bulgarian. This paper is the first effort to summarise the initial work in this direction. 
It is structured as follows. Section 3 provides a succinct overview of relevant work. It also introduces 
SoMeChar, a new model to characterise datasets extracted from social media. Such characterisation 
helps compare datasets that grow rapidly in numbers. Section 3 presents two datasets (from Facebook 
and Twitter) and some initial observations on the data and on the challenges in human annotation using 
a model developed within a different cultural setting. Finally, section 4 explores potential directions for 
future work.  

2 Related Work 

In their systematic review of disinformation research, Meel and Vishwakarma [5] identify among 
the areas for future research the domains of datasets and multilinguality:  

“Datasets: The establishment of convincing gold standard datasets in this field is 
highly required as most of the research is being done on customised datasets. 
Because of the lack of publicly available large-scale datasets a benchmark 
comparison between different algorithms cannot be done.  

Multilingual platform: Most of the work focuses on linguistic features in English 
language text. Other popular and regional languages (multilingual platform for 
fake news detection) are not considered yet.” [5, p. 22] 

This paper looks at the ways to create a collection of reusable datasets for Bulgarian complemented 
by tools that could be used for various types of analysis.  

2.1 Datasets and their analysis  

Multiple studies aimed to analyse large-scale social media datasets for potential misinformation. 
Possibly the most ambitious dataset is Mega-COV [6]. Featuring 1.5 billion tweets, Mega-COV was 
designed for studying Covid-19. The dataset consists of tweets from 2007 to 2020 (the initial date 
precedes the spread of Covid-19 but is motivated by offering content that would allow analysing user 
behaviour on a larger scale). Mega-COV includes tweets in more than 100 languages. Not all languages 
could be identified from the original data, and the authors used two language identification tools to 
attribute languages of contents; applying such tools, however, resulted in the appearance of Latin 
language in the dataset [6: p. 3406]. It is hard to believe Latin is used for contemporary tweeting, and 
this is an illustration of how big data approaches need additional quality checks.  

Another study used 17,463,220 tweets in English and identified 226 unique COVID-19 false stories 
for March 2020 using Goggle Factchecker API [7]. It explored the emotional response to different types 
of disinformation. Rumours and their spread via social media were analysed in [8].  

The review of work on datasets shows that multiple developments are, however, difficult to compare 
and sometimes re-use. In order to capture this variety, we created a model for describing social media 
datasets that are currently being experimented with in Open Research Knowledge Graph (ORKG) [9]. 
We called this model SoMeChar. 
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Figure 1: SoMeChar: New model to characterise datasets 

 

2.2 Overview of leading trends in exploring disinformation in Bulgarian  

The earliest efforts aimed at studying disinformation phenomena in Bulgarian came from the 
computer science community. Most studies focused on the disinformation class of fake news, with the 
earliest one dating back to 2016 [10] and further refinements in [11-14]. 

One study focused on the specific challenges in forming a dataset that can be processed via natural 
language processing tools. It concluded that the use of informal language and punctuation confuses 
parsing tools – this also calls for some amount of preprocessing of a social media dataset in order to 
make it processable. [15] Several studies of disinformation also came from the media studies 
community, which explored a range of issues such as the theoretical basis and positioning of 
disinformation phenomena and strategies to counteract it [16-18]. Last but not least, there is a study that 
analysed the role of librarians in reducing the impact of disinformation [19]. 

3 Dipping into Bulgarian Data 

Embarking on the task to start developing a technological infrastructure for experimentation with 
social media analysis in Bulgarian, we started from two experiments to understand better the current 
state of social media. We took as an example social media coverage of Covid-19 and extracted a 
Facebook dataset of 300,000 posts from Facebook via Crowdtangle; from this set, we took subsets of 
some 3,000 most popular posts. We also extracted 5,200 tweets related to Covid-19. Below are some 
initial observations based on these data.  

3.1 Example 1: Annotation of Facebook Posts 

The disinformation team at GATE Institute started the practical work on the data infrastructure 
extracting an experimental dataset based on 52 public group contents from Facebook. The groups were 
formed around various Covid-19 issues. This topic was chosen due to the currency and the breadth of 
interest in it, and the multiple impacts of the pandemic on human life and the economies.  

The extracted content of some 300,000 posts was sifted for the most popular posts. A subset of 600 
posts was processed to produce sets of data with equal weights of the most popular topics identified by 
a FirstMonday study recently which identified five significant topics within the social media content in 
English, German and Russian. During summer school in July 2021, we used two content sets – of short 
(one sentence) and long (several sentences or paragraphs) posts – as an exercise in the annotation. Here 
we provide some illustrations from the annotation of the set of short texts. The annotation exercise was 
not preceded by a detailed explanation of how to make decisions on classifications – our team wanted 
to explore the intuitive responses of the participants. The reasoning behind this approach is that an 
instruction on how to make decisions in annotation changes the intuitive response and the way of 
reasoning and brings closer the annotators to the ‘experts’ who designed the annotation schema. 
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The sets had 20 posts, five of each of four topics. It was possible to add another value if the 
annotators thought none of the categories was suitable. The set was annotated by a group of 25 users of 
four educational and professional types. These preliminary results illustrate that different categories of 
users have somewhat different annotation preferences; e.g. the librarians were mainly using the 
proposed classification without adding categories while the undergraduate students made most 
suggestions for new categories (see Fig. 2). It is also interesting to note that many of the mismatched 
annotations are applying the class “conspiracy theories” – there seems to be an expectation that much 
of the content online is serving a conspiracy agenda (see Fig. 3).  

 

Figure 2: Distribution of the annotations by four groups of users (7 academics, 5 undergraduate, 7 
postgraduate students and 6 librarians). 

 

Figure 3: Distribution of the annotations which match the original annotation and mismatched 
annotations per category. 
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An additional aim was to check to what extent the proposed structure is convenient. We allowed 
participants to enter their suggested categories as ‘Other’. Fig. 4 captures their proposals, which include 
as most popular proposals “Fake news”, “Spam”, “Opinion” and “Illiteracy”. 

 

 

Figure 4: A word cloud capturing the potential additional categories (entered under “Other”) 

The experimentation with the most popular posts on Facebook demonstrated that annotation in 
Bulgarian following schemas created for other languages and cultures is likely to give preference to 
interpretations that state that a message was designed to spread a conspiracy theory.  

In addition to this experiment which takes the most popular content from social media, we did a 
random sampling analysis based on Tweeter data.  

3.2 Example 2: Analysis of tweets  

In August 2021, GATE extracted 52.000 tweets related to Covid-19 and started a detailed manual 
analysis of a subset of 1.800 tweets.  

The current research practice in social media datasets often deals with huge amounts of content and 
applies analytical tools to them. Still, the academic literature does not report extensively on the 
preparation of the sets. Our team spent substantial time processing a randomised subset of 1.800 tweets 
manually. It identified that the API extracted some tweets in Russian, Macedonians and other languages 
using the Cyrillic alphabet. In the initial processing, we included a manual language attribution. We 
also checked the tweets with embedded URLs during this stage and discovered that some 5% of the 
tweets are clickbaits. They are shaped as titles with a hyperreference to an article; however, the link 
most frequently leads to a ‘newsmedia-styled’ website without clear attribution of the owner and does 
not offer the advertised content.  

In order to use tools for text analysis, we also added punctuation where a sentence did not have a 
full stop and unified the spelling of Covid-19. This set was found to have a vocabulary density of 0.495 
with an average number of words per sentence 13.3.  

The most frequent words included Covid-19, Pfizer, vaccine and one.  
We also observed a very high use of named entities (names of politicians and famous personalities; 

institutions; countries). Currently, we are exploring the semantic clusters (negative ones including 
words such as death, died, got critically ill, etc.).  

We also present an initial snapshot of the presence of different geographic entities in the explored 
subset on Fig. 5. 
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Figure 5: Geographic entities mentioned in the tweets’ subset 

4 Summary of results and agenda for future work 

This paper provided an initial overview of previous work done on the analysis of social media 
content in Bulgaria and some experiments which looked at the properties of social media content in 
Bulgarian in Twitter and Facebook. The work done so far illustrates the importance of data management 
aspects (the issues of how datasets are extracted and prepared for use in the analysis are not usually 
discussed in detail in academic publications, but working with a high-quality dataset would influence 
the quality of the analysis. This is why we focused our work on the aspects of extracting, cleansing and 
enriching datasets from Bulgarian social media. In addition, we started experimenting with different 
analytical tools. By all means, this type of work will continue.  

The main areas for future research in the domain of identifying disinformation in Bulgarian language 
will combine:  
 Developing a designated data and tools infrastructure: this will be the first specialised 

infrastructure to collect and store datasets from Bulgarian social media which will be used for 
experimentation in the discovery of disinformation.  

 Capturing requirements of the stakeholders: there is a clear gap in the understanding what tools 
would be most helpful for the different types of stakeholders – more work around this would help 
to identify how to shape analytic environments and what dataset structures are best suited for the 
tasks at hand. 

 Producing well documented anonymised datasets of social media content: the datasets will be 
an essential contributor to open science research through sharing with other interested stakeholders, 
including other researchers.  

 Providing documented experimentation with existing tools: since the process of analysing social 
media is quite complex and there are various types of tools needed, GATE will be collecting 
systematically and sharing the experience of using various tools. This information is precious for 
the scholarly community as it saves time. GATE will regularly publish technology watch reports 
and updates and will play the role of a specialised observatory in the domain of social media and 
disinformation analysis in Bulgarian.  

 Developing specifications of tools that are needed for the analysis of the content: in cases when 
the quality of the existing tools is not sufficient or when no tools support specific analysis, GATE 
will be leading the development of new tools.  

 Designing educational materials on the use of the infrastructure: these will support the 
stakeholder community in the whole spectrum of educational activities.  
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 Experimenting impact assessment methodologies: GATE will survey continuously what 
methodologies are being proposed in the impact assessment in the domain of disinformation. They 
will be applied in the work of the disinformation project and also will be shared with the 
stakeholders.  

 Events – summer schools, fake news discovery event: GATE will regularly offer opportunities 
for spreading the knowledge on the topics of disinformation and social media analysis. The feedback 
from the first summer school delivered in July 2021 was overwhelmingly positive and emphasised 
the need to offer more educational programmes to different stakeholders.  

4.1 Towards a platform 

The tools which could help in the analysis of social media datasets are of different types and are 
sketched in Table 2. Not all tools are needed for each study – typical studies and the tools used will be 
summarised and explained as part of the educational activities. For the time being, we are listing the 
most popular types of tools. In the future, we will create a registry of existing tools and initiate in-house 
development where appropriate. 

Table 2: Types of tools for the SoMePlatform 

Type of tool Examples 
Data collection  Bot detection tools for identifying non-human accounts. 
  Scrapers, APIs, specialised tools to extract the content (e.g. CrowdTangle) 
  
Data cleaning  Ad-hoc transformation including deduplication, removal of contents in 

other languages and anonymisation 
  Generic data cleaning tools 
  
Data analysis  Verification tools confirming that photos, videos are authentic. 

 Language analysis tools: 
 Syntax analysis (types of structures used) 
 Tools for Machine learning analysis 
 Incl. human and automated Classification 
 Credibility scoring tools assigning a verdict on a scale of 

accuracy/trustworthiness. 
 

Visualisation  Various tools visualising the analysis results. 
  
Impact tools  Tools that help to tract the itinerary of misinformation/disinformation or 

valorising the impact (damages on individuals/the society). 
 

Educational tools  Teaching content, games and other tools for individual use or 
teacher/librarian use. 
 

Repositories of 
credible sources 

 Aggregated lists of credible sources 
 Aggregated checked facts 

 
The language analysis tools form a big group of potential instruments. These tools can support a 

variety of analytical tasks, for example:  
 
1. Determining the volume of text (number of posts, posts’ length, average length; text or a 

mixture of formats, number of words/characters). Capturing this for the dataset description. 
2. Determining which language(s) is/are used (for Bulgarian confirming that all posts are in 

Bulgarian). 
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3. Conducting grapheme analysis: use of uppercase and lower-case letters (in particular, what 
parts of the messages are emphasised using capitals).  

4. Punctuation analysis: any signs of excessive or sloppy punctuation. 
5. Analysis of semiotic elements such as a) emoticons, b) abbreviations 
6. Bag of words: distribution of words. Clustering of forms of the same word together. Nouns, 

verbs and other parts of speech. Stopwords, emotionally charged words. 
For the time being, we have used some open-source tools, and this work will expand into systematic 

technology watch reports which compare various options for analysis.  
 
The main ambition of these initial steps taken by GATE institute in the domain of disinformation 

research is the gradual development of an environment that would allow more academics, technologists 
and analysts to engage with analysis of Bulgarian social media content. This environment should offer 
datasets for experimentation, help in identifying what tools can support specific processing and, in a 
nutshell, would provide better data management in the disinformation research domain.  
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