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Abstract

Electronic identification (eID) systems allow citizens to assert and authenticate their identities for various purposes, such
as accessing government services or conducting financial transactions. These systems improve user access to rights, services,
and the formal economy. As eID systems become an essential facet of national development, any failure, compromise, or
misuse can be costly and damaging to the government, users, and society. Therefore, an effective risk assessment is vital for
identifying emerging risks to the system and assessing their impact. However, developing a comprehensive risk assessment
for these systems must extend far beyond focusing on technical security and privacy impacts and must be conducted with a
contextual understanding of stakeholders and the communities these systems serve. In this study, we posit that current risk
assessments do not address risk factors for all key stakeholders and explore how potential compromise could impact them
each in turn. In the examination of the broader impact of risks and the potentially significant consequences for stakeholders,
we propose a framework that considers a wide range of factors, including the social, economic, and political contexts in
which these systems were implemented. This provides a holistic platform for a better assessment of risk to the eID system.

1 Introduction

In this age of digital interaction, the ability to prove identity
digitally has become increasingly crucial and valuable. Many
governments around the world are now using electronic identi-
fication (eID) systems to assert and prove residents’ identities
to facilitate the delivery of e-services, welfare and benefits.
Such systems have become important development initiatives
that enable sustainable development and have helped empower
citizens by enhancing their access to rights, services, and for-
mal economy [1]. These systems make it easier to provide a
range of services that broaden financial inclusion, unlock eco-
nomic value, increase access to social safety nets, and raise
gender equality by offering a secure and precise method for
identifying the population [2]. Furthermore, with eID sys-
tems, nations can comprehensively understand their citizens’
political, educational, and economic behaviour to better plan
and address their needs [3].

As eIDs are becoming an important facet of national de-
velopment, any failure, compromise, or misuse of the system
could be costly and damaging to the government, users, and
society. There have already been reports of security and pri-
vacy incidents in media involving eID systems, such as in the
case of Aadhaar, where over 200 government websites exposed
Indian citizen data to the public [4]. More importantly, these
systems hold massive data belonging to millions or even bil-
lions of individuals (such as India’s Aadhaar system [5]), mak-
ing them interesting targets for adversaries. Hackers, cyber-
criminals, insider threats, and nation-states all pose enormous
threats to the eID system [6].

Furthermore, existing studies have demonstrated a set
of unique challenges associated with these systems owing to
their scale [4]. For instance, extensive data logging means
that they can be used to profile registered users easily. Re-
searchers have proposed various techniques for protecting data

at scale, for example, using differential privacy techniques on
the anonymised log, but it has become apparent that this is
not a one-size-fits-all solution [7]. Thus, compromising such
a system could provide attackers with access to valuable and
sensitive information, necessitating the need to develop a ro-
bust understanding of potential risks.

An excellent starting point for securing a sociotechnical
system, such as an eID system, is focusing on its risks [8].
However, focusing on risk requires considering the impact
of potential threats instead of simply identifying all possible
threats [9]. Despite the fast-growing research on identification
system security and privacy issues, there is a lack of research
on how to systematically assess the impact of successful com-
promise on eID systems. This study aims to fill this research
gap by answering the following main research question: How
can we systematically assess the impact of compromise on eID
systems? There are many eID systems, all of which are con-
textual in their design and operation [10]. These systems are
characterised by path dependency [11], their context [12], and
the culture they are part of [13]. Like most complex socio-
technical systems, the impacts of risk vary across the different
stakeholders [14]. Any failure of critical system goals affects
stakeholders differently based on what they value.

In this paper, we present a framework for assessing the
risks and impacts of a compromise on eID systems. We iden-
tify the key stakeholders in eID and discuss their values (Sec-
tion 3). Based on the common decomposition of risk into
impact and likelihood, we discuss possible risk impact areas
for assessing the impact on the stakeholders (Section 4). We
further discuss in Section 5 how these impact areas can be
used to conduct an effective risk assessment of eID systems.
We focus on national eID systems in particular: those de-
signed to serve a wide range of purposes, including but not
limited to population registers, unique identification numbers,
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and national identification cards. These systems typically aim
to pursue public policy objectives such as streamlining pub-
lic administration, increasing security, managing services, or
public governance. Examples include the Estonia identity sys-
tem [15], which offers eID to allow its citizens to vote, submit
tax claims, and check medical records, and the Aadhaar sys-
tem [5] that provides unique identification to Indian citizens
and lets them access government services.

This paper makes the following key contributions:

• We identify key eID stakeholders and their values that
need to be protected against risk.

• We propose a multi-stakeholder impact assessment ap-
proach, allowing independent assessment of varied risk
impacts on eID stakeholders.

• We implement a prioritisation technique to account for
the contexts of use of the eID system and the differences
in what stakeholders value.

2 Challenges

There are numerous challenges in evaluating the impact of
compromise on identification systems. First, there is the prob-
lem of scarce data. Only a few governments or development
partners have rigorously assessed the effects of compromise on
national identity systems. Even when they do,the assumptions
and figures behind the estimations are usually not publicly
available [16]. Besides, governments and identity solutions
providers may have incentives to downgrade the impacts [17].

In addition, it is challenging to define uniform risk im-
pact evaluation metrics across various sectors and agencies
because the design and use of identification systems are mul-
tilayered and rarely comparable across nations [18]. While
cyber risk impact has usually been assessed from the three
central technical aspects of information security: confidential-
ity, integrity and availability, the specific attributes of eID
systems, as opposed to IT systems, often prevent the straight-
forward application of these risk impact assessment criteria.
Moreover, focusing only on technical aspects is insufficient to
justify investment in security [19] and provides no insight into
stakeholder impacts.

Likewise, measuring risks to complex systems like identi-
fication systems is complicated. The far-reaching and diffuse
nature of the effects of compromise presents greater issues for
assessment. For instance, in relying private parties such as fi-
nancial institutions, identity touches nearly every transaction
that involves an exchange of value or trusts [2], and potential
impact could be identified for almost every corner of the sector.
Thus, we are limited in our ability to create a valid quanti-
tative impact evaluation model for the identification system.
Instead, this paper uses existing literature on digital identity,
news articles and reports to draw some initial conclusions and
proposes an analytical framework for assessing the impact of
compromise on an eID system.

3 Key eID Stakeholders

In the context of eID, stakeholders are individuals and organ-
isations involved in creating, maintaining, and using an ID
system throughout the identity lifecycle. To better capture

the impact of a compromise on stakeholders, we need to first
understand who these stakeholders are and their roles.

The eID scheme comprises three primary stakeholders [1].
The provider of the eID scheme (the government), the indi-
viduals being identified, and the organisations relying on it for
customer identification.
Government: government agencies are the primary
providers of the ID systems. These include population regis-
trars, National ID agencies, civil registrars, etc., that register
people in the ID system and issue and manage credentials. In
addition, they are responsible for managing and updating the
identity data, resolving disputes and offering authentication
and verification services at various levels of assurance [20].
Other government agencies also use these ID systems to inter-
act with people or provide functional ID systems.
Individuals: These are the people at the centre of the Id sys-
tems. They are the system subjects whose personal data are
collected. They are entitled to exercise appropriate control
over their data collection, storage, and dissemination. Like-
wise, they are the people who use their credentials and proof
of ID to access rights and services [20]. Therefore, building an
ID system capable of advancing development objectives must
begin with an understanding of and response to people’s ID-
related needs and concerns [12].
Relying private organisations: Many organisations use
government ID systems to identify their customers, such as re-
quiring government-issued credentials to open bank accounts,
register SIM cards, or set up credit reporting systems. This
stakeholder uses ID providers’ platforms, credentials, and ser-
vices to authenticate or verify the end-users identities.

Other stakeholders such as civil society, international or-
ganisations and development partners [20] also help people use
eID systems, advocate for inclusion, and serve as sources of
critical feedback for eID system planning and implementation.

4 Impact Assessment Factors

Assessing the impact of risk on different eID stakeholders in-
volves considering the potential consequences of the risk event
for all stakeholders affected by it. As a first step, we need to
establish the key factors to consider when evaluating the im-
pact of risk on the identity system’s mission and objectives.
This entails establishing a set of evaluation criteria against
which the consequences of a realised risk can be assessed [21].
Besides, defining evaluation criteria is essential to security risk
management as security threats must have a clearly defined
impact before they can be considered system risks [22]. How-
ever, because the consequence of a single risk event to these
systems can have multiple potential impacts on various stake-
holders depending on their value, it is paramount to establish
risk impact areas that align with these values.

We distinguish three types of impact on an eID system:
“impact on the government”, “impact on the end-users”; and
“impact on the relying private organisations”. These are fur-
ther discussed below:

4.1 Impact on the government

To understand the government value attributed to implement-
ing an eID system and which areas the risk might impact, we
analyse the existing literature on public value.
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The authors in [23] proposed a Public Return On Invest-
ment (PROI) framework to evaluate the value of government
investments in information technology. The framework identi-
fies two public return sources: value to the public that comes
from improving the government as a whole from the point of
view of the citizens and the value that comes from providing
specific benefits directly to individuals, groups, or the general
public. PROI defines six main government values based on the
different impacts government investments in information tech-
nology can have on public stakeholders’ interests. These are fi-
nancial, political, social, ideological, stewardship, and strategic
values. Another framework to value various government initia-
tives proposed in [24], Value Measuring Methodology (VMM),
also identified five key government values: direct value to cus-
tomers, social and public value, financial value to the govern-
ment, operational and foundational value to the government,
and strategic and political value.

Using these different value measurement dimensions, we
distinguish seven key risk impact areas for the government,
as shown in Table 1: reputation, economic, social, political,
operational, physical, and rights.

Table 1: Derive government impact areas from PROI and
VMM frameworks

Impact Category PROI VMM
Economic Financial Financial

Ideological
Reputation

Stewardship
Social Social Social and public

Political
Political

Strategic
Strategic and political

Citizen rights Customer direct value
Operational Operational

Reputation Impact: The reputation impact is related to
the citizen’s trust in the government. It is essential that an
eID system is widely adopted. One of the critical elements for
wide adoption is public trust in the system [25]. Trust in the
government is essential for the public acceptance of eID sys-
tems. A lack of trust will prevent citizens’ participation, jeop-
ardising the identity program, thereby widening rather than
closing the humanitarian divide. Apart from harming users’
trust, there could also be damage to trust relationships with
other governments or non-governmental entities. Thereby un-
dermining the eID system’s usefulness by making it difficult
for organisations to rely on them for secure authentication and
authorisation. Thus, measuring the impact of any compromise
on trust in the government and the ID system is critical.
Economic Impact: This includes all direct and indirect fi-
nancial damages experienced by the ID agency. The finan-
cial implications can be assigned according to the ID agency’s
financial loss in terms of the one-time financial cost or op-
erating cost of investigating and rectifying the compromise.
Likewise, we could measure the economic impact in terms of
revenue loss, as governments use the system to improve their
revenue through better tax collection [1, 26]. In addition, the
eID system offers government financial gains by limiting po-
tential leaks in government benefit programs and eliminating
bloated civil service wages from ghost workers [1]. A com-
promise could result in financial loss to the government. For
example, in 2011, claims filed in the US under compromised

identities resulted in fraudulent unemployment benefits pay-
ments totalling $3.3 billion [27]. The economic impact could
also be in terms of economic growth and innovation, bud-
get impact, workforce loss, diminished foreign investments, or
fines and legal penalties [28].
Rights: eID systems allow governments to perform their obli-
gations under international human rights law by giving every
citizen the right to be recognised as a person and to be treated
equally before the law [18]. The government leveraged iden-
tification systems to create transparency, fairness, and well
governed services. These systems are carefully designed for
inclusion, fairness, equity, and accessibility. This is because
the government aims to ensure equal access to digital services
for all citizens. Hence, these systems are implemented to facil-
itate access to public and private services, particularly for less-
privileged parts of the population [18]. The size and quality of
readily available services in a broader eGovernment ecosystem
are some of the literature-identified adoptions and acceptance
drivers [29]. Impact evaluations can attempt to determine the
number of people/end users who have been excluded and do
not have access to the identity service. The implementation
of robust and inclusive identification systems also correlates
with broader levels of effective governance.
Social Impact: One of the fundamental principles of identi-
fication for sustainable development is to create an interoper-
able platform that is responsive to the needs of various groups
of users [30]. In addition to fairness, equity, and inclusiveness,
measuring the effectiveness and efficiency of service delivery
that utilises an identification system is also important. Like
the private sector, the government can be considered a service
provider for its customers— citizens. Its ultimate objectives
are to improve overall social welfare and satisfy citizens’ de-
mands and needs [31]. A compromise could cause damage to
or hinder a critical infrastructure sector impacting the way
people live and interact in society.
Political Impact: A compromise could impact public in-
fluence and disrupt political processes, threatening national
security. Countries have used eID to prevent vote rigging. For
example, Nigeria uses eID to authenticate voters using biomet-
rics, preventing approximately 4 million duplicate voters [1].
In this instance, a compromised eID system could make it
more likely that election results will be disputed, increasing
the risk of election violence and the associated human and
financial costs.
Operational Impact: Operational impact refers to the oper-
ational damage that affects the mission capability of the gov-
ernment and its effectiveness. Suppose the compromise eID
is used for a non-time-sensitive transaction, the impact of a
limited-duration availability compromise on the government’s
objective and public confidence will be minimal in most cases.
However, the availability of time-sensitive information is less
likely to be restored before significant harm is done to the
agency or public welfare. The impact of compromise on gov-
ernment operations can also be evaluated based on the number
of teams that deal with risk events.
Physical Impact: Physical impact refers to the damage or
destruction to the government’s physical properties, assets or
resources. This can include staff, equipment, buildings, and
other infrastructure used to support an eID project.
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4.2 Impact on relying private organisations

Private organisations rely on digital identity services for iden-
tification purposes. However, unlike in public organisations,
the value attributed to private parties differs owing to diverse
needs and requirements. In a private market, the ultimate
goal of a business is profit and shareholder value maximisa-
tion [31]. Most private sector valuation methods are inextri-
cably linked to economic value and are measured in monetary
terms. However, besides financial value, there are other val-
ues, such as the operational value of increasing productivity,
service quality and compliance, and the social value of im-
proving customer satisfaction [31]. Next, we discuss how a
compromise in eID systems might affect these values.
Economic Impact: Relying private organisations benefit
from a robust and inclusive identification system. The abil-
ity to accurately identify customers, mitigate fraud risk, and
reach new markets for trusted users and partners is essential
to private organisations. A compromise could result in a reg-
ulatory fine, compensation payments, disrupted turnover, PR
response costs, and reduced profits. In some cases, relying pri-
vate parties may also face legal liabilities if they are found to
have failed to adequately protect personal data or to have used
inadequate security measures when relying on an eID system.
Operational Impact: Operational impact here refers to the
extent of the breach on the business mission and objectives of
the private organisations or the effect of the service interrup-
tion. Besides, private organisations that rely on eID systems
are service providers for the citizens [31].
Physical Impact: The physical impact can be assessed based
on damage or destruction to the organisation’s physical prop-
erty or resources. This includes staff, equipment, buildings,
and other types of infrastructure.
Reputation Impact: A compromise can also impact the rep-
utation of relying private parties. The reputation impact is
related to the citizen’s trust in the organisation. For example,
if a breach occurs through relying private parties, they may
experience public backlash and loss of customer trust. Repu-
tation impact could be measured in terms of damage to public
perception or the level of media scrutiny. How an organisation
handles a compromise could also impact its reputation.
Social Impact: The social impact here refers to the effect of
compromise on the people and communities in which the re-
lying party operates and serves. This area could be evaluated
by the impact on the organisation’s activities, such as the jobs
it creates and the products or services it provides. Besides,
many organisations are increasingly focused on maximising
their positive social impact by implementing sustainable busi-
ness practices, supporting local communities, and engaging in
corporate social responsibility initiatives.

4.3 Impact on End-Users

End-Users are more concerned with the identity system’s trans-
parency, usability, accessibility, availability, privacy, and secu-
rity [12]. We distinguish six key risk impact areas for end-
users: rights, physical, privacy, social, psychological, and eco-
nomical. These are further discussed below.
Privacy Impact: One of the most valuable assets of an eID
system is personal data. Therefore, compromising such a sys-
tem will impact users’ privacy, even though this may affect

users differently depending on what they value. An impor-
tant contributing factor is what has happened to the data:
has it been made public, changed, or used to make decisions
that affect people? If exposed, to whom and what harm could
and would they cause? This will help to better measure the
severity of violations. As end-users are people whose personal
data are collected, they are the ones that will be directly af-
fected by privacy violations. The fact that only individuals
(end-users) can directly experience a privacy problem is espe-
cially challenging for assessing the impact.
Right: Not only does eID enable people to exercise their
rights in an inclusive manner, it also holds them accountable
for their obligations. For instance, eID can make it easier
for citizens to access government services, especially those ex-
cluded because of the difficulty in obtaining physical docu-
ments or living in remote areas [1]. The impact of an identity
breach could be evaluated by what service restriction it can
cause, including those we consider fundamental human rights.
Is it a breach that causes the risk of right violations that would
not ordinarily be subject to enforcement efforts or those that
are particularly important to enforcement programs?
Social Impact: This impact area measures how a breach af-
fects society through the options available to end users. A
compromised identity system has significant repercussions for
citizens, who may be denied access to numerous services, and
society at large, which is unable to develop or organise effec-
tively [30]. In an eID system, the capability and opportunity
should be equal, and the process of choosing and seeking a spe-
cific opportunity should also be fair to all end-users [10]. A
compromised national identity system could impact end-users
by introducing barriers to access and usage, thereby creating
disparities in the availability of information and technology.
Psychological impact: There could be psychological im-
pacts on end-users, including, but not limited to, suffering,
inconvenience, and distress. This might occur due to not hav-
ing access to a critical service, especially if this happens over
a long period or on more than one occasion. It could also be
the time the end-users spent and their efforts to seek a resolu-
tion for the breach. End-users might also suffer from anxiety,
upset or stress due to compromise. For example, criminals
may commit non-financial crimes in another person’s name
(identity theft), for which the victim is held accountable and
suffers the consequences [32]. Sometimes, the psychological
impact lasts much longer than the financial impact.
Physical Impact: It is crucial to assess the impact the com-
promise might have on people’s lives, particularly if the breach
could harm them. A compromise resulting in identity theft
that allows criminals to falsify registration details could sup-
port child labour and human trafficking [33], which has signif-
icant implications for individuals’ safety. Moreover, exclusion
from life essential programs such as food security schemes can
lead to starvation and death [34]. People can also be exposed
to physical harm, as was the case during the Rwandan geno-
cide when roadblocks used ethnicity written prominently on
Rwandan ID cards to determine who would be murdered [35].
Economic Impact: Economic impact refers to the finan-
cial loss suffered by users in terms of the cost of services or
fraud instead of loss of profit. For example, end-users can
be financially impacted if an attacker uses their identity for
unauthorised financial transactions [2].
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5 Overview of the framework

Risk assessment is an essential part of best risk management
practice. The core idea behind risk assessment is to employ
analytical and structured methods to gather data, opinions,
and evidence about what is at risk, the likelihood of unwanted
events, and a measure of the impacts. There are many differ-
ent approaches to risk assessment (we refer readers to [36]
for detailed analysis). Our framework is based on these stan-
dard methodologies and aims to compute the risk for the eID
system considering its specific attributes. As depicted in Fig-
ure 1, the risk assessment framework consists of the following
phases, i) context establishment, ii) risk identification, iii) risk
estimation, and iv) risk evaluation, which we will next discuss
in detail.

Figure 1: Workflow of the risk assessment framework

5.1 Context Establishment

In this phase, the scope and broad context of risk assessment
are defined. By establishing a context for risk assessment, we
can understand the external and internal factors that could af-
fect the eID system’s ability to achieve its mission, goals, and
objectives. During this phase, the granularity levels of the eID
system to be evaluated are defined. Basic risk measurement
criteria are established as part of the context establishment
process. Setting the basic criteria involves defining stakehold-
ers’ values, risk impact measurement, risk evaluation, and risk
acceptance criteria. This phase sets the stage for the risk iden-
tification phase since defining the eID system objectives is a
prerequisite for identifying risks.

5.2 Risk Identification

Risk identification in digital identity systems involves identi-
fying and documenting the potential risks that may impact
the identity system. This process helps to establish a clear
understanding of which threats target which eID assets and
what might happen if those attacks succeed [21, 37]. Sev-
eral methods can be used to identify potential risks to eID
systems. One popular technique is brainstorming, in which
individuals with knowledge and expertise in digital identity
systems generate a list of potential risks through open dis-
cussion and idea sharing [38]. Root cause analysis is another
technique that involves identifying the underlying causes of
potential eID risks and eliminating or mitigating these causes.

This can be performed using tools such as 5-Whys [39] or fish-
bone diagrams [40]. Risks can also be identified through a
scenario analysis by considering future events and the possi-
ble risks that may result from them. This can be conducted
using tools like decision trees or Monte Carlo simulations [38].

5.3 Risk Estimation

Risk estimation in an eID system is the process of determining
the impact and likelihood of a particular eID risk [8]. This
consists of two fundamental processes: assessing risk impact
and determining the likelihood of risk.

5.3.1 Estimate the risk impact

This process determines risk consequences. It involves three
steps: identifying impact levels, prioritising impact areas, and
calculating impact scores.
Impact level identification: Without a reference standard
for comparison, comparing and aggregating risks across an eID
system is impossible. Many frameworks [21, 37] rate impact
on Likert scales, e.g. from “very low” to “very high”. For
example, the NIST guidelines [37] provide examples of adverse
impacts, such as financial loss and harm to operations, assets,
or individuals, and explain how the Likert scale should be used
to determine the expected extent of each impact. The scales
comprise rating levels and definitions that foster consistent
interpretation and application by different users. We represent
the impact areas identified in Section 4 by a three-point scale
labelled “significant”, “moderate”, and “minor”. A numeric
impact value range can also be added to the scale point as
follows: “Significant” – (70-100), “Moderate” – (31-69), and
“Minor” – (0-30) for semi-quantitative analysis. These relative
values may be amplified depending on the required granularity
to visualise the risk metrics.
Risk impact areas prioritisation: In addition to evaluat-
ing the extent of an impact, there is a need to prioritise the
impact areas from most important to least important based on
their importance to the identity system operation and objec-
tives. For example, an identity system developed for voter reg-
istration might prioritise citizens’ rights over other impact ar-
eas. Risks that impact the citizen’s rights will generate higher
scores than risks with equivalent impacts and probabilities in
another area. A quantitative weight can be assigned to each
impact area where the most important is given the highest
value, and the least is assigned the lowest value [21]. As part
of context establishment, stakeholder requirements analysis
can help in defining the ranking process and how the weights
should be assigned.
Impact score calculation: The anticipated loss for stake-
holders is estimated by the impact level of a particular risk.
We define the impact of risk on any given eID system by the
extent of the risk (impact value) and the impact area prior-
ity rank (quantitative weight) set by the user. This definition
considers the contexts of use of the eID system and the dif-
ferences in what stakeholders value. It can be mathematically
expressed as follows:

ī =
n∑

n=1

wn · Cn (1)
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where C represents the impact value and w represents the
quantitative weight of the impact area. For instance, express-
ing this equation using the impact areas identified in Section 4,
the risk impact on relying private parties ir can be represented
with the following simple linear equation.

ir = eorw1 + oprw2 + phrw3 + rerw4 + sorw5 (2)

That is, using the impact area identified for the relying
private parties, the risk impact score Ir is computed using
the allocated impact value and weight for economic (eo), op-
erational (op), physical (ph), reputation (re) and social (so)
impact areas. w1 to w5 in the equation represents the quanti-
tative weight value of the impact areas set by the “user”.

The overall impact score Isum for the risk on stakeholders
can then be computed by aggregating the impact on govern-
ment, relying private parties and end-users as follows.

Isum = ig + ir + ie (3)

Where i is the computed impact value, the indices g, r,
and e stand for the government, relying parties and end-users,
respectively.

5.3.2 Estimate the likelihood

In this phase, the likelihood of the risk occurrence is assessed.
Estimating the likelihood involves analysing the probability
that a risk event will occur based on factors such as:

1. Vulnerability: How vulnerable the eID system is to the
feared event based on its configuration, software, etc.

2. Threat actor capability: The expertise, knowledge about
the target eID system, tools, and resources an attacker
may have to exploit the vulnerability [37].

3. Motivation: The motive behind the attack, such as fi-
nancial gain, political or ideological reasons, or revenge.

4. Historical data: Historical data that can provide insights
into the likelihood of specific types of attacks [38].

We can rate the likelihood as “high”, “medium”, or “low”.
A “high” likelihood rating exists if the threat source is suf-
ficiently capable and highly motivated, and the measures to
guard against the vulnerability from being exploited are inef-
fective. If the threat source is competent and motivated and
there are measures in place that could prevent the vulnera-
bility from being exploited successfully, this is a “medium”
rating. There is a “low” rating if sufficient controls are in
place to prevent or at least hinder the exposure from being
exploited or if the threat source lacks the capability to do so.

5.4 Risk Evaluation

Once risks have been identified and estimated, evaluating them
in terms of their potential overall impact and likelihood is im-
portant. The combination of the likelihood and impact levels
can be used to determine the risk level. The risk level allows
us to recognise the risks that have the most significant impact
on the eID system. The risk level can be rated as significant
if there is a serious and urgent threat to eID systems (risk

reduction remediation should be instantaneous), elevated if
there is a real threat to eID systems (risk reduction remedia-
tion should be completed within a reasonable period), and low
if threats are common and generally acceptable, but may still
have an impact on eID systems. Additional security measures
could offer greater protection against present or future unfore-
seeable threats. Table 2 depicts how each risk can be rated.
For instance, if the risk rate score is above 50, the risk is of
grave concern to the eID system. How the risk will be rated
is usually based on the stakeholders’ risk appetite. A high
potential impact risk is often a great concern to decision mak-
ers, even if the likelihood is very low. Furthermore, frequent
but low-impact risks can have long-term or cumulative con-
sequences [38]. These types of risk require consideration, as
appropriate risk treatments can differ. Nevertheless, identify-
ing and implementing appropriate countermeasures is outside
the scope of the current framework.

Table 2: Risk rating calculation
Impact (I) Likelihood (L) Risk (I × L)

Level Score Level Score Value
Range

Description

Significant 70-
100

High 1 51-
100

Risk is of grave
concern (signifi-
cant)

Moderate 31-69 Moderate 0.5 21-50 Risk is of mod-
erate concern
(elevated)

Minor 0-30 Low 0.1 0-20 Risk is of low or
no concern (low)

5.5 Use cases

To illustrate how risk impact assessment can be conducted
using the aforementioned guidelines, we explore two examples.

1. Example 1: e-ID systems suffered a denial of service at-
tack and went down for 2 minutes affecting 1% of the
population. This resulted in negative social media, and
about ten thousand people could not access the govern-
ment services.

2. Example 2: an identity provider server configuration er-
ror results in a data breach where sensitive users’ data
are exposed to unauthorised parties. It violates users’
privacy, causes negative social media, and causes finan-
cial loss to people and the government.

We calculated the impact of the risks and derived their risk
values using the formula described above.
Impact level identification:: for the first example, the con-
sequence indicates direct effects on the residents psychologi-
cally and socially. As illustrated in Table 3, the risk has little
or no impact on the government and relying private parties,
so a value of “minor” has been assigned to their impact ar-
eas. For example 2, there is a significant impact on the right,
reputation, economy, society, and privacy (cf. Table 4).
Impact risk area prioritisation: considering our use cases,
the impact areas have been prioritised as shown in Table 3.
The stakeholders (except those relying on private parties) con-
sidered citizens’ rights to be the most crucial impact area, and
physical harm was the least important. These impact areas
were assigned numerical weighted values between 1 and 7 for
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the government, values between 1 and 6 for the end-users, and
values between 1 and 5 for the relying private parties.
Impact score calculation: we compute the score for each
impact area by multiplying the impact weight by the impact
value assigned using the impact scales. We then compute the
average impact scores Ig, Ir, and Ie, which represent the im-
pact of risk on the government, relying on private parties, and
end-users, respectively. For the first example, as shown in Ta-
ble 3, we obtained the impact scores of 19 for the government,
32 for end users and 15 for the relying parties. Similarly, for
Example 2 in Table 4, we have an impact score of 75 for the
government, 79 for end-users, and 43 for the relying parties.

The overall impact score of the risk Isum for the eID sys-
tem can be computed by aggregating the risk impact scores
from the government, relying parties and end-users. Using
Equation 3, for Example 1 we have:

Isum = (19 + 33 + 15)/3 = 22

For Example 2 we have:

Isum = (75 + 79 + 43)/3 = 65

Determing the likelihood: for our examples, we assume
that the likelihood of the risks occurring is high and that
the threat source is sufficiently capable and highly motivated.
Thus, a likelihood value of one was assigned to the risks.
Risk evaluation: As shown in Table 5, the relative impact
score can be used with the risk likelihood to compute the risk
rating, which can be used to prioritise the identified risks base
on the stakeholders’ risk appetite. For the DoS attack, we
obtained a risk score of 22, representing an elevated risk level
compared to the significant risk level of 65 obtained for the
data breach attack that exposed the users’ data.

6 Discussion and Limitations

Impact focus measurement A key benefit of an impact fo-
cused risk assessment framework is that we do not need to rely
on the knowledge of threats and attacks, which is necessarily
incomplete. This is because the threat landscape is dynamic
and it is impossible for anyone to be sure that they have com-
plete knowledge [28]. Moreover, in an environment such as the
eID system, where the threat landscape changes rapidly and
novel attack patterns will continue to emerge, understanding
the potential impact of the attacks on eID assets may help
lessen the related uncertainty in risk management activities. .
Risk management strategies: Risk assessments alone do
not necessarily reveal the appropriate mitigation strategies.
Other factors such as legislation, regulations, strategy objec-
tives, treatment options, and the likely effectiveness and side
effects of various treatments also need to be considered [22].
Furthermore, identifying and managing eID risks and poten-
tial impacts require a broad set of perspectives and actors
across the eID lifecycle. However, the government owns and
manages the infrastructure of these systems and should be
prepared to respond to risks by implementing appropriate
risk-management strategies. These risk management strate-
gies should be regularly reviewed and updated to effectively
address changing threats and risks. This can involve conduct-
ing periodic risk assessments to identify new or emerging risks

Table 3: Impact measurement for example 1 (denial of service)
Government Description Level Value Weight Score
Right Minor impact on peo-

ples right
Minor 25 7 175

Reputation Limited impact on
the ID agency

Minor 30 6 180

Political Minor political im-
pact

Minor 8 5 40

Economic No economic loss. Minor 10 4 40
Operational Within their Service

Level Agreement of
99.9% uptime.

Minor 10 3 30

Social A minor impact on
the society

Minor 30 2 60

Physical No physical harm to
government assets

Minor 8 1 8

Total 28 533
Impact Score 19

End-users Description Level Value Weight Score
Right Minor impact on peo-

ples right
Minor 25 6 150

Privacy No privacy violation Minor 1 5 5
Psychological Long-term inconve-

nience or distress
Significant 85 4 340

Economic No economic loss Minor 10 3 30
Social Significant impact on

the society
Significant 80 2 160

Physical No physical harm to
individuals

Minor 8 1 8

Total 21 693
Impact Score 33

Relying
Parties

Description Level Value Weight Score

Economic No Economic loss Minor 10 5 50
Reputation Limited impact on

reputation
Minor 20 4 80

Operational Minor impact on op-
eration

Minor 10 3 30

Social Minor impact on the
society

Minor 25 2 50

Physical Minor physical harm Minor 8 1 8
Total 15 218
Impact Score 15

and reviewing and updating existing risk management strate-
gies to ensure that they remain effective.
Varied risk perception: Lay people tend to rate higher risks
related to dread (e.g., catastrophes) than domain experts, who
understand the evidence regarding safety limitations and con-
trols for such systems [41]. Moreover, people’s assessment of
risk is driven by their feelings and influenced by their concerns,
as they naturally feel safe in their own area and are wary of
danger outside of it [42]. This creates a mismatch between the
perceived and actual risks, necessitating effective risk manage-
ment through structured assessment methods. As the current
eID system lacks a mature risk framework and practice, having
a risk assessment framework could help users systematically
assess eID system risks, ensuring that the limited resources
can be targeted at the highest priority risks [43].
Limitations: One key limitation of this study is that it is
based on elements previously described in the literature and
has considered eID systems from a generic perspective. This
may have resulted in significant issues being ignored or down-
played. Existing literature [44,45] recommended stakeholders’
engagement to lessen the likelihood of such issues. As part of
our future work, we aim to incorporate stakeholder opinions
and empirically validate the framework to provide more spe-
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Table 4: Impact measurement for example 2 (data breach)
Government Description Level Value Weight Score
Right Serious impact on

peoples right
Significant 95 7 665

Reputation National media at-
tention.

Moderate 75 6 450

Political Moderate political
impact

Moderate 60 5 300

Economic Significant economic
impact

Significant 85 4 340

Operational Moderate impact on
ID agency opera-
tions.

Moderate 60 3 180

Social Significant impact
on the society

Significant 80 2 160

Physical Minor physical
harm to government
assets

Minor 8 1 8

Total 28 2103
Impact Score 75

End-users Description Level Value Weight Score
Right Serious impact on

peoples right
Significant 95 6 570

Privacy Release of per-
sonal information
to unauthorised
parties

Significant 90 5 450

Psychological Serious short-term
discomfort, and
distress

Moderate 58 4 232

Economic Significant economic
impact

Significant 82 3 246

Social Significant impact
on the society.

Significant 80 2 160

Physical Minor physical
harm to individuals

Minor 8 1 8

Total 21 1666
Impact Score 79

Relying
Parties

Description Level Value Weight Score

Economic Moderate economic
impact

Moderate 45 5 225

Reputation Limited impact on
relying private par-
ties’ reputation.

Minor 20 4 80

Operational Moderate impact on
operations.

Moderate 65 3 195

Social Moderate impact on
the society

Moderate 71 2 142

Physical Minor physical
harm to assets

Minor 8 1 8

Total 15 650
Impact Score 43

cific insights and ensure that broader stakeholder concerns are
considered. Lastly, risk assessments alone do not necessarily
reveal appropriate mitigation strategies. In terms of future re-
search, we hope to investigate how to identify and implement
appropriate risk-mitigating strategies in eID systems.

7 Related Work

Research on Risk Assessments: There are many risk as-
sessment frameworks and standards [36], with most emerging
from public institutions, and government bodies [46].
The European Telecommunications Standards Institute (ETSI)
[47] offers a threat, vulnerability, and risk assessment (TVRA)

Table 5: Example risk rank calculation
Impact Likelihood Risk

Example Level Score
(I)

Level Score
(L)

Value
(IxL)

Level

1 Minor 22 Moderate 1 22 Moderate
2 Moderate 65 High 1 65 Significant

method to deal with security issues in the telecommunications
industry. TVRA identifies threats to critical assets and how
they can affect their operations. It also identifies the best way
to mitigate these threats according to current capabilities and
resource requirements. The work in [48] presented a frame-
work for risk assessment within enterprise collaboration that
identifies different levels of risk throughout the lifecycle of a
collaborative enterprise, including pre-creation, creation, op-
eration, and termination. The probability and impact of each
risk are then determined using fuzzy linguistic terms.

The authors in [49] proposed a risk assessment framework
for automotive embedded systems and demonstrated its via-
bility in an industry-use case. The framework begins with a
threat analysis to identify the assets and threats to those assets
before estimating their threat level and impact. In another
study, [50] presented a quantitative risk-assessment method-
ology for information technology outsourcing. The authors
introduced four major steps for the method: (i) identifying
the risks within the context of information technology out-
sourcing, (ii) collecting linguistic data about the likelihood
and impact of risks from experts’ opinions, (iii) multiplying
the likelihood and impact of each risk, and (iv) making action
plans to deal with it. However, despite the various existing risk
assessment frameworks, the specific attributes of eID systems
prevents the straightforward application of these risk assess-
ment methods to eID systems. In addition, many of these
frameworks focus primarily on general principles and guide-
lines, leaving users in need of more detailed implementation
information [51].
Research on cyber impacts: Various attempts have been
made to define the impact of cyberattacks on sociotechnical
systems. For example, to understand how impact manifests
within and outside of cyberspace, Agrafiotis et al. [28] pro-
posed five different taxonomy of cyber harms, namely: i)
physical or digital, ii) social and societal, iii) economic, iv)
reputation and v) psychological. The authors also presented
an initial set of metrics and methods to assess cyber harm
in national contexts. Similarly, the authors in [52] identifies
five impact areas that surround e-government projects: i) eco-
nomic, ii) political, iii) security, iv) societal, and v) technical
risk impact areas. In addition, the researchers in [49] identified
four impact areas for risk assessment in automotive embedded
systems: safety, privacy and legislative, financial, and opera-
tional. Even with the considerable research on cyber harm,
no previous study has investigated the key impact areas to
consider when evaluating the impact of risk on stakeholders
of eID systems.

8 Conclusion

eID systems are crucial for achieving political, economic, and
human development goals. They provide citizens with a means
to prove their identity and gain access to services, thereby sup-
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porting the reduction of societal inequality. In this study, we
posit that current risk assessments do not address risk fac-
tors for all key stakeholders, we explore this and analyse how
potential compromise could impact them each in turn. In ex-
amination of the broader impact of risks and the potentially
significant consequences for individuals, communities, and so-
cieties our framework considers a wide range of factors. So-
cial, economic, and political contexts in which these systems
were implemented are addressed and together provide a holis-
tic platform on which to better assess the risk to eID system.
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