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coregister a stack of multitemporal SAR images. It is based on the exploitation of the cross-
correlations in turn computed from each couple of cross-correlations (a.k.a. cross-cross-
correlations) of the extracted patches. By doing so, the method is capable of exploiting also
the respective misregistration information between the slaves during the estimation pro-
cess. In this respect, this methodology is applied to enhance the registration capabilities of
the constrained Least Squares (CLS) optimisation method, which instead does not account
for the reciprocal information related to the slaves. Several tests are performed on mul-
titemporal airborne-measured SAR data. Obtained results show the effectiveness of the
proposed algorithm in terms of achieved root mean square error for images affected by

respective rotations also in comparison with the CLS counterpart.
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1 | INTRODUCTION

applied solution to this issue consists in performing an image
coregistration procedure after the image formation process

Coregistration of multitemporal synthetic aperture radar (SAR)
images is one among the most important steps to be done
during the generation of interferograms or other SAR-related
products. As a matter of fact, when the acquisition process is
repeated over time or it is performed with multiple sensors, it is
expected that the acquired images differ somehow from each
other as a consequence of the different trajectories followed by
the platforms. Even the minor mismatch in trajectories can have
a significant effect on the position of the final scene represented,
thus affecting final SAR-related products. Therefore, a widely

[1-3]. Coregistration simply consists in aligning the images
(dubbed as slaves) with respect to that selected to be the master
in order to make each pixel in the couple master-slave refer to
the same scatterers in the physical scene.

Two main philosophies have been generally followed in the
open literature to achieve the image registration objective [4]:
the first family of methods, called feature-based, relies on the
identification of the so-called tie-points in the two images that
are then coupled to estimate the relative shift among them; the
other approaches, also referred to as area-based, exploit the
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misalighment information for instance embedded in the two-
dimensional (2D) spatial cross-correlation between uniformly
extracted patches in the master and slave. It is also worth
highlighting that the above mentioned approaches typically
perform a rigid translation in both range and azimuth directions
of the slave so as to match with its master followed by a
resampling of the pixels.

All the above considerations found application in many
methodologies and algorithms that have been developed in the
last decades [5-19]. Among them, the authors in Ref. [6] exploit
geometrical considerations as well as some additional infor-
mation (e.g orbital information) to perform an accurate regis-
tration of multitemporal and multibaseline images. Moreover, in
Refs. [7, 8], the displacement vector field is regularised using a
non-linear diffusion process to design frameworks that are
capable of providing robust and accurate registrations. Refer-
ences [9—13] are all based on the evaluation of the peak position
in the modulus of the 2D cross-correlation of the imagery. More
recently, some different methods resorting to a feature-based
approach have been also developed, for example, [20-28]. In
particular, the authors in Ref. [20] propose a feature-based
approach exploiting image segmentation and that benefits of
an outliers removal procedure. Moreover, also other methods
like [22, 26] propose advanced methods based on SIFT.

When dealing with a multitude of SAR images acquired at
different times, the coregistration is performed by setting one
image (typically the first acquisition) as the master and the
remainder as slaves. Then, each slave is separately coregistered
to the master without accounting for a respective displacement
with the other slaves. In this study, the idea is to perform a joint
estimation of the required parameters considering a unique
coregistration of all slaves to the master jointly accounting for
the respective displacements among slaves during the estima-
tion process. By doing so, the method is capable of providing a
more robust estimate of the involved quantities. Specifically, the
method extends the constrained least squares (CLS) algorithm
designed in Refs. [17-19] for rotated and translated images using
the information extracted from the cross-cross-correlations
(i.e., the cross-correlation with a couple of patches cross-cor-
relations) of the same patches centred in the identifying
extended targets/areas extracted from all images. Preliminary
results of the proposed joint coregistration method have been
published in Ref. [29]. Tests conducted using the multitemporal
Gotcha Volumetric SAR Data Set V1.0 show the benefits that
occur by using the proposed joint coregistration pipeline, which
is also in comparison with its standard one-by-one registration
counterpart.

1.1 | Notation

We use boldface lower case for vectors 2 and upper case for
matrices A. The kth entry of a is denoted by a(k), and the (k,
n)-th entry of A is denoted by A (k, 7). Then, diag (a) is the
diagonal matrix whose diagonal entries are the values in vector
a, whereas 0 and 1 are the vectors with all zeros and all one

entries, respectively. The symbols R and C denote the set of
real and complex numbers, respectively, and CEN s the
Euclidean space of (K x N)-dimensional complex matrices (ot
vectors if N = 1), whereas S is the set of N x N symmetric
matrices. The symbols ()T and (-)T denote the transpose and
conjugate transpose operators, respectively, while |-| and |||
are the modulus and Euclidean matrix norm, respectively. The
cutled inequality symbol > is used to indicate generalised
matrix inequality: for any A € CN, A > 0 means that A is a
positive semi-definite matrix. A44(4), ..., An(A), with 1,(A)
>...> AN(A), denote the eigenvalues of A€ s¥, arranged
in decreasing order. Furthermore, given B>0and A € SN, the
generalised eigenvalues of the matrix pair (A, B) are given by
4 (A, B =2; (B?AB™"?),i=1, ..., N. Finally, j = v/—1 is

the imaginary unit.

2 | MULTITEMPORAL SAR IMAGE
COREGISTRATION ALGORITHM

Let us consider the availability of K SAR images representative
of the same observed scene acquired at different time instants,
I(z) e CN k=0, ..., K -1, with z = x + jy the complex
variable describing the Cartesian coordinates x and y [30]. Let
us select, without loss of generality, the image indexed with
k = 0 as the master, that is I,,(z) € CMN, Consequently, the
remainders K — 1 images, I, (z) € CMN kp=1,..,K—1,are
denoted as slaves. By doing so, the effect of pixels translation
and rotation of a slave with respect to the master can be
defined as

Z—(Sk

g@:%( >+&®,

Ak

with Eg(2) denoting the kth error image accounting for noise
variations, image decorrelations, and different scattering prop-
erties. Moreover, 8 = &y, + 0y, is the complex displacement
describing the relative shifts, éx, and Jy,, of the generic slave
image with respect to the master in both x- and y-direction.
Finally, the complex scaling factor ag = yz exp [j0] is intro-
duced to account for both rotation (through the angle 6) and
the zooming effect (ruled by yp).

The aim of the procedure proposed in this study is to
provide an efficient solution in the estimation of the unknown
parameters, 0 € C and 6, € R, enforcing the absence of
zooming effect (i.e., setting y, = 1), for all the K — 1 slave
images. More precisely, the idea is to jointly estimate the
quoted parameters that are also accounting for the respective
misalignments between the slave images. In this respect, the
proposed method is based on the solution of the CLS problem
developed in Ref. [17], after a proper selection of the areas of
interest in the images as in Ref. [18]. More in detail, once the
patches from the master and slaves are extracted, a cross-cross-
correlation-based method, devised in Ref. [31] for the delay
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estimation for 1-dimensional signals, is applied to obtain all the
displacement fields for the slave images in the considered stack
with respect to the selected master.

The proposed algorithm is described by the functional
scheme as shown in Figure 1 whose main steps are detailed in
the following.

The starting input of the algorithm is the image selected to
be the master that is used to apply the procedure developed in
Ref. [18] to properly select the patches needed for the
displacement field evaluation. In particular, the method of Ref.
[18] applies a constant false alarm rate [32] detection scheme to
the entire image to detect strong reflective areas. The resulting
binary detection map is then improved thanks to a clustering
and false alarms cancellation procedure. In fact, the clustering
based on the use of an order filter allows to improve the shape
of the detected object/area exploiting the behaviour of the
neighbouring pixels of that under test. Meanwhile, the false
alarm cancellation, based on a median filter, is performed to
delete all noisy single detections belonging to the map. Once the
extended objects are definitely obtained in the master image,
their centroids are evaluated as their centre of mass. Then, for
each centroid in the master, a patch in its centre is extracted
from both the master and all slave images and all possible cross-
correlations between these cortesponding patches in the K
images are computed. The reason for performing the patch
detection only on the master image is twofold: from one side it
allows to reduce the computation burden with respect to
applying the detection process over more images. On the other
side, by doing so, the risk of losing a matching between patches
in each couple of image is mitigated. Additionally, the cross-
correlations between each couple of patch cross-correlations
are evaluated before constructing the overall displacement
field needed to solve the CLS problem as detailed in Section 2.1.
In fact, as shown in Ref. [31] for TDOA estimation, by

exploiting the additional information provided by the cross-
cross-correlation, it would be expected that the new method
performs better than the classic competitor in the presence of
correlated images and high-power noise. In fact, it is interesting
to observe that random errors arising in the estimation of the
cross-correlation peaks could be reduced since a higher number
of equations is employed in searching the pseudosolution of the
LS problem. Moreover, the fourth-order correlation can be also
seen as a filtering operation on the incoming images. Finally, the
procedure is repeated for each patch detected in the master and
extracted in all slaves. By doing so, the displacement field is
evaluated for each slave as the vector containing the single
displacements of each couple of tie-points in the master-slave
solving the overall cross-cross-correlations problem.

2.1 | CLS formulation and its solution

The CLS problem designed in Ref. [17] allows the registration
of a slave image I;(z) € CMN affected by rotation and shift,
to a master I,,(z) € N representative of the same
observed scene. To do this, the method needs to identify some
tie-points (described in Section 2.2) in both the master and
slave, here indicated as z; = (me + jym,1>, and §; = %7 + jYss
and [ =1, ..., L, respectively. Then, the displacement field
between them can be obtained as the solution of an over-
determined constrained linear system of L equations in 3 un-
knowns [17], that is,

az+6=¢, 1=1,...,L, (2)

where a = ye’ﬁ is a complex scalar factor accounting for
rotation, described by the rotation angle € and the zooming
factor y, and 6 = 6, + o, the complex displacement

K ( N
MASTER ( CFAR CLUSTERIZATION
SAR IMAGE > DETECTION & FALSE ALARMS
L CANCELLATION
;%)
PATCHES CENTROIDS
COORDINATES DETECTION
IDENTIFICATION /
|
/% \
- PATCHES ” CROSS-
SLAVE - EXTRACTION CORRELATIONS
SARIMAGES —————>

A

angles and shifts
estimations

CLS PROBLEM
SOLUTION

A

displacement fields

CROSS-CROSS-,

and
CONV-CROSS- FIGURE 1 Block scheme of the multitemporal
CORRELATIONS synthetic aperture radar images coregistration

algorithm based on the use of the cross-cross-
correlations.
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accounting for horizontal 6, and vertical &, displacements,
respectively. Equivalently, Equation (2) can be expressed in a
matrix form as

. . 2
{argngnnAp— diag (WZI° o

s.t. pilDp—1=0

where p=[a,8]” is the vector containing the unknown pa-
rameters, and &= [{}, .. ,CL] the measurement vector con-
{1 of the displacement field
expressed with respect to the reference system centred at the

taining the coordinates {7y, ...,

image centre. Note that in Equation (3), the weighting vector
w=[w,..., wL]T is also considered to differently weigh the
impact of each extracted patch in the IS problem." Finally,
A = diag (W)Z, with

the L X 2 matrix containing the complex coordinates of the
tie-points in the master image and

o-[s 4

the constraint matrix in the CLS problem.

As demonstrated in Ref. [17], an optimal solution to
Problem (3) can be found resorting to the theory of Ref. [33].
Therefore, assuming that the matrix A is a full column rank,
the optimal solution to the CLS is

p* = (ATA + D)™ Aldiag (w)C, (4)
with /3 solution of p(f) =0, €T C R, and ¢(f) = p'Dp — 1.

The interval Z consists of all 8 for which ATA + BD is positive
definite, which implies that

e (S ) ¥

The interested reader can refer to [17] for additional details.

2.2 | Displacement field evaluation
thorough the use of cross-cross-correlations

A standard procedure to estimate the displacement field (i.e.,
the values &, [ =1, ...,
form Problem (3) consists in evaluating the position of the

L, contained in the vector &) used to

'Note that, for all the analyses reported in this paper all equal weights are used, that is,
w = 1. Nevertheless, the optimal selection of the weights (e.g., depending on the image
coberency) will be investigated in future works.

peak in the magnitude of cross-correlation between corre-
sponding patches in the master and slave as

B},fc]k:argnylgcx{|607k(y,x)}}, k=1,...K-1. (6)

where
M-1 N-1
GOk Y, x Z PO PZ(Wl—y,?’Z—X),
m=0 n=0

—(N=-1)<y<M-1),
-(N-1)<x<(M-1)

is the spatial cross-correlation of the quoted couple of patches
P, and Py, in the master and kth slave, respectively. Note that,
in the prevlous equations we have omitted the subscript s to
indicate that x and y are the displacement in the x- and y-di-
rection of the patch associated to a slave image.

Beyond the classic cross-correlation G evaluated with
respect to the master, it is possible to consider all possible
couples of images (discarding the auto-correlation). In this
case, the total number of possible combinations of K images is
Q = (K* — K) /2. Additionally, it would be useful to derive the
cross-correlation and convolution (say conv-cross-correlation)
between each couple of images of cross-correlations, in order
to obtain T = K*/4 — K*/2 — K%/4 + K/2 combinations.

The cross-cross-correlation and the conv-cross-correlation
(also denoted as flipped cross-cross-correlation) can be,
respectively, defined as

M+N—-1 M+N-1

> Y G096, (r-rpx-n)

Cinlp (ﬂw Px) =

y=0 x=0
~-M+N-1)<p,<M+N-1),
~-M+N-1)<p, <(M+N-1),
i,hl,p=0,...K—1(h>iandp>1),
(8)
and
M+N—-1 M+N—1
Fiblp (pyapx) ZO ZO Gy, ya Glp(/)y = Px _x)7
y x

- (M+N-1)<p,<(M+N-1),
~-M+N-1)<p, <(M+N-1),
i,hl,p=0,...K—1(h>iandp>I).

©)

The apex of the magnitude of the cross-cross-correlation,

| Ciptp (Py> Px) | should be at the index

i = 9 = 0+ s i = Xy = 31+ %),

95UB01 7 SUOLULLOD A1 3[cfedl dde au Aq pauenob a2 saoiie YO ‘SN J0 S3|NJ 10) ARIqITaUIIUQ AB]1M UO (SUO T PUOO-PUR-SLLLIBY WD A3 1M A eI 1[BU 1 [UO//STY) SUOIPUOD PUe SWLB | 8U 39S *[Z02/€0/70] U0 AfeidiTauliuO 48] ‘apAjourens JO AisAIIN AQ £6v2T ZUSI/6Y0T OT/I0p/W0d A | 1M Ale.d 1 |Bul U0 4o Jessa e //:SanY Wy papeo|umod ‘T ‘vZ02 ‘26/8TSLT



202 |

GARCIA ET AL.

while that of | Fy, (), px) | should be at the index
b’i =V TV = YV, Xi —Xp %) —xp].

Hence, we can estimate the K — 1 displacements in the MMSE
sense solving the overdetermined system made by the 7 equa-
tions, consisting of the linear combination of the 2(K — 1)
unknowns (i.e., K — 1 unknowns for each x- and y-coordinate)
equal to the index of the maximum of the standard and flipped
cross-cross-correlations considered in Equations (8) and (9),
that is,

[yi —Jbh = erpvxi —Xp — X| erp] = [ﬁy?/_)x] iblp (10)
iL,hlp=0,...K=1(h>iandp>]),

and
(i = Vb + V1 = Vpr Xi — X+ % — X, | = [ﬁwﬁx} w (1)
L,hlp=0,...K—1(h>iandp>1),
where
[ﬁy,ﬁx] by argrpr}};f{‘Cith (/Jy,ﬂx) } (12)
and

[by,bx} - argr;;;f{‘ﬂup (py,px) ‘ } (13)

Resorting to a compact matrix form, Equations (10) and
(11) can be rewritten as

MU =&, (14)
with

o4 X1
U=y x]=| : Eol (15)

YK-1  XK—-1

&= [py,px:|

pymoz pxﬂmz

_ — (16)
_ Pyig—yk-n®-ak-1  Prx-sm-n-2c-n
pymoz pxﬂmz
_py<K—3><K—1><K—2>LK—1> px(K—SJ(K—l)(K—ZJ(K—I) i

The model matrix M of size T x (K — 1) depends only on
the number of multitemporal SAR images K and comprises
several null elements and some non-zero elements equal to &1

and £2. More specifically, the values 1 are related to mea-
surements where an image is involved in a single operation, for
example, one cross-correlation. Whereas, the values £2 are
related to measurements where an image is involved twice, for
example, in both the cross-correlations used in the cross-cross
(for readers ease, more details on how to construct the model
matrix as well as some practical examples are reported in
Appendix 6). For this reason, it can be computed and a-priori
stored reducing the computational complexity in real-time al-
gorithms. In fact, the solution to (14) is obtained through the
pseudo-inverse of M, that is,

7. %] = U= (M"M)" M= (17)

Finally, repeating the procedute for all the L patches, the
entties of ¥ and X are used to construct the displacement field
of each slave, é'd) and /=1, ..., L, needed for the rotation angle
and displacement estimation in Equation (3).

Algorithm 1 shows the pseudo-code that summarises the
main steps involved in the proposed cross-cross-correlation-
based procedure for joint displacement fields estimation.
This procedute is hence tepeated L times for each patch
detected in the master.

Algorithm 1 Pseudo-code for the proposed
framework for displacement fields evaluation

1: Input: Extracted patches from master P,
and slave images P;,, k=1, .., K- 1;

2: Output: Estimated displacement fields
associated with all the slave images
9.%].

3: Model Matrix Definition

4: Compute the model matrix Mof size T X
(K=1);

5: Measurements Acquisition

6: Evaluate the cross-correlationestimates
through Equation (7) for each couple
master-slave and for all the extracted
patches;

7: Compute the cross-cross- and conv-cross-
correlations through Equations (8) and
(9) for each couple of cross-correla-
tions;

8: Perform the measurements of the peaks'
positions of the cross-cross-
correlations and its flipped version
through Equations (12) and (13) and store
them in the matrices [ﬁy,ﬁx} ihlp and
[bw bx] ihip’

9: Construct the measurements matrix B
through Equation (16).

10: Solutions Computation

11: Compute the solution with the pseudo-

inverse of Mthrough Equation (17).
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2.3 | Outlier equation cancelation

Once the displacement field is obtained through Equation (17),
and consequently, Problem (3) is formalised, the set of equa-
tions in it contained can be refined by means of the application
of the iterative outlier cancelation procedure developed in Refs.
[18, 19]. More precisely, this framework firstly evaluates the
absolute error for each entry of the estimated parameters
vector P, namely

€= |Ap — diag (w){], (18)

with |-| the absolute value of each element in its vector
argument. Then, it rejects all equations that share errors higher
than a threshold set according to the so-called median absolute
deviation criterion [34, 35]. Finally, the resulting system of the
equation (characterised by having a reduced size) is solved to
recover the final solution [18, 19].

3 | PERFORMANCE ASSESSMENT

This section is aimed at assessing the performance of the pro-
posed method for the joint coregistration of multitemporal SAR
images. Tests are conducted on the challenging full-polarimetric
Gotcha Volumetric SAR Data Ser V1.0 [36], characterised by
having a full azimuth coverage and eight different elevation
angles with images acquired at different time instants. The
sensor used for the acquisitions is located on a plane and
operates at a carrier frequency of 9.6 GHz with a wide band-
width of 640 MHz. The observed scene is a car parking con-
taining several civilian vehicles (cars, forklift, and tractor) and
also calibration targets. For the conducted study, the aperture
was divided into azimuth sub-apertures of 4°, providing
approximately equal range-azimuth resolution cells of 23 cm. By
doing so, the resulting dataset comprises 90 images (looks) of
501 x 501 pixels for each of the 8 circular passes (different
elevations) in the four polarisations (viz., HH, VV, HV, VH). To
better understand the observed scene, Figure 2 depicts the span
(expressed in dB) of the full-polarimetric Gotcha SAR image at
0 — 3° in azimuth.

In the next tests, without the loss of generality, we focus on
the HH polarisation, considering all eight passes of acquisition
once the azimuth angle has been fixed; then, the master is
chosen to be the image at pass 1, whereas the slaves are those
from pass 1-7. Since the Gotcha images provided are already
registered to each other, in the devised tests, each slave is
clockwise or counterclockwise rotated by an angle 6, k& = 1,

.., K — 1, followed by a nearest neighbour interpolation to
compensate the non-integer translation of the pixels.

The analyses are conducted considering as the figure of
merit the root mean square error (RMSE) of the estimated

angles
/ 112
RMSE = [E[HO—O }, (19)
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FIGURE 2 Span (dB) of the full-polarimetric Gotcha synthetic
aperture radar image at 0° azimuth.
where 8 = [0, ..., 97]T is the vector containing the seven an-

gles to estimate, whereas @ is the vector containing their esti-
mates. Now, because of the lack of a closed form expression for
the RMSE, it is numerically evaluated by resorting to the Monte
Carlo simulation procedure. More precisely, at each Monte
Catlo trial, 2= 1, ..., M, (with M, the numbert of runs), each slave
image is rotated by an angle O, £ =1, ..., 7, randomly chosen in
the interval [-2°,2°].

The first test aims at empirically evaluating the optimum
choice for the patch size. In fact, the size of the patches
extracted from the imagery will directly have an impact on the
final coregistration performance. This size can be a-priori set
based on considerations about the overall image extent as well as
the size of targets that are expected to be in it contained. Hence,
Figure 3 shows the RMSE (expressed in °) versus the patch size,
having considered, without the loss of generality and square
shaped patches. The curves are related to the sequence of eight
images for three different azimuth angles, viz. 0°, 176°, and
356°. Moreover, the RMSE is evaluated over a total of M. = 100
Monte Carlo runs chosen from the true rotation angles as
described above.

As expected, the three curves show a coherent behaviour of
each other. In fact, the RMSE is higher when the patch size is
chosen to be very small (in this case, possible extended targets
are spread over more patches) and also when it is chosen to be
too much large (in this case, more than one target could be
contained in the same patch). In particular, from the graph, it
can be assured that the optimal patch size for these images is
between 18 x 18 and 32 X 32 pixels.

For the above mentioned reason, in the successive tests, we
set the patch size equal to 25 X 25 and 30 x 30 pixels.
Therefore, Figures 4 and 5 compare the proposed method,
indicated as joint CLS (JCLS), with the CLS of Ref. [18] by
evaluating their achieved RMSE values for each slave image.
The tests are again conducted for the same settings as in the
previous analyses with the results achieved for the three
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different azimuth angles (viz. 0°, 176°, and 356°) as shown in
the respective subplots.

The graphical bars emphasise the superiority of the JCLS
in jointly estimating the involved rotation angles. In fact, even
if for some specific images the RMSE of the JCLS is slightly
higher than that of the CLS, it gains much more for the
others. In fact, the RMSE values shown by the JCLS are
mostly homogeneous, whereas those of the CLS are strongly
unbalanced. Therefore, we can conclude that the JCLS tends
to mitigate the rotation angle estimation performance error to
provide a more balanced situation for the involved image

stack.
3.1 | Master image and number of slaves
selection

For a further evaluation of the most favourable choice for the
patch size and the minimum number of slave images needed,
the experiment is repeated by choosing the images from
acquisition passes 0—7 to be the master images, as well as
choosing different number of slave images for each experiment.
This test allows also to show the robustness of the proposed
framework with respect to which image is selected to be the
mastet.

The behaviour of the curves obtained is consistent with the
first experiment, where the master image was the one from
acquisition pass 1, and the rest acquisition images were chosen
to be the slaves. The RMSE decreases as the patch size increases
until the optimal patch size is reached, increasing again there-
after. Figure 6 shows the evolution of the RMSE, in degrees,
versus the patch size when the master is the image from pass 1
with three different number of slaves configurations. The
RMSE becomes smaller as the number of slaves grows, the
maximum values are going from 2.95° when only one slave is
taken into account, to 2° when 6 slaves are considered.
Compared to the results shown in Figure 3, the difference is

image index
(b) azimuth 176°

0.25

0.2

image index
(c) azimuth 356°

FIGURE 4 Root mean square error (°) for each slave of the JCLS and
constrained least squares algorithms. The patch size is set to 25 X 25 pixels
and subplots refer to 8 synthetic aperture radar images acquired at eight
different elevations (marked by the image index). Moreover, three different
tests are conducted fixing the azimuth angles to (a) 0°, (b) 176°, and

(c) 356°. A total of 100 Monte Catlo runs is performed randomly selecting
the rotation angles in the interval [—2°, 2°].

quite noteworthy. The RMSE when 7 slaves are considered,
when the patch size is between 25 X 25 and 30 x 30, is under
0.5°. This behaviour has been proven to be uniform across
experiments performed over the 8 acquisition passes.
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FIGURE 5 Root mean square error (°) for each slave of the JCLS and
constrained least squares algorithms. The patch size is set to 30 X 30 pixels
and subplots refer to 8 synthetic aperture radar images acquired at eight
different elevations (marked by the image index). Moreover, three different
tests are conducted fixing the azimuth angles to (a) 0°, (b) 176°, and

(c) 356°. A total of 100 Monte Catlo runs ate petformed randomly by
selecting the rotation angles in the interval [—2°, 2°].

It can be concluded that the number of slaves cannot be
reduced without compromising the performance of the algo-
rithm. This is not surprising observing that the JCLS algorithm
experiences a wide reduction in the number of equations as the
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FIGURE 6 Root mean square error (°) versus the patch size for three
configurations of the Master image (at pass 1) and different number of slaves
acquired at different azimuth angles, 0°, 176°, and 356°. (a) shows the result
for a single slave image, (b) the evolution with 4 slave images, and (c) the
result for 6 slave images. A total of 100 Monte Carlo runs are performed
randomly by selecting the rotation angles in the interval [—=2°, 2°].

number of slave decreases. From Figure 0, it can be seen that
the optimal patch size lies around 30 X 30 pixels, in accordance
to the results shown in Figure 3.
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FIGURE 7 Root mean square error (°) versus the patch size for three
configurations of the Master image (at pass 4) and different number of slaves
acquired at different azimuth angles, 0°, 176°, and 356°. (a) shows the result
for a single slave image, (b) the evolution with 4 slave images, and (c) the
result for 7 slave images. A total of 100 Monte Carlo runs are performed
randomly by selecting the rotation angles in the interval [-2°, 2°].

To show the consistency of the results of the experiments
over different configurations of the master image and number
of slaves, three different examples are presented next. In
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FIGURE 8 Root mean square error (°) versus the patch size for three
configurations of the Master image (at pass 6) and different number of slaves
acquired at different azimuth angles, 0°, 176°, and 356°. (a) shows the result
for three slave images, (b) the evolution with 5 slave images, and (c) the result
for 7 slave images. A total of 100 Monte Carlo runs are performed randomly
by selecting the rotation angles in the interval [-2°, 2°].

Figure 7, the case where the master image is taken from pass
number four is shown for 3 different number of slave images.
Results are presented for one, four, and seven slave images. It
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FIGURE 9 Root mean square error (°) versus the patch size for three
configurations of Master image (at pass 8) and different number of slaves
acquired at different azimuth angles, 0°, 176°, and 356°. (a) shows the result
for two slave images, (b) the evolution with 6 slave images, and (c) the result
for 7 slave images. A total of 100 Monte Carlo runs are performed
randomly by selecting the rotation angles in the interval [-2°, 2°].

can be seen that the RMSE (°) decreases as the patch number
becomes bigger until it reaches the optimal patch size, and at
around 30 x 30 pixels, it then increases again. The same trend

as before is observed when taking into account the different
number of slave images selected. The RMSE decreases as the
number of slaves increases.

The second example can be seen in Figure 8, where the
image from pass 6 has been taken as the master image. Again,
the results follow a similar trend, obtaining lower RMSE (°) as
the number of slaves increases and reaches the optimal patch
size at around 30 X 30 pixels. In this case, the number of slave
images is chosen to be three, five, and seven. For the last
example, depicted in Figure 9, the image from the last pass has
been taken as the master image, and two, six, and eight slaves
have been chosen to illustrate the three different cases. Once
again, the three graphs present a similar behaviour compared
to the examples seen before: as the number of slaves grows,
the RMSE decreases, and for the three cases, the optimal patch
size is around 30 X 30 pixels, which is consistent with all the
experiments performed.

4 | CONCLUSIONS

This paper has focused on the design of new coregistration
algorithm for multitemporal SAR images. The core of the
devised method is the joint estimation of the registration pa-
rameters for all slave images, namely accounting at the design
stage the respective displacements between slaves. Based on
the exploitation of the cross-cross-correlations, the derived
method is capable of ensuring a more robust behaviour of the
registration algorithm for all the involved slave images in the
considered stack. Additionally, the method can be considered a
fast-algorithm thanks to the closed-form solution of the
pseudo-inverse of the model matrix and the fast computation
of the cross-correlation by means of the exploitation of the
properties of the fast Fourier transform. Results conducted on
airborne real-recorded data have demonstrated the validity of
the devised model, which is also in comparison with its
counterpart non-accounting for a joint registration. Possible
future research tracks might regard tests of the developed
framework also on spaceborne SAR data.
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APPENDIX

Al |
correlation model matrix construction

The model matrix M of size T X (K — 1) can be constructed
following the procedure described in [31]. It starts considering

Detailed procedure for cross-cross-

all possible cross-cross-correlations Gy, that are sequentially
re-numbered by the index » with 1 < » < T/2. The four cor-
responding vectors of size 7/2, I, L, L, and I, containing
respectively the values assumed by the indices z, b, p associated
with the 7th cross-cross-correlation, are hence introduced.
Then, starting from M= 0, the (7, ¢)-th element of Mis obtained
adding 41 if ¢ = L;(#) ot ¢ = Ly(r) and —1 if c = L(7) or ¢ = Li(1).
The same four vectors of indices are used for the flipped cross-
cross-correlations  Fy, = Gy to fill the elements T/
2 4+ 1 <7 < T of M, after switching the rule by adding +1 if
c=1() ot c = L(7), and —1if c = L(¥) ot ¢ = 1,(7).

In the following, some numerical examples are reported to
help the reader in understanding the above procedure. In
patticulat, assuming the availability of K = 3 SAR images, the
resulting Q = 3 cross-correlations are { Gy, Goz, G2} Then,
the T = 6 normal and flipped cross-ctoss-correlations are
{Co102; Cot12, Co212} and { For02, For12, Foo12 }, respectively. As
a consequence the four vectors containing the subscripts of C
and F are

0 0 2
11 =10 , 12: 1 , 13: 1 ; and 14: 2
0 2 1 2

Applying the above-described procedure, the 6 X 3 model
matrix results to be equal to

-1 1
-2 1
-1 0
M= -1 -1
0 -1
1 =2

Similarly, for K = 4 SAR images, thete atre Q = 6 ctoss-
COI‘tClatiOl‘lS, that is, {Gm, Goz, Gof,, G12, G13, Gm} As a
consequence I = 30 (i.e., 15 cross-cross-correlations and 15

flipped cross-cross-correlations). Hence, the four index vectors
of size equal to 15 are

11 ; and 14 =

I
L e leoNeBoNeoEeB oo el el el o]
~
N
I
~
(8]
I
MY, NP, P, NP, R, O, -, O O
L L LW LW W DN LW WDN W WL WDN WD

WD LWL WNDNDNDDN P~ P~

T
L
T
L
T
L
T
L

Again, applying the above-described procedure, the 30 x 4
model matrix results to be equal to

=1 1 07
-1 0 1
-2 1 0
-2 0 1
-1 -1 1
0 -1 1
-1 0 0
-1 -1 1
0 -2 1
-1 1 -1
-1 0 0
0 -1 0
0o -1 1
1 -2 1
1 -1 0

M=1_1 1 o
-1 0 -1
0 -1 0
0 0 -1
-1 1 -1
0 -1 -1
1 =2 0
1 -1 -1
0 0 -1
1 -1 -1
1 0 =2
0o 1 =2
2 -1 -1
1 0 -1

1 1 =2
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