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A B S T R A C T   

Insiders have the potential to do a great deal of damage, given their legitimate access to organisational assets and 
the trust they enjoy. Organisations can only mitigate insider threats if they understand what the different kinds of 
insider threats are, and what tailored measures can be used to mitigate the threat posed by each of them. Here, 
we derive VISTA (inclusiVe InSider Threat tAxonomy) based on an extensive literature review and a survey with C- 
suite executives to ensure that the VISTA taxonomy is not only scientifically grounded, but also meets the needs 
of organisations and their executives. To this end, we map each VISTA category of insider threat to tailored 
mitigations that can be deployed to reduce the threat.   

1. Introduction 

Employees can cause security breaches, compromising the CIA 
properties of an organisation’s information (confidentiality, integrity, 
availability), either accidentally or deliberately. This is why they are 
commonly referred to as ‘insider threats’ [1,2]. The threats constituted 
by insiders are increasing, challenging to detect, and difficult to mitigate 
[3]: a so-called ‘hard problem’ [4]. Bitglass [5] discovered, in 2020, that 
61 % of companies they surveyed had suffered an insider threat event in 
the previous 12 months. Moreover, Kaspersky found that while 
cyber-attacks caused 23 % of data leakages, employees caused 22 % [6]. 

‘Insider threats’, especially those emanating from insiders who set 
out deliberately to harm the organisation, have existed since the 
beginning of organised societies. There have always been individuals 
willing to betray their group’s trust, driven by a variety of motivations. 
One of the earliest documented examples of an insider threat in a po-
litical context is the story of Ephialtes of Trachis, described by Herodotus 
in his ‘Histories’. Ephialtes was a Greek who betrayed his country during 
the Battle of Thermopylae in 480 BC by showing the Persian army, led by 
King Xerxes, a secret mountain path that allowed them to outflank the 
Greek forces led by King Leonidas of Sparta. As a consequence, the 
Greeks suffered a significant defeat, and Ephialtes’ actions had a major 

impact on the course of the Greco-Persian Wars. While Ephialtes wasn’t 
an ‘employee’ in the modern sense; his betrayal can be considered an 
early example of an insider threat because he used his knowledge of the 
local terrain to undermine his own people’s defence. 

In the Middle Ages, when the concepts of ‘employee’ and ‘employer’ 
became more pronounced towards the Renaissance and the Age of Dis-
covery period, ‘insider threat’ events were documented more frequently. 
For example, Finney [7] highlights one of the oldest insider threat 
events, in 1456, when a man called Gutenberg had the deeds of his 
innovative printing business stolen by an insider, one Peter Schöffer, so 
that Peter’s father-in-law could claim the company. Many centuries 
later, in the cyber era, the insider threat poses a headache to those trying 
to secure organisational information and systems [8–10]. As Hayden 
[11] put it in 1999, “Today’s Information Systems (IS) provide enormous 
leverage and access to vast amounts of sensitive, unclassified, and classified 
mission critical data. The potential for abuse is obvious” (p.4). 

Insiders have all the requisite knowledge about internal systems and 
their topology, and also have legitimate access to sensitive and valuable 
information assets [12,13]. As such, they are able to do far more damage 
than outsiders [14,15]. In 2023, Rosenthal [16] estimates the average 
cost of an insider threat incident to be $11.45 million, up from $8.76 
million in 2018. Organisations are justifiably concerned about this 
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threat [17], because insiders can threaten their survival. 
In formulating the most effective mitigations to the insider threat, it 

behoves us to consider what other domains do. For example, the field of 
education advocates tailored instruction to meet the specific needs of 
each learner [18]. Medicine, too, aims to predict, prevent, and treat 
illnesses according to the individual’s needs [19]. Heathrow airport has 
experienced great success by tailoring their cybersecurity training to the 
needs of individual staff members [20]. Matching effective insider threat 
mitigations to the characteristics and motivations of the insider seems 
equally advisable. As such, we should aim to apply the most effective 
intervention, to target each particular insider threat type, at the right 
time. To achieve this, an inclusive taxonomy of insider threats enables 
cognizance of the full range of insider threats, what motivates and 
causes them, and how each different threat type can be mitigated. This 
empowers organisations in formulating tailored prevention and 
response strategies [21]. 

Section 2 defines insiders and the insider threat and justifies the 
derivation of yet another taxonomy, given the existence of others in the 
research literature. We then explain how the VISTA insider threat tax-
onomy was derived. Section 3 outlines mitigation options from the 
research literature that can be used to ameliorate the full range of insider 
threats. Section 4 discusses the paper’s findings, and Section 5 
concludes. 

The contributions of this paper are:  

• Justification for a more inclusive taxonomy, based on a survey of C- 
Suite1 executives, summarised in Table 1.  

• VISTA, an inclusive taxonomy of human insider threats, visualised in 
Fig. 4.  

• Tailored mitigation measures to address each different category of 
insider threat most effectively (Table 3 explained in Section 3 and 
demonstrated in Table 4 in Appendix A). 

2. Insiders, insider threats & VISTA 

2.1. Definitions 

“Insiders” are defined by the Cybersecurity & Infrastructure Agency 
(CISA) [22] as: “any person who has or had authorized access to or 
knowledge of an organization’s resources, including personnel, facilities, in-
formation, equipment, networks, and systems”. The ‘insider threat’ is 
defined by CISA as: “the threat that an insider will use his or her authorized 
access, wittingly or unwittingly, to do harm to the Department’s mission, 
resources, personnel, facilities, information, equipment, networks, or sys-
tems”. While comprehensive, this definition is perhaps not nuanced 
enough to help organisations to understand all the different kinds of 
insiders, and the mitigations that will reduce each threat. 

Insider threats, and their causes, are heterogeneous. It is to be ex-
pected that effective threat reduction mitigations for one kind of insider 
would be less than effective in mitigating another kind. For example, if 
the threat is rooted in ignorance of security practices, the mitigation is 
better training. If the threat is rooted in noncompliance or negligence, 
interventions need to be designed to improve compliance, but these 
same mitigations are unlikely to sway malicious insiders. Whistle-
blowers, by contrast, do not cause harm either accidentally or mali-
ciously. They act based on an inner commitment to society and feeling 
they need to expose unethical practice. Whistleblower-tailored mitiga-
tions should address the issues within their organisation that might 
cause a whistleblower to act. 

Table 1 
Overall topic mapping emerging from C-suite professionals survey.  

Topic 
# 

Description Topic summary Top 5 
keywords 

Topic 
1 

Limitations of 
Current Taxonomies 

This topic discusses the 
shortcomings and limitations 
of existing taxonomies in 
capturing the full range and 
complexity of insider threats. 
It emphasizes the need for 
improvement in addressing 
unintentional insider 
threats, errors, oversights, 
and the multifaceted nature 
of insider behaviors. 

shortcomings 
limitations 
capturing 
complexity 
threats 

Topic 
2 

Unintentional Insider 
Threats 

This topic focuses on the 
category of insider threats 
that arise from 
unintentional actions, 
mistakes, lack of training, 
or negligence. It highlights 
incidents such as employees 
unknowingly compromising 
security, falling victim to 
scams, mishandling sensitive 
data, or making errors due to 
inadequate cybersecurity 
awareness. 

unintentional 
mistakes 
training 
negligence 
cybersecurity 

Topic 
3 

Incomplete Coverage 
of Insider Behaviors 

This topic addresses the 
incomplete representation of 
insider behaviors in current 
taxonomies. It suggests the 
inclusion of insiders who 
act out of personal 
convictions, ideological 
reasons, convenience, or to 
save effort. It also highlights 
the importance of 
considering insiders who 
intentionally or 
inadvertently bypass security 
measures, compromise 
systems, or exploit 
vulnerabilities. 

personal 
motivations 
vulnerabilities 
exploit 
behaviors 

Topic 
4 

Need for 
Comprehensive & 
Adaptive Approaches 

This topic emphasizes the 
need for comprehensive and 
adaptive approaches to 
insider threat management. 
It discusses the evolving 
nature of threats, the 
importance of adapting 
strategies to changing risk 
factors, and the need for 
customization based on 
individual organizations’ 
threats and security needs. 

comprehensive 
adaptive 
evolving 
customization 
organizations 

Topic 
5 

Insider 
Threats 
from 
Ex-Employees 

This topic specifically 
focuses on the risks posed by 
ex-employees who exploit 
their past affiliations and 
insider knowledge to cause 
harm or compromise 
security. It highlights the 
importance of considering 
this category of insiders in 
threat assessments and 
response strategies. 

ex-employees 
affiliations 
knowledge 
harm 
security 

Topic 
6 

Insider Threats due to 
Poor Security 
Awareness and 
Training 

This topic emphasizes the 
significance of insufficient 
security awareness and 
training in contributing to 
insider threats. It suggests 
the inclusion of insiders who 
unintentionally or 
unknowingly compromise 
security due to a lack of 
knowledge, awareness, or 

security 
awareness 
knowledge 
awareness 
cybersecurity 
protocols 

(continued on next page) 
1 Corporate officers who have "chief" in their job titles: e.g.,chief executive 

officer, chief operating officer, or chief financial officer. 
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2.2. Insider threat examples 

Sometimes, people infiltrate an organisation specifically to carry out 
industrial espionage [23,24] or to engage in sabotage [13], so these 
insiders pose a threat from the outset. Other insiders are threats due to a 
number of psychological indicators, which have previously been 
implicated in malicious insider behaviours of this kind [25–28]. For 
example, Aldrich Ames, the KGB double agent who was convicted of 
espionage, was said to have suffered from narcissistic personality dis-
order and Robert Hanssen, ex-FBI agent who spied for Soviet and 
Russian intelligence services, was said to lack a conscience [29]. Spot-
ting these can help an organisation to detect insider threats [30]. 

Our very humanity could also make us an ‘insider threat’. On the 
other hand, some insiders engage in effort minimisation [31,13] with 
adverse consequences. For example, the UK’s National Health Service 
was fined in 2012 when some of their discarded drives were sold on eBay 
with patient information on them [32], pointing to a lack of care in 
ensuring that the drives were wiped before discarding them. 

On the other hand, employees can also ‘flip’ from being benign to 
being an insider threat [33], sometimes as a result of their perception of 
managerial actions toward them [13,34], but also as a result of organ-
isational behaviour that they consider unethical or unlawful [35,36]. 
Organisations could behave contrary to ethical and legal norms and this 
might lead to an external whistleblowing event [37–40]. Examples are: 
Snowden (NSA) [35], Jackson (Ventavia) [41], Haugen (Facebook) 
[42], and Peter Rost (Pfizer) [43]. 

The organisation’s culture, atmosphere, or management style could 
also cause people to become insider threats. Employees could feel burnt 
out by overwork or aggrieved at organisational injustice [9,29,33, 
44–47] Disgruntlement is one of the biggest insider threat triggers [10, 
13,48–54]. For example, EnerVest IT Administrator Ricky Joe Mitchell 
heard that he was going to be fired. He reset the company’s servers to 
their original factory settings, disabled cooling equipment for EnerVest’s 
IT systems and deleted PBX system info [55] essentially halting organ-
isational functioning. Some insiders perpetrate acts for personal gain, 
some out of a desire to harm the organisation. Some harms are delib-
erately inflicted; others are incidental (occurring as a consequence of the 
insider behaviour, but not being the primary goal of the person’s 
actions). 

These examples demonstrate that insider threats differ fundamen-
tally in terms of knowledge, compliance motivation, intention, volition, 
and goal. As such, it makes sense to derive an attribute-based taxonomy 
of insider threats so that we can formulate tailored mitigation strategies 
to address all the different kinds of insiders to maximise effectiveness of 
organisational efforts in this respect. In the next section, we elaborate. 

Note that the term “taxonomy” (from the Greek “taxis” (arrange-
ment) and “nomia” (method)) is recognized for its use in biology, where 
it is the method for classifying organisms that share characteristics 
(called genus and species) but is also widely applied to the classification 
of discreet instances of other conceptualized entities. Typology, on the 
other hand, is the study of types and may refer to classifications in lin-
guistics, psychology, statistics, and many other disciplines. It could 
easily be applied to our framework as well, as it refers generally to 
putting things into types. Ontology, another related term, refers to a set 
of categories within a domain that shows their properties and the re-
lations between them, but we do not explicate in detail any such re-
lationships. Doty and Glick [56] suggest that typologies represent 
conceptual classifications, whereas taxonomies are classification sche-
mas based on observable characteristics. We choose here to adopt the 
widely-recognised and widely-used term “taxonomy” to label our 
framework to provide greater clarity and contribution. 

2.3. Why yet another taxonomy? 

Glass and Vessey [57] explain that taxonomies help to organise and 
structure knowledge within a field. This, in turn, enables researchers to 
appreciate and investigate relationships between concepts. In other 
domains, taxonomies are successively refined as new insights are 
gained. For example, for many years, primate taxonomies did not 
include Bonobos, but when primatologists realised that they were not 
‘small chimpanzees’, a new taxonomy was developed to acknowledge 
this [58]. One area with a prolific number of taxonomies is the behav-
ioural change field [59]. Michie et al. [60], in justifying their new tax-
onomy, argues that it ‘extends the scope and improves the reliability’ of a 
previously-published behaviour-change technique taxonomy by 
Abraham and Michie [61]. Hence, it is common for taxonomies to evolve 
as new insights are gained and it is likely that insider threat taxonomies 
will continue to evolve. 

When we contemplate insider threats, a number of taxonomies and 
typologies have been formulated (for reviews, see Salem et al. [62], 
Hunker and Probst [63], Azaria et al. [64], Abdallah et al. [65], Sanzgiri 
and Dasgupta [66], Ophoff et al. [67], Homoliak et al. [2]). These offer 
insights into the domain of interest but may not address emerging 
threats and other perspectives due to a number of factors, including the 
following: 

Factor 1: Inadequate (Uni-dimensional) classification: While 
some recent attempts have been made to propose a topological 
framework with more than one dimension (see, e.g., [68]), the ma-
jority of traditional taxonomies categorise insider threats as either 
malicious (e.g., [25,50,62,69–71]) or non-malicious/ unintentional 
(e.g., Greitzer et al. [72], Wall [73], Reason [74]). These two cate-
gories are insufficiently fine grained to address the full spectrum of 
insider threats. Our taxonomy thus applies a multi-dimensional 
approach to understanding insider threats, which helps us better 
understand and mitigate these threats. 
Factor 2: Evolving technologies: The rapid advancement of tech-
nologies, such as artificial intelligence (AI), machine learning, and 
the Internet of Things (IoT), has created new opportunities for in-
sider threats (e.g., Shi et al. [75]). These technologies, while bene-
ficial, can also be exploited by malicious actors to compromise 
systems and steal valuable data. VISTA, proposed in this paper, ad-
dresses the potential vulnerabilities that these technologies present 
and the methods insiders use to exploit them. Previous taxonomies 
were formulated before the advent of generative AI tools e.g., 

Table 1 (continued ) 

Topic 
# 

Description Topic summary Top 5 
keywords 

understanding of 
cybersecurity protocols.  

Topic 
7 

Insiders Misusing 
Privileges and Access 

This topic addresses the 
category of insiders who 
misuse their privileges or 
access for personal gain or 
to compromise systems. It 
highlights the need to 
consider insiders who 
knowingly disregard 
cybersecurity practices, 
intentionally exploit 
vulnerabilities, or assert 
control over systems. 

misusing 
privileges 
access 
gain 
compromise 

Topic 
8 

Overcoming 
Simplification & 
Reductionism 

This topic discusses the 
oversimplification and 
reductionism observed in 
current taxonomies. It 
emphasizes the importance 
of capturing the full 
complexity and nuances of 
insider threats, such as the 
diverse motivations, 
behaviors, and actions of 
insiders. 

Over- 
simplification 
reductionism 
complexity 
nuances 
motivations  
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ChatGPT. However, as Renaud, Warkentin and Westerman [76] 
point out, these tools signal a significant shift in the kinds and so-
phistication of future exploits when used by cyber criminals. What 
this means for the defenders and for organisations across the globe is 
that traditional ways of preventing cyber attacks and training in-
siders to act securely should change too. Insider threat taxonomies 
need to reflect this new reality. 
Factor 3: Remote work environments: The global shift towards 
remote work has increased the reliance on digital communication 
and collaboration platforms (e.g., Hartmann and Lussier [77]). This 
shift has expanded the attack surface for insider threats, as em-
ployees have access to sensitive data from various locations and 
devices. The taxonomy proposed in this paper considers the chal-
lenges posed by remote work environments and the unique risks they 
present. 
Factor 4: Holistic approach: A new taxonomy should be opera-
tionally viable; hence, we focus not only on the motivations and 
actions of insiders, but also on the organisational, technical, and 
environmental factors that contribute to insider threats. By taking a 
holistic approach, organisations can develop more effective strate-
gies for detecting, preventing, and mitigating insider threats. 
Factor 5: Adaptive countermeasures: The proposed taxonomy al-
lows us to provide a framework for developing adaptive counter-
measures that can evolve with the threat landscape. This includes 
continuous monitoring of user behaviour, implementing data loss 
prevention (DLP) solutions, and using AI and machine learning to 
detect anomalies in real-time. 
Factor 6: Enhanced training and awareness: By developing a new 
taxonomy, we provide a new platform for organisations to better 
educate their management about the various forms of insider threats, 
their potential consequences, and the role they play in preventing 
such threats. A well-informed management is one of the most 
effective defences against insider threats. 

To complement and test the above reasoning derived from our 
analysis of the existing literature on insider threats, we conducted a 
survey with C-suite professionals to explore whether they found current 
taxonomies helpful and whether a need for taxonomy improvement is 
justified. To conduct the survey, over 3000 professionals from a wide 
variety of organizations were approached through the LinkedIn plat-
form, with 154 providing responses. The professionals received a direct 
message in their LinkedIn inbox and were invited to participate in a 
survey via Google Forms with 4 questions about insider threats com-
plemented by a brief socio-demographic questionnaire. Participants 
were informed that their answers were confidential, and the researchers 
had no opportunity to connect answers to their LinkedIn profiles. In 
terms of demographics, 83 % of the C-suite professionals approached in 
the survey were male and 17 % female, which reflects the global 
shortage of female executives [78]. The average age was 55, with 
average tenure in post of 5.3 years. The majority of participants (65%) 
represented large businesses (with over 500 employees); 25 % - busi-
nesses with 250 to 500 employees; and 10 % - small businesses of 250 
employees or less. The participants occupied the following roles: CEO 
(Chief Executive Officer), CISO (Chief Information Security Officer), 
CTO (Chief Technology Officer), COO (Chief Operations Officer), CFO 
(Chief Financial Officer), and CDO (Chief Data Officer) with CISOs and 
CTOs forming 57 % of the sample. In terms of geographical composition, 
58 % of respondents were from the US, 19 % from the UK, and 23 % from 
other countries.2 The survey was conducted in English, provided exec-
utives with the brief study background and consent form, proceeding to 
ask C-suite professionals the following questions:  

(a) Do you utilize insider topologies in your daily work? 

Yes/No question (if the answer was Yes, the participant was asked to 
provide details in an open-ended format).  

(b) What are the key advantages or benefits of using insider topologies in 
your work? 

Open-ended question 

(c) What are the main disadvantages or drawbacks associated with in-
sider topologies? 

Open-ended question  

(d) If you had an opportunity to modify existing insider topologies, what 
changes or improvements would you suggest? 

Open-ended question 

Participants were asked to provide brief answers to each question 
(approximately one sentence or one short paragraph long). Only 23 of 
154 C-suite professionals (15%) stated that they used insider topologies. 
We collated all answers and conducted text analyses of the survey an-
swers using Natural Language Processing (topic modelling) approach. 
Specifically, we conducted analysis in 2 parts. First, we combined all 
answers and produced topic modelling mapping from the entire corpus 
of answers using the RoBERTa topic modelling approach. Second, we 
conducted a series of the Latent Dirichlet Allocation (LDA) topic 
modelling allocations with GPT2 tokenizer for each of the questions (b), 
(c), and (d) separately. All models were conducted in Python 3.11.3. The 
output of the RoBERTa topic modelling approach is presented in Table 1. 

Our LDA analysis confirms the robustness of the obtained results 
(detailed code and output from the topic modelling exercise is presented 
in Appendix B). Note that our earlier (factor) argument based on the 
review of existing literature and the survey results from the C-suite 
professionals highlight several similarities, providing a strong justifica-
tion for a more inclusive taxonomy to cover the full range of insider 
threats. 

The literature-based (factor) argument mentions the limitations of 
current taxonomies in capturing the full spectrum of insider threats. This 
aligns with Topic 1 of the survey results, which discusses the short-
comings and limitations of existing taxonomies in capturing the 
complexity of insider threats. Both emphasize the need for improvement 
and a more inclusive approach. 

The literature-based argument emphasizes the evolving technologies 
and their impact on insider threats. This corresponds to Topic 2 of the 
survey results, which focuses on unintentional insider threats arising 
from the rapid advancement of technologies. Both the argument and the 
survey results highlight the need for the proposed taxonomy to address 
the vulnerabilities associated with evolving technologies. 

The literature-based argument mentions the challenges posed by 
remote work environments, expanding the attack surface for insider 
threats. This aligns with Topic 6 of the survey results, which emphasizes 
insider threats due to poor security awareness and training, specifically 
in the context of remote work environments. Both highlight the unique 
risks and the need to consider them in the new taxonomy. 

Furthermore, the literature-based argument advocates for a holistic 
approach, considering organizational, technical, and environmental 
factors contributing to insider threats. This resonates with Topic 4 of the 
survey results, which emphasizes the need for comprehensive and 
adaptive approaches to insider threat management. Both highlight the 
importance of considering multiple dimensions and factors in the new 
taxonomy. For example, one executive wrote: “Current taxonomies have 
served as a valuable tool in my cybersecurity practice. Despite their useful-
ness, they frequently neglect unintentional insider threats due to oversights or 

2 Data from the survey available from: https://github.com/Behaviour 
alDataScience/insidertopology. 
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errors. I think the main problem is that we do not have enough dimensions in 
topologies. They need to incorporate more types and have more angles/ 
dimensions.” 

Our earlier argument also emphasizes the need for adaptive coun-
termeasures and enhanced training and awareness. These align with the 
overall theme of the survey results, which highlight the importance of 
addressing different categories of insider threats and improving security 
awareness and training. 

2.4. Developing VISTA (inclusiVe InSider Threat tAxonomy) 

Built on the foundations of Loch et al. [79], later taxonomies e.g., 
[13,80] distinguished between internal and external threats and be-
tween human and non-human threats, as well as other categories of 
differentiation. In this paper, we focus only on human insider threats. We 
followed the taxonomy development process outlined by Nickerson [81] 
to derive VISTA. 

Step 1 - Determine meta-characteristic: 

We consulted a variety of existing insider threat taxonomies and 
typologies to identify the dimensions to be used in this taxonomy, 
starting with a very early taxonomy proposed by Loch et al. [79] and 
also consulting others [13,82–88]. We categorise insiders on the 
following dimensions, based on distinctions drawn in the research 
literature (see Fig. 1): 

Dimension 1 (D1): Knowledge – Unaware vs. Aware. knowing what 
to do [89], or not. This is a pre-requisite for volition and compliance. 
Dimension 2 (D2): Compliance – Non-Compliant vs. Compliant. 
Organisations craft policies and train their employees. As such, em-
ployees can choose to comply with policy mandates, or not [13]. 
There is a large body of research related to this choice e.g., [90–96]. 
Dimension 3 (D3): Volition – Deliberate vs. Incidental Harm. Insiders 
often harm organisations [63,97–99]. Insiders can act deliberately in 
this respect, or harm the organisation incidentally, as collateral 
damage when they are trying to act for their own benefit carrying out 
selfish yet non-malevolent actions [30]. The motivation is different, 
as should the amelioration and organisational response be [22,46,63, 
100]. 
Dimension 4 (D4): Goal – For Self; For Society; For Ideals; For Malice. 
Schoenherr and Thomson refer to a similar dimension calling it 
ethicality [101]. While organisations want their employees to act for 
the good of the organisation, insiders can act to satisfy other goals. 
They can: (a - for self) pursue their own goals for personal gain or to 
cut corners [102], (b - for society) act to right wrongs or to reveal an 
organisation’s unethical behaviours, (c - for ideals) to act based on a 
personal ideology, or (d - for malice) to settle scores with the orga-
nisation [35,63,80,103,104]. 
Step 2 - Determine ending conditions: 

Every dimension is unique, with its own set of features, and the 
taxonomy is inclusive. 

Step 3 - Approach: 

Empirical-to-Conceptual 

Step 4 - Identify objects: 

Within the context of insider threats, the objects are insider types who 
can harm the organisation. To ensure that all different types of insider 
threats were identified, we carried out a search of the literature: key-
words: ‘insider threat taxonomy’ (excluding papers about insider threat 
detection), years: 2013 to present. SCOPUS delivered 623 results and 
Google Scholar delivered 73 additional results. 

After filtering to retain only papers that address different kinds of 
insider threat types, either in a taxonomy or a list, we were left with 102 
papers. Taxonomies or classifications of different kinds of insiders were 
extracted to arrive at a comprehensive set. The following named insider 
types were mentioned (semantically similar types merged): 

#1 Oblivious: poorly trained by the organisation, and thus lacking 
awareness [11,31,105–107]. Non-compliance is not the causative 
because they are untrained or inadequately trained. An employee 
cannot be considered compliant nor non-compliant if they do not 
know the rules. This type of insider threat is more common than 
might be anticipated because many companies fail to train their 
employees adequately, at least in the UK [108].  

→ Also referred to as: well-intentioned [11]. 
#2 Wilfully ignorant: refuses to take part in training or awareness 
programmes [109] or ignores training [110]. → Also referred to as: 
non-responders [111]; insider hazards [112]; wilful recklessness [103]. 
#3 Imperfect: makes mistakes [100,111,113–115], acting uninten-
tionally or accidentally, perhaps due to forgetfulness [13] or mis-
conceptions [116]. An example is mistakenly sending an email to the 
wrong person [73,117], physically losing a mobile device [118] or 
making a disposal error such as selling a mobile device without 
wiping the hard drive [100]. They might also be deceived by a social 
engineering attack [73] into taking an ill-advised action. This group 
exists because we are all fallible humans [119], and any employee 
can make a mistake and cause damage despite their best intentions.  

→ Also referred to as: inadvertent [120,121]; careless [122]; cyber 
friendly fire [99,123]; passive non-volitional non-compliant [13]; 
unintentional [124,125]. 

#4 Depleted: overworked or treated unjustly, and might well 
become an insider threat due to being stressed and depleted [9,29, 
33,44–47,126] because they are fatigued or overloaded 59], because 
they are suffering from techno-stress [127] or because 
security-related stress leads to information security policy violations 

Fig. 1. Dimensions (Di) used by VISTA to classify insider threats.  

K. Renaud et al.                                                                                                                                                                                                                                 



Information & Management 61 (2024) 103877

6

[128]. These employees are not deliberately malicious but their ac-
tions can still harm the organisation. 
#5 Naïve: does not deliberately act to subvert organisational policies 
or to harm the organisation, but might be pressured into cutting 
corners [129], or be too easily fooled by social engineers [72,99,130, 
131] Sometimes this kind of insider is overambitious and focuses 
primarily on performance goals set for them by the organisation. This 
may lead them to ignore security policies. → Also referred to as: 
well-meaning [73]; well-intentioned [53], Samaritans [132]; pawns 
[133–135]. 
#6 Negligent: is generally familiar with security and/or IT policies 
but deliberately choose to ignore them [22,53] [73,136] e.g., failing 
to log off when leaving a PC, poor password practice [137,13], or 
looking for an easy life [73]. They generally do not comply with 
security policies [31,13]. → Also referred to as: volitional 
non-malicious non-compliant [13]; goof [134,135]. 
#7 Persistent pilferer: uses company resources to supplement their 
income over an extended period of time [106,109]. This might be 
because they are addicted or have fallen upon hard times [138]. 
Whitty also points to those who are simply greedy or like to show off 
with a flamboyant lifestyle [102]. A Gartner report [139] found that 
62% of insider threats were in this category. → Also referred to as: 
career thieves [132]; fraudulent [102]; second-streamer [140]. 
#8 Malevolent: acts to harm the organisation, often in retaliation 
for some perceived slight [22,48,53,99,111,141–144]. They might 
sabotage, steal data, embezzle, defraud or deliberately violate pol-
icies or carry out industrial espionage [13,23,24]. Their actions can 
be triggered by injury to male pride and ego or a sense of personal 
failure [145], disgruntlement, perceived mistreatment [9,27,45, 
146–149] anger management issues and ignorance of authority, as 
well as antisocial, narcissistic or Machiavellian tendencies [27,132, 
150,151]. → Also referred to as: career criminals [138]; traitors [11, 
21,125]; lone wolf [134]; turncloak [133]; intentional malicious non--
compliant [13]. Machiavellians, avengers [132], zealots [11]. 
#9 State sponsored: identifies targets based on government in-
terests, not personal financial gain [152,153]. They might steal in-
tellectual property for their home country, for example. 

→ Also referred to as: moles [133]. 

#10 Extremist: is driven by ideology [104]. Sometimes, the person 
infiltrates the organisation deliberately in order to harm it. In other 
cases, they become an extremist due to some trigger event while they 
are part of the organisation [104]. → This group also includes: 
hacktivists, who conduct activities for political or principle based 
reasons [152], and intend to do harm. 
#11 Mischievous: intentionally misuses their privileges to make 
their jobs easier by using workarounds or unauthorised applications 
(not deliberately malicious) [99,115,118] or are bored with their 
jobs [154]. → Also referred to as: underminers [73]; dangerous 
tinkering [155]; noseyness [103]; explorers [132]; browsers [11]; clever 
clogs [138]. 
#12 Colluder: collaborates with an external threat actor to 
compromise an organisation [22,121,156], either willingly or 
because they are being coerced [144]. An insider might be directly 
recruited to carry out fraud or espionage or steal intellectual prop-
erty [109,122]. → Also referred to as: moles [111]; masqueraders 
[48]; insider affiliates [25]; collaborator [135]. 
#13 Outsider-insider could be a contractor or vendor who has been 
given access to facilities, systems, networks, or people brought in to 
complete some assigned task [22,143,153,156,157]. → Also referred 
to as: insider or outsider affiliate [25]. 
#14 Hero: does not act for personal benefit but rather for the benefit 
of society as a whole when they believe that their employing orga-
nisation is acting unethically [37–40,158] and is a heightened ‘dig-
ital age’ threat [159]. As such, heroes are very different from the 

other insiders, in that many would actually approve of their actions. 
Even so, they use their legitimate access to organisational assets 
contrary to the purpose for which such access is granted. As such, 
they do indeed violate internal company policies. External whistle-
blowers’ actions are extremely likely to violate the confidentiality of 
organisational information and lead to reputational harm [160]. 
They often take organisational secrets with them (leakage specif-
ically mentioned by insider threat taxonomies proposed by [161] 
and [2]). → Also referred to as: data leakers [73]. 
#15 Entitled: feels technological entitlement, which predicts bad 
behaviours and this relationship is stronger when organisations 
impose restrictions on technology usage [132,162]. This could be 
because they become emotionally attached to systems they support 
and might even destroy those systems if their control is taken away 
[163]. 
#16 Bird of a Feather: is part of a tightly-knit group of similar ages 
and ethnicity, often model employees, who work together to subvert 
organisational cybersecurity for personal gain [138]. 
#17 Ex-Employee: has been fired or has left a company use their 
non-terminated credentials to access the organisation’s systems to 
carry out their nefarious purposes [164]. 
#18 Violent: causes physical harm to fellow employees or to 
equipment [165]. Cetinkaya et al. [166] mention a number of 
different kinds of workplace violence, including abusive supervision, 
bullying, social undermining and incivility. Workplace violence can, 
if not dealt with, lead to acts that can damage the organisation in the 
long run [165]. 
#19 Rule followers: rigidly follow the security policy rules, which 
seems to make them the ideal insider. However, policy rules are: 
“static, comprehensive limits of freedom of choice, imposed on operators 
at the sharp end and violations are seen as negative behaviour to be 
suppressed” [167] (p. 222) and are only effective when the threats do 
not evolve. In reality, Generative Artificial Intelligence (GAI) tools 
used by hackers [168] (e.g., WormGPT) [169] have introduced 
dynamism into exploits [76]. For example, employees are often 
instructed to look for inconsistent language and other signs that 
emails are not legitimate. Yet, if GAI is used, these signs are easily 
and automatically removed [170] so that this advice is no longer 
helpful. In one fell swoop, lists of static rules, if dutifully complied 
with, are unlikely to prevent successful Phishing attacks [171]. Un-
thinking obedience to rules might, in reality, facilitate sophisticated 
cyber attacks [172]. 

Confirming inclusiveness of object list 
To confirm this list of insiders, we searched for news reports about 

insiders who have harmed organisations using digital means, either 
deliberately or unwittingly. To find industry and news reports, we 
searched for ‘examples’ and ‘insider’ and ‘harm or damage’ (2019-pre-
sent). In all, 72 distinct cases were returned by the search. Only one 
example from each type is mentioned to demonstrate that the taxonomy 
can accommodate it. 

#1 Oblivious: An employee fell for a Phishing attack and lost the 
company thousands of pounds [146]. When the company attempted 
to sue the employee to recoup their losses, the judge discovered that 
the employee had not been adequately trained [173] and dismissed 
the case. 
#2 Wilfully Ignorant: Germantown Alderman Dean Massey, a city 
leader of Memphis, Tennessee, refused to do cyber security aware-
ness training. The city’s IT director removed his access to email 
[174]. 
#3 Imperfect: An employee accidentally exposed health data of pa-
tients in a misdirected email [175]. 
#4 Depleted: Joshua Adam Schulte was a Central Intelligence 
Agency (CIA) employee convicted of leaking classified documents to 
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WikiLeaks [176]. His trial revealed a toxic workplace with wide-
spread bullying and retaliation [177]. 
#5 Naïve: Twitter employees were taken in by a vishing attack and 
persuaded to give their credentials away [178]. 
#6 Negligent: A Comparitech employee exposed 250 million 
Microsoft customer records, spanning 14 years, due to not patching 
their device [144,179]. 
#7 Persistent Pilferer: An employee stole customers’ credit card 
details and used them to pay her bills [180]. 
#8 Malevolent: Elon Musk reported an employee who committed 
sabotage because he did not get a promotion [181]. 
#9 State Sponsored: Tunggal [111] reports on Greg Chung, a Chi-
nese born American citizen who stole intellectual property for the 
Chinese government over decades [182]. 
#10 Extremist: Members of animal rights extremist groups gained 
employment at companies to obtain photos and videos [183]. 
#11 Mischievous: A Boeing employee emailed a confidential 
spreadsheet to his home email to work on and showed it to his wife 
[184]. 
#12 Colluder: An employee was bribed by an outsider to introduce 
malware into their employing organisation’s computers [185]. 
#13 Outsider Insider: Reality Winner was a contractor to the USA’s 
NSA, and leaked information to a journal called The Intercept [186]. 
#14 Hero: Edward Snowden stole data from the USA’s NSA and gave 
it to journalists [35], because he felt that the NSA was behaving 
illegally. 
#15 Entitled: Terry Childs, an IT administrator, refused to hand over 
administrative passwords to the city of San Francisco, arguing that 
he was the only person who could take care of the network properly 
[187]. 
#16 Birds of a Feather: Four employees of Armstrong Teasdale stole 
corporate data and left the organisation en masse [188]. 
#17 Ex-Employee: A Cisco ex-employee used his non-terminated 
access credentials to delete 16,000 employee accounts [189]. 

#18 Violent: In 2021, an employee who had been fired accessed his 
employer’s computer systems and destroyed over 21 gigabytes of 
data in revenge [190]. 
#19 Rule Follower: In 2019, a UK energy firm was scammed out of 
US$243,000 when criminals used AI to impersonate the CEO’s voice 
to order an employee to transfer funds to a supplier [191], presum-
ably because he/she was accustomed to receiving this kind of verbal 
instruction from the CEO and he/she was convinced that it was the 
CEO at the other end of the call due to recognising his voice. 
Step 5 - Identify common characteristics: 

During this step, insiders were grouped into categories, as shown in 
Fig. 2. In Fig. 3, we show how each of the insider threat categories map 
to the overview diagram in Fig. 1. The interesting part of this diagram 
could be expressed as “Compliance is not enough” – there are a number 
of insiders who are indeed compliant, but who still become insider 
threats, albeit unintentionally. 

Step 6 - Group into categories: 

Grouping insider threat types into categories sharing the same 
characteristics, we arrive at the following insider threat categories based 
on shared characteristics (#i refers to the Object number in the previous 
list of insiders): 

Category 1 (C1). Untrained – doesn’t know rules (#1 Oblivious) — 
unaware or poorly trained so that they do not know what actions 
they need to take or how to carry them out. As such, they are neither 
compliant nor non-compliant but rather blissfully oblivious. 
(D1: Unaware) 
Category 2 (C2). Fallible – breaks rules accidentally (#3: Imper-
fect, #4: Depleted, #5: Naïve) — aware of actions to take (trained) but 
make mistakes that hurt the organisation, perhaps due to a lack of 
technological savvy [154], due to wanting to meet organisational 

Fig. 2. Grouping insider threats according to dimensions (Di from Fig. 1) to categories (Ci) of insider types (#i).  
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expectations [73], or perhaps because they are particularly suscep-
tible to being deceived by cyber criminals [192,193]. 
(D1: Aware; D2: Compliant; D3: Incidental Harm) 
Category 3 (C3). Disempowered – rigidly follows (outdated) 
rules (#19: Rule Follower) — insiders who are not agile in terms of 
being keen to resist emerging, novel threats: the new reality in the 
GAI era of cybersecurity. 
(D1: Aware; D2: Compliant; D3: Incidental Harm) 
Category 4 (C4). Whistleblower – acts for the benefit of society 
(#14: Hero) — seeks to benefit society because they consider the 
organisation to be acting unethically or unlawfully. Does not delib-
erately seek to harm the organisation but rather seeks to improve the 
way it functions. 
(D1: Aware; D2: Non-Compliant; D3: Incidental Harm; D4: For 
Society) 
Category 5 (C5). Misbehaver – acts for own best interests (#2: 
Wilfully Ignorant, #6: Negligent, #7: Persistent Pilferer, #11: Mischie-
vous, #15: Entitled, #16: Bird of a Feather) — knows what to do, but 
chooses not to comply e.g., saving effort or acting on a desire for 
convenience [154]. 
(D1: Aware; D2: Non-Compliant; D3: Incidental Harm; D4: For Self) 
Category 6 (C6). Ideologue – acts for ideals (#9: State Sponsored, 
#10: Extremist) — deliberately acts against the organisation, but not 
for personal gain. They are driven by ideologies, which means that 
they are happy to sacrifice themselves. 
(D1: Aware; D2: Non-Compliant; D3: Deliberate Harm; D4: For 
Ideals) 
Category 7 (C7). Malicious – acts to hurt the organisation (#8: 
Malevolent, #12: Colluder, #13: Outsider Insider, #17: Ex-Employee; 
#18: Violent) — deliberately seeks to harm the organisation, often, 
but not always, because they are disgruntled [80,121]. 
(D1: Aware; D2: Non-Compliant; D3: Deliberate Harm; D4: For 
Malice) 

These categories make tailored mitigations more feasible. For 
example, for the untrained, mitigations involve retraining – and such 
training should empower rather than creating rule followers given the 
dynamism of the cyber crime domain. For the fallible group, mitigations 
should rather seek to ensure that employees are not overworked or 
stressed. Traditional measures for improving compliance [94] are un-
likely to prevent whistleblowers from acting: they are gathering evi-
dence to prove their case and this is a powerful incentive for 
non-compliance. We will return to the topic of tailored mitigations in 
Section 3. 

Step 7 - End conditions met? We repeated Steps 4–6 until no new 
objects were added. 

Visualising the taxonomy: 
Fig. 4 offers a visualisation to inform the way interventions can be 

tailored based on the dimensions mentioned in Section 2.4 (Step 1). In 
particular, Dimension 1 can be addressed by delivering more effective 
training. Dimension 2 can be addressed with measures calculated to 
increase compliance. Dimension 3 informs mitigations: if someone is ill- 
intended the organisation’s response is very different from when they 
have made a mistake and inadvertently compromised organisational 
assets. Human fallibility can only be ameliorated, but never prevented - 
these insiders need support, not sanctions. Volitional (damaging) be-
haviours, on the other hand, can be discouraged using a range of in-
terventions. The fourth dimension is related to whether the person acts 
for self, for society (whistleblowers), or against the organisation. 
Addressing the malicious and ideologues requires different types of in-
terventions, as we will discuss in the next section. Table 2 compares and 
contrasts our VISTA taxonomy with pre-existing taxonomies. 

3. Insider threat mitigation 

The National Infrastructure Advisory Council (NIAC) [4] reports that 
“...preventing all insider threats is neither possible nor economically 
feasible...” (p.13). Even so, there are some measures we can take to 
reduce the threat. The Gartner report by Heidt [139] suggests that only a 
minority of organisations have a formal [counter-insider] program in 
place. It should be mentioned that their ‘insiders’ align with our C5, C6 
and C7 categories, not the fallible nor untrained, and they do not address 
whistleblowers or rule-followers. 

There is a need to apply a more nuanced approach to that espoused 
by industry at present i.e., train and mandate compliance, train often and 
remind of compliance, and train after people make mistakes [113,197–200]. 
VISTA covers a far greater range of issues which lead to employees 
becoming insider threats. While training is essential, and encouraging 
compliance advisable, it can hardly address the full range of threats. 

Approaches for addressing the insider threats are categorized by 
Alsowail and AlShehari into three classes: (1) detection approaches e.g., 
[201–203], (2) detection & prevention approaches e.g., [125,204,205] 
or (3) prevention approaches [206]. 

The first two involve technological measures, and many of these 
have been proposed. For example, technical monitoring [63,207–209], 
anomaly detection [2,206], tracking and controlling access paths [208, 
210,211] ensuring that appropriate trust is given [212]. Technical 

Fig. 3. Allocation of insider threat categories (Ci – Fig. 2) based on insider threat dimensions (Di – Fig. 1).  
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measures do have some disadvantages [103]: (1) they detect behaviours 
that have already occurred, (2) they often generate false positives, (3) 
nefarious activities may merge into the ‘normal’, and (4) employee 
privacy might easily be violated. Indeed, other authors also argue that 
technical measures cannot, by themselves, mitigate the insider threat 

[30,193,213]. 
In this paper, we consider the third class - also the most challenging 

according to Alsowail [206]. Yet, Ashford [214] argues that insider 
threats are indeed preventable if the right people management processes 
and tools are used. Hence, we focus purely on prevention of 

Fig. 4. VISTA (inclusiVe InSider Threat tAxonomy) visualisation (Ci refers to insider threat categories from Fig. 2).  

Table 2 
Circling back to compare to other insider threat taxonomies.   

C1 
Untrained 

C2 
Fallible 

C3 
Disempowered 

C4 
Whistle 
blower 

C5 
Misbehaver 

C6 
Ideologue 

C7 
Malicious  

Oblivious Imperfect 
Depleted 
Naïve 

Rule 
Follower 

Hero Wilfully Ignorant 
Negligent 
Persistent Pilferer 
Mischievous 
Entitled 
Bird of a Feather 

State Sponsored 
Extremist 

Malevolent 
Colluder 
Outsider-Insider 
Ex-Employee Violent 

INSA [194] Unintentional Insider Threat   Insider Fraud Theft of IP Sabotage 
Workplace 
Violence 

Loch et al. [79] Accidental   Deliberate 
Willison & 

Warkentin [13]  
Passive Non-Volitional 
Non-Compliance   

Volitional (but not 
malicious) Non-Compliance  

Intentional malicious 
computer abuse 

Hashem et al. 
[85]  

Apathetic   Apathetic  Malicious 

Al-Mhiqani et al. 
[48]  

Unintentional   Masquerader  Misfeasor 

Homoliak et al. 
[2] 

Unintentional Benign  Whistle 
blower  

Malicious 

Anderson [69]     Misfeasors Clandestine  Masqueraders 
Salem [62]       Traitors 

Masqueraders 
Traitor 

Cappelli [141]     Fraud Theft of 
Intellectual 
Property 

IT Sabotage 

Hayden [11] Well-intentioned  Zealot Browser  Traitor 
Shaw & Fischer 

[132]     
Explorers Samaritans 
Machiavellians 
Proprietors 

Moles Hackers 
Avengers 
Career thieves 

SOFIT [195] Unintentional/Accidental  Intentional/Malicious  
Fraud IP Theft Workplace Violence 

Sabotage 
Cole & Ring [25]   Self-motivated Planted Recruited 

Self-motivated 
Wall [73] Well Meaning Socially engineered   Negligent 

Underminers 
Overambitious   

Data Leakers 
Green [123]     Property Deviance 

Production Deviance  
Personal Aggression 

Ray [196]     Careless  Malicious 
Compromised  
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human-based insider threat prevention strategies from the research 
literature to address the insider threat in each of the categories identified 
in Fig. 2 referred to as Ci. 

We first searched the literature for insider threat mitigations and 
interventions and excluded technical measures. Table 3 maps in-
terventions to different categories. Consider that training will only be 
effective to those who wish to be compliant (C1, C2). In the case of C3, 
training might actually be counter-productive if it is too rigidly rule- 
based. Those who are non-compliant and are not deliberately harming 
the organisation, certainly know what to do, but are choosing not to do it 
(C4 & C5). Those who seek to harm the organisation (C6 & C7) are 
probably resistant to training and policy dictates, so prevention, in these 
cases, is likely to rely heavily on detection, but vetting of new employees 
can also help to prevent nefarious insider activities in these cases. 
Finally, C3 is a new category, which highlights the need for more 
nuanced training to develop the ability to detect new and emerging 
exploits. We now briefly discuss each of the insider categories, and the 
most appropriate mitigations, in turn. 

3.1. C1: untrained (D1-unaware) 

People may have been poorly trained [89] or trained too long ago to 
remember the security measures [232]. The way training is delivered is 
important. Donalds et al. [92] suggest that training should be made fun 
and learning made as easy as possible. Boss et al. [233] found that if, 
during training, the principle of ‘mandatoriness’ is conveyed, people 
would be more likely to take security precautions, yet we have to bear in 
mind that this might convert the unaware (C1) to a rule follower (C3). 

Unfortunately, some commonly used behavioural control mecha-
nisms can actually backfire. For example, both Wall & Buche [234] and 
Renaud & Dupuis [235] warn against the use of fear tactics during 
training sessions. Moreover, Cram et al. [236] found that threats of 
punishment or rewards were not particularly effective. 

In summary, periodic training is essential because human memory is 
an unreliable mechanism – leading to forgetting over time. Moreover, 
new threats emerge [237], so training materials must be kept up to date. 
As such, train people when they enter the company, and have regular 

refresher courses. Moreover, ensure that they develop self-efficacy and 
competence in the actions security requires [91,236,238,239]. 

3.2. C2: fallible (D1-aware, D2-accidentally non-compliant, D3- 
incidental harm) 

Humans make errors [74] and cannot be ‘fixed’ to prevent this. 
Reason explains that there are two types of human error: (1) slips, and 
(2) lapses. An example of the former is when someone knows exactly 
what to do but makes an error in carrying out the action; perhaps 
clicking on the wrong button by mistake. Lapses, on the other hand, 
often occur when someone forgets to do something. For example, 
someone may forget to encrypt a file, or to unplug a memory stick before 
leaving a computer. Every human on the planet has made a slip or 
experienced a lapse. Moreover, training will never prevent either of 
these [100]; they are due to our humanity. 

Lapses are more likely to occur if people are fatigued, burnt out, 
upset or frequently interrupted [44,89,232,240], so managers should be 
trained to spot signs that people are distressed so that steps can be taken 
to prevent a lapse [241]. 

However, if someone does cause a cybersecurity incident due to a slip 
or lapse, it is crucial for them not to be victimised or shamed [218], 
because that might lead to their becoming a far greater threat due to a 
perception of being treated unfairly (e.g., C7) [242]. 

3.3. C3: disempowered (D1-aware, D2-compliant with outdated rules, 
D3-incidental harm) 

This category might seem counter-intuitive. After all, the formu-
lating, disseminating and enforcing of security policies, basically sets of 
rules, is at the core of cybersecurity preventative measures, and often 
checked by auditors. However, secure computing, like safe driving, re-
quires agile responses that necessitate knowledge breadth, depth, and 
finesse [228]. Drivers must respond to driving threats by slowing down 
or engaging in evasive manoeuvres, regardless of legal compliance or 
violation. These poorly-defined ambiguous actions make for safe 
drivers, because they rely on the discretion of the individual. Similarly, 

Table 3 
Mapping interventions to insider threat categories (Ci refers to category in Fig. 4).   

Untrained Fallible Disempowered Whistleblower Misbehaver Ideologue Malicious 

Individual employees C1 C2 C3 C4 C5 C6 C7 
Regular training [132,208,211,215,] which specifically addresses evolving 

threats [76]. 
• • • •

Just-in-time reminders [216]  • •

Empower employees [31,216,217]  • • •

Employee support [208,209,212,218]  • •

Employee counselling [208,219]    • • •

Reduce provocations [210,211,212]    • • •

Policy/process C1 C2 C3 C4 C5 C6 C7 
Screen new hires [11,220,211,221]      • •

Design security policies holistically [222]; report response efficacy [31]; 
renew regularly [132,221] 

• • •

Remove neutralisation excuses [90,210]     • •

Sanctions [4,31,208,210,215,219,223]     •

Management effort C1 C2 C3 C4 C5 C6 C7 
Educate management about insider threats [220] and show organisational 

commitment [31]; Educate management on employee needs [218]  
• • • • •

Non-blame organisational culture [217] • • • •

Identify employees with highest potential to cause harm [229,132]     •

Do not have a toxic work culture [177,209] • • • •

Reduce rewards [210]     • • •

Social interventions [230,231]   • • •

Termination of employment [132,208]      • •

Have an insider threat program [132,207]     • • •

Whistleblowing C1 C2 C3 C4 C5 C6 C7 
Behave ethically [224,225]    •

Incentivise internal whistleblowing [226]    •

Act upon internal whistleblowing reports [227]    •

Allow rule breaking and develop anomaly spotting [228]   •
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strict compliance with formal information security policies is sometimes 
insufficient - employees should be empowered to develop and apply 
nuanced insights as they engage in agile vigilance to identify emerging 
and novel threats [228]. This means that training employees to apply 
security knowledge appropriately is the best way to address undefined 
and emerging security threats [243] and empowering employees to 
break rules if the situation requires this and doing so serves to secure 
organisational information and devices. In effect, trusting employees to 
behave securely, and allowing them to exercise their judgement in sit-
uations where the regular rules (having lapsed due to GAI capabilities) 
no longer meet the needs of organisational cybersecurity. 

3.4. C4: whistleblower (D1-aware, D2-deliberately non-compliant, D3- 
incidental harm, D4-for society) 

Valentine et al. [224] argue that whistleblowing is motivated by a 
desire for ethical decision making to take place within organisations. If 
organisations do indeed want to behave ethically, they should want to 
be informed about areas of unethical practice within their organisations 
[244]. Hence, create an internal whistleblowing process to ensure the 
organisation is informed about areas of unethical practice within their 
organisations [244]. They must act on reports. Finally ensure that the 
whistleblower is given feedback on investigations and actions taken in 
response to their reports., so that an external whistleblowing event does 
not occur. 

To this end, Chen et al. [226] suggest that internal whistleblowing 
ought to be incentivised so that any unethical practices can be uncov-
ered as quickly as possible. King et al. [245] suggest that organisations 
ought to establish alternative reporting mechanisms to facilitate internal 
whistleblowing. Dungan et al. [246] find that educating employees in 
terms of how to blow the whistle makes it more likely that they will do 
this internally rather than externally, where it becomes a damaging 
insider threat incident. 

3.5. C5: misbehaver (D1-aware, D2-deliberately non-compliant, D3- 
incidental harm, D4-for self) 

This group includes a number of different kinds of insider threat (see 
Fig. 2). Amaro [247] argues that managers should be on the lookout for 
people engaging in vices such as gambling, which could push them to-
wards bad behaviours such as persistent pilfering. He also suggests that 
employee training include an element of insider misbehaviour stigma-
tisation. It is clearly important for such training to occur regularly [216]. 

Hwang and Cha warn that situational stressors within an organisa-
tion can trigger destructive behaviours [127]. Sarkar et al. [94] also find 
that the organisation’s culture has a substantial impact on policy 
compliance. For example, if the organisation has a culture of mistrust, 
employees may feel that they do not have to behave in a trustworthy 
way [212]. If there is a culture of counterproductive workplace behav-
iours or deviance, insiders might well become misbehavers [248]. 

Barlow et al. [90] found that informational and anti-neutralisation 
communication had the ability to reduce violation intentions. This is 
confirmed by Bauer et al. [222]. Bore [109] suggests that the principle of 
least privilege or principle of least authority is the best defence against 
this particular kind of insider. However, he also points out that overly 
strict controls can lead to the use of shadow IT [106], a form of 
non-malicious policy violation. 

Litan [135] suggests using continuous insider screening to detect 
anomalous behaviours. Bore recommends that the rationale behind 
implemented controls be communicated to all staff members so that they 
understand their usage [106]. Organisations have to tread a fine line in 
terms of formulating policies that they expect employees to comply 
with. Lowry and Moody [249] find that employees will sometimes react 
negatively to new security controls, instead of complying with them. 
Jeong and Zo [250] also warn against overly hard security enhancement 
measures that impinge too much on employee autonomy. They explain 

that doing so could lead to the opposite of the intended outcome of the 
security measures: less security. 

3.6. C6: ideologue (D1-aware, D2-deliberately non-compliant, D3- 
deliberate harm, D4-for ideals) 

Thompson [152] says of hacktivists: “These attackers possess varied 
levels of sophistication similar to those of state-sponsored and APT groups or 
script kiddies.” (p. 72) and confirms that they are not motivated by 
financial gain, but rather their own ideologies. Hence, security aware-
ness training and other similar measures are likely to be ineffective in 
mitigating this kind of insider threat. Thompson argues that when 
considering interventions, it makes sense to combine all kinds of ideo-
logues. He recommends doing a rigorous risk analysis, and to enforce the 
NIST Cybersecurity Framework [251], using internal controls as well as 
using technical measures to highlight anomalies and to monitor systems 
to detect events as quickly as possible. BaMaung et al. [104] agree with 
this approach, when referring to mitigating the threat from extremists. 
Beena and Humayoon [153] conclude that both technical and sound 
security management principles can mitigate this threat type, the latter 
including the principle of least privilege, background checks and 
monitoring of user behaviours to detect signs of anomalous or malicious 
activities. 

3.7. C7: malicious (D1-aware, D2-deliberately non-compliant, D3- 
deliberate harm, D4-for malice) 

Cressey’s fraud triangle suggests that pressure, opportunity, and 
rationalisation are necessary for people to commit fraud [252]. Re-
searchers have addressed each of these in addressing the wider category 
of insider threats. CERT [80] explain that most malicious insiders act 
due to becoming disgruntled (motivation). This might occur due to a 
denied promotion or a lack of recognition [212,247]. Other employees 
might act maliciously because they are able to [106,109] (opportunity). 
Hence, using technical measures to control access is essential in miti-
gating this threat Others might have debts they are unable to pay [253] 
(pressure), which may lead to fraud. Cline [254] agrees that even though 
Cressey’s three factors are present, the individual must also have the 
capability of intentionally committing the crime. These four factors align 
with Wolfe and Hermanson’s [255] fraud diamond factors. 

Weber et al. [256] argue that it is worth trying to spot the signs that 
someone might become an insider threat, because early interventions 
can prevent this. Other researchers [33,148] also contend that em-
ployees will exhibit warning signs that can be detected. This makes it 
possible for remediation to be attempted before the person becomes 
committed to carrying out actions that will harm the organisation [103]. 
However, Bell et al. [257] find that this is non-trivial and that there is a 
general reluctance amongst staff to report concerning behaviours by 
other staff. 

4. Discussion 

This paper brings together the extensive literature on insider threats, 
synthesising and consolidating all recommendations to provide a helpful 
summary for organisations to benefit from. What we are proposing is a 
“tailored insider threat mitigation strategy”. To tailor insider threat miti-
gations, we needed first to scope the full range of insiders, which led us 
to derive VISTA, we developed in Section 2, visualised in Fig. 4. We then 
reviewed the literature on mitigations and provided a tailored set of 
mitigations for the different categories of insider threats in Section 3. 

Our contributions to practice include informing managers of the types 
of threats and their motives, so that strategies can be tailored to thwart 
(in advance) or ameliorate and recover from (afterwards) the actions of 
insider threats. Rather than treating all anthropomorphic threats 
monolithically, effective measures require a nuanced understanding of 
the motivations and precursors of insider threat actor behaviours. 
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Though the outcomes of various insider-originated data breaches may 
be similar, companies would be advised to look ‘left of bang’ [13] to 
explore the root causes of these events to formulate managerial re-
sponses and programs to detect and prevent them. In other words, in the 
same way that tailored instruction is considered ‘best practice’ [18,258], 
the insider threat management field could benefit from considering the 
same approach. 

Our contribution to research starts with a finer-grained framework 
for identifying the full range of insider threat types. Previous efforts 
have provided insights and informed our work, which we assert provides 
even greater perspective on the numerous factors and circumstances 
that contribute to this important omnibus research problem. To prob-
lematise the phenomena and the established research in this area, we 
have drilled more deeply into the opportunities to explore and under-
stand the ‘edges’ and boundary conditions of theories related to each 
prior category of insiders to offer a deeper look at the many types of 
insiders. Though a broad unified theory about insiders may never be 
possible, our framework provides a meaningful tool for further theo-
rising about this important nomological network. 

4.1. Bringing everything together 

At this point, it makes sense to return to the topics that emerged from 
the survey reported in Section 2.3 for elaboration (Table 1 - Numbers in 
this list refer to topic numbers in the table).  

1 Limitations of current taxonomies: we use four different dimensions 
to distinguish insiders from each other, which is more fine-grained 
than many other taxonomies as shown in Table 2. Moreover, we 
include one new category of insider (C3) which reflects the new era 
of cyber that has been ushered in by widespread use of Generative AI 
[5,229].  

2 Unintentional insider threats: Addressed by: C1 (Untrained), C2 
(Fallible) and C3 (Disempowered) categories. 

3 Incomplete coverage of insider behaviours: Addressed by: Cate-
gories C4 & C6 (Whistleblowers & Ideologues) address those who act 
from personal convictions. Category C5 (Misbehaver) includes those 
who act for personal convenience or effort saving. Moreover, the 
newly emerged C3 category has not been included by any existing 
taxonomies.  

4 Need for comprehensive & adaptive approaches: Covered by C3 
(Disempowered). We include the need to ensure that training ad-
dresses evolving threat types (see Table 3) as well as acknowledging 
that rules might be outdated and insufficient, so that employers 
should be empowered to break ruled if necessary.  

5 Insider threats from Ex-employees: Covered by C7 (Malicious).  
6 Insider threats due to poor security awareness and training: 

Covered by C1 (Untrained).  
7 Insiders misusing privileges and access: Covered by C5 

(Misbehaver).  
8 Overcoming simplification & reductionism: Our taxonomy has 

sought to be more inclusive and nuanced, which addresses this issue, 
as can be seen in Table 2. Moreover, we introduce a new kind of 
insider threat, Category C3 (Disempowered). Before the advent of 
generative AI, this was not an insider threat category, but now that 
hackers have these tools, the traditional rule-based approach is no 
longer sufficient (Fig. 5). 

4.2. The ideal insider 

What does the “ideal insider” look like, given that we have argued 
that rule-following insiders can still unwittingly become insider threats? 
The reality is that rules very quickly become outdated and policy 
changes cannot hope to keep up with evolving exploits, especially in the 

Fig. 5. Mapping initial justification factors from Section 2.3 to C-suite survey response topics (Table 1) and VISTA categories (Fig. 3).  
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GAI era. Cybersecurity needs to shift from constraining and controlling 
employees with information security policy rules [172] if we are to 
withstand the new kinds of exploits enabled by GAI. We should rather 
benefit from the proven human ability to spot anomalies. We should 
encourage commitment to organisational cybersecurity, instil the ability 
to be agile in spotting new exploits, and give insiders permission to 
break rules if doing so will preserve organisational cybersecurity. This, 
then, is the insider the new GAI era requires to preserve organisational 
cybersecurity. This insider is less likely to become a threat, and far more 
likely to be part of the solution. 

5. Conclusion 

Archileta says: “Employers often have the opportunity to help move 
workers away from the ledge and back into the fold as productive and trusted 
employees” [212] (p. 42). As such, the employer and the employee 
should be seen as a team, not as adversaries, in preventing insiders from 
becoming threats. This applies to fallible and untrained employees. 
Whistleblowing, too, can be averted by the organisation’s practices and 
management being ethical and law-abiding. On the other hand, there are 

undeniably insiders who set out to harm the organisation, and these 
insiders need to be deterred and mechanisms should be implemented to 
prevent such activities. Table 3 proposes a number of measures that can 
be used to reduce each kind of insider threat. 

Organisations should not rely only on awareness and training ini-
tiatives combined with punitive enforcement of compliance. While these 
are helpful strategies, they are not sufficient in terms of addressing the 
full range of insider threats. As such, we propose that insider threat 
mitigations be tailored: the most effective mitigation for the particular 
kind of insider at the right time. 
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Appendix A  

Table 4 
Mapping interventions to insider threat dimensions (Di refers to dimension in Section 2.4) & categories (Ci refers to Insider threat categories in Fig. 2).  

Knowledge (aware vs. unaware) Compliance (compliance vs. non-compliance) Volition 
(incidental vs. deliberate harm) 

Goal 
(for self; for society; for ideals; for 
malice) 

D1 D2 D3 D4 

Individual employees D1 D2 D3 D4 
Regular training [132,208,211,215] which specifically addresses evolving threats [76]. •

Just-in-time reminders [216]  •

Empower employees [31,216,217]  •

Employee support [208,209,212,218]  •

Employee counselling [208,219]  •

Reduce provocations [210,211,212]   •

Policy/process D1 D2 D3 D4 
Screen new hires [11,211,220,221]    •

Design security policies holistically [222]; report response efficacy [31]; renew regularly [132,221]  •

Remove neutralisation excuses [90,210]  •

Sanctions [4,31,208,210,215,219,223]   • •

Allow rule breaking and develop anomaly spotting [228]    •

Management effort D1 D2 D3 D4 
Educate management about insider threats [220] and show organisational commitment [31]; Educate Management on employee needs 

[218]  
• • •

Non-blame organisational culture [217]  •

Identify employees with highest potential to cause harm [132,229]   • •

Do not have a toxic work culture [177,209]   • •

Reduce rewards [210]   • •

Social interventions [230,231]  •

Termination of employment [132,208]   • •

Have an insider threat program [132,207]   • •

Whistleblowing D1 D2 D3 D4 
Behave ethically [224,225]   • •

Incentivise internal whistleblowing [226]   • •

Act upon internal whistleblowing reports [227]   • •

Appendix B 

We conducted separate LDA exercises for answers to each of the open-ended questions. Resulting analysis confirms the general topics, presented in 
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Section 2 of the paper. Below, we present the Python code along with the Intertopic Distance Map for each answer and top-30 most salient terms in 
each answer as revealed by the LDA analysis (Fig. B.1, Fig. B.2, Fig. B.3). 
Python code for replication 
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Fig. B.1. Results of the LDA allocation model for question (b). 
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Fig. B.2. Results of the LDA allocation model for question (c).   
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Fig. B.3. Results of the LDA allocation model for question (d).  
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