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#### Abstract

As vehicles trajectories are unpredictable and changing dynamically, vehicle-to-vehicle visible light communication (V2V-VLC) experiences a dynamic channel. In this work, we conduct measurements taking into account different realistic inter-vehicle distances and ambient noise levels at different times of the day in order to model and verify the dynamic V2V-VLC channel. We also derive the average channel capacity bounds by considering the impact of traffic at different times of the day, atmospheric turbulence and fog. Considering both peak and average optical power levels constraints, we derive the upper and lower bounds by using sphere packing and constraint relaxation methods, as well as truncated-exponential and truncated Gaussian distributions, respectively. The results show that the constraint relaxation method provides an improved estimation for the upper bound, whereas the truncated exponential distribution tightens the lower bound with a minimum gap of $0.4 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ during rush hour and in a clear weather condition. We also show that the average capacity bounds of V2V-VLC are less affected by atmospheric turbulence and fog, and that the capacity during rush hours is higher by $0.7 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ than during late hours.


Index Terms-dynamic traffic conditions, dynamic vehicular traffic density, vehicular visible light communication (VVLC), channel model, vehicular communications, visible light communication (VLC).

## I. Introduction

Vehicle-to-vehicle (V2V) communication is part of traffic management technologies that aims to reduce congestion, $\mathrm{CO}_{2}$ emission, and road accidents [1]. Several radio frequency (RF)-based technologies were proposed to connects vehicles, including dedicated short-range communications (DSRC), IEEE 802.11p, and LTE-V2V [2]. However, due to the high-demand on RF-based communication, these technologies are prone to interference and bandwidth limitation [3]-[5]. V2V visible light communication (V2V-VLC), is

[^0]complementary to RF-based wireless schemes, which utilizes the front and taillights of vehicles to support ubiquitous V 2 V communications with reduced co-band interference [5]. Hence, it refocuses the use of RF spectrum to other applications.

V2V-VLC links are geometry-dependent due to the street layouts, vehicles types, and front and taillights configurations [5], [6]. This work investigates the use of headlights to enable V2V-VLC and to determine the channel capacity at different times of day. The irregular radiation patterns of headlights adds a random factor to geometric changes caused by vehicle movement. In addition, the channel experiences fluctuating gain and fading as a result of vehicles movement at different speeds as well as different weather conditions (i.e., turbulence), respectively.
Furthermore, when estimating the channel capacity ( $C_{\text {cap }}$ ) of V2V-VLC both average and peak power constraints as well as the random channel gain due to mobility and turbulence needs considering.

The following section reviews the literature on V2V-VLC capacity considering mobility, atmospheric turbulence (AT), weather and transmitted optical peak and average power constraints.

## A. Related Works

The impact of dynamic traffic, weather conditions including atmospheric turbulence (AT) on the V2V-VLC channel have been studied in the literature [7]-[11]. Due to the AT, the optical power fluctuates randomly as a result of signal fading [7], [11]-[13]. The performance of V2V-VLC with AT was modeled by a gamma-gamma distribution and using aperture averaging (AA) [11]. It was shown that AA stabilizes the system performance under AT conditions. Due to the relatively short inter-vehicular transmission range in V2V-VLC systems, in [7] a log-normal model was used to describe turbulence. The study also considered the impact of weather and shadowing. It was shown that receivers (Rxs) with hemispherical lens maximize the signal-to-noise ratio (SNR).

In [14]-[17], the average channel capacity ( $C_{\text {avg }}$ ) of an optical wireless communication (OWC) link considering different AT models were investigated. A fixed point-to-point optical link was considered without accounting for peak and average optical power constraints.
The works in [18]-[25] focused on the tight upper and lower bounds for $C_{\text {cap }}$ with Gaussian noise and under the
peak and average power constraints. Maximizing the mutual information between the channel input and output under positive and average optical intensity constraints over all possible input distributions was used to derive the lower bound of $C_{\text {cap }}$. The study in [19] used the continuous input with truncated-exponential distribution to determine the lower bound. In [24], a truncated-Gaussian distributed input was proposed to determine the lower bound. However, the study in [25] showed the capacity achieving probability measure is discrete for a conditionally Gaussian channel with boundedinput constraints.

Three methods are used to derive the capacity upper bounds, which are sphere packing; duality; and constraint relaxation. Sphere packing is a common method used to determine the communication channel capacity, which states that if a codeword is transmitted through a channel, then the received vector is contained in a sphere around the transmitted codeword [23], [24]. In [21], and [22], the sphere-packing upper bound argument method was used to show that there is a gap of at least 0.5 bit per transmission between lower- and upper-bounds on $C_{\text {cap }}$, which approaches zero at higher optical SNR. However, in [23], the gap between the upper- and lowerbounds derived in [21], and [22] was attributed to the mathematical approximation inaccuracies of the intrinsic volumes of the simplex. Therefore, in [23] alternative mathematical approximations of the intrinsic volumes of the simplex were proposed to derive a tight upper bound at higher SNR. In [26], the output entropy was considered to be larger than the input entropy for a point-to-point indoor signal-dependent Gaussian noise VLC channel. The channel capacity derivation solved the optimal input probability density function (PDF) optimization problem by using the variational method. In [19], the duality method was adopted to derive dual expressions for the upper bound for a free space optical link. Note, to derive the upper bound in [24], and [19]; the input constraints were relaxed to a variance constraint by finding the channel input distribution, which maximized the mutual entropy between the channel input and output.

In [27], the well-known water-filling principle, which relies on a Gaussian distribution of the signal at the channel input, was adopted to determine the theoretical $C_{\text {cap }}$ upper bound for a perfectly linear optical transmission system. The study relied on the electro-optical nonlinearities compensation techniques to achieve linearity in VLC using commercial light emitting diodes. Similarly, the works in [15], [19], [28], and [29] considered the classical capacity $C=W \log _{2}(1+\mathrm{SNR})$, where $W$ is the channel bandwidth and SNR is the received instantaneous electrical SNR, to provide an approximation of the maximum achievable data rate for a strictly linear system. In addition, channel model is band-limited with a defined bandwidth when the power dissipation by the DC component is excluded.

Most of the previous studies considered static VLC systems to derive closed-form expressions for $C_{\text {cap }}$. Limited works have investigated the impact of mobility on $C_{\text {cap }}$ of outdoor VLC systems, particularly in V2V-VLC [30].


Fig. 1: A typical V2V-VLC link between a transmitting vehicle $V_{A}$ using its headlight as Txs to send data to the vehicle in front $V_{B}$. The VLC link can experience atmospheric turbulence and fog.

## B. Motivation and Original Contribution

The motivation of this study is to investigate the $C_{\text {cap }}$ of a V2V-VLC link in a realistic outdoor environment by considering the dynamic traffic and atmospheric conditions (i.e., turbulence and fog). To the best of author's knowledge, no works have been reported on the link capacity considering the dynamic vehicle separations under different traffic conditions.

The novelty and original contributions of this study are as follows:

- Conduct experimental channel measurements to model the dynamic V2V channel. Measurements are conducted at different times of the day considering realistic intervehicle distances and ambient noise levels. Based on realistic traffic measurements from motorways (i.e., M6 and M42) in the UK, the inter-vehicle distance values are determined.
- Consider a non-negative real value of the optical signal and the average optical power constraints in VLC to derive the closed-form expression for the average lowerand upper-bound on V2V-VLC $C_{\text {cap }}$.
- Study the impact of vehicle mobility and dynamic traffic, headlight radiation patterns, and weather conditions (i.e., fog and turbulence) on the average bounds of $C_{\text {cap }}$.
- Compare sphere packing and constraint relaxation methods to derive the closed-form expression for the upper bound of $C_{\text {cap }}$.
- Compare truncated-exponential and truncated Gaussian distributions to derive the closed-form expression for the lower bound of $C_{\text {cap }}$.
The rest of the paper is organized as follows. The V2VVLC channel model is presented in Section II. The V2V-VLC $C_{\text {cap }}$ bounds are derived in Section III. Numerical results are discussed in Section IV. Finally, conclusions are drawn in Section VI.


## II. V2V-VLC channel model

A typical V2V-VLC link is shown in Fig. 1. It consists of a transmitting vehicle $V_{A}$ using its headlight as Txs to send data to the vehicle in front $V_{B}$ with a photo-detector (PD)-based Rx. Note, $(i)$ the data signal can be information from the roadside infrastructure or the vehicles behind $V_{A}$; (ii) vehicle headlights have asymmetrical radiation patterns, which cannot be described by the traditional Lambertian model; and ( $i$ iii) vehicles are driving in a realistic outdoor environment with dynamic traffic, atmospheric turbulence and weather conditions.

The transmitted intensity modulated optical signal composed of $m$ independent symbols $\mathbf{X}=\left(X_{1}, X_{2}, \ldots, X_{m}\right)$ propagates through a free-space channel with a variable gain of $h_{t}$. The received signal is expressed as [31]:

$$
\begin{equation*}
\mathbf{Y}=h_{t} \mathbf{X}+\mathbf{n} \tag{1}
\end{equation*}
$$

where $\mathbf{n}$ represents the additive white Gaussian noise (AWGN) vector with zero mean and standard deviation $\sigma_{n}$, which represent all noise sources. The channel gain is given as in [14], [17], [32]:

$$
\begin{equation*}
h_{t}=h_{g} h_{a} h_{w} \tag{2}
\end{equation*}
$$

where $h_{g}$ represents geometrical changes as a result of vehicles' speed and headlight radiation patterns, $h_{a}$ and $h_{w}$ represent atmospheric turbulence and fog, respectively. Note the channel gain is subject to random fluctuations, but its coherence time $\tau_{c}$ is normally in the range of milliseconds [33], [34], which is considerably shorter than the data symbol duration (typically in the range of micro-to-nanoseconds), e.g., considering sampling rate values of 200 kHz and 200 MHz , respectively in [33], [34]. Hence, the V2V-VLC channel can be considered as a block slow-fading channel, and therefore $h_{t}$ is considered to be flat [14], [32].

The work in [30] developed a V2V-VLC path loss model, which is equivalent to $h_{g}$, and considered the impact of both vehicles' mobility and the headlight designs. The study used (i) realistic traffic measurements to describe the mobility and inter-vehicular distance during the late (0:00-3:00) and rush (12:00-15:00) hours; and (ii) the empirical radiation pattern of Toyota Altis headlight provided in [35], [36]. For the V2VVLC channel, the resulting path loss (in dB ) is given as [30]:

$$
\begin{align*}
P_{L}\left(x ; \mu_{c}, \sigma_{c}\right)= & \frac{173}{(2 \pi)^{(3 / 2)} \theta_{o} \sigma_{c}} \\
& \int_{\alpha_{\mathrm{cmin}}}^{\alpha_{\mathrm{cmax}}} \frac{\exp \left(-\frac{\left(x-y-\mu_{c}\right)^{2}}{\sigma_{c}^{2}}\right)}{\sqrt{3985.4-y^{2}}} d y \tag{3}
\end{align*}
$$

where the incident angle $\theta \sim U\left(0, \theta_{o}\right)$ varies between 0 and the maximum incident angle of $\theta_{o}$. The integral boundaries are given as $\alpha_{\mathrm{cmin}}=63.13 \cos \left(2 \pi\left(\theta_{o}\right) / 173\right)$ and $\alpha_{\mathrm{cmax}}=$ $63.13 \cos \left(2 \pi\left(\theta_{o}+90\right) / 173\right), \sigma_{c}=49.49 \sigma_{d} / \log (10)$ and $\mu_{c}=695.3-49.49 \mu_{d} / \log (10)$, where $\sigma_{d}$ and $\mu_{d}$ are the parameters of the distribution related to the inter-vehicular distance. The results in [30] also showed that the path loss in V2V-VLC can be closely approximated by a normal distribution. Hence, $h_{g}$ is defined by a logarithmic transformation


Fig. 2: The CDF of $h_{w}$ for propagation distance varies according to the inter-vehicular distance values on M6 and M42 motorways at the rush and late hours from (12:00-15:00) and (0:00-03:00), respectively.
of the path loss, which is given by a log-normal distribution with parameters $\mu_{g}$ and $\sigma_{g}$ :

$$
\begin{equation*}
P_{h_{g}}(g)=\frac{1}{\sigma_{g} \sqrt{2 \pi}} \frac{1}{g} \exp \left(-\frac{\left(\log (g)-\mu_{g}\right)^{2}}{2 \sigma_{g}^{2}}\right) \tag{4}
\end{equation*}
$$

In most V 2 V systems with a short transmission range the weak turbulence regime is considered, and $h_{a}$ is modeled by a log-normal distribution [7], with parameters $\mu_{a}$ and $\sigma_{a}$ :

$$
\begin{equation*}
P_{h_{a}}\left(h_{a}\right)=\frac{1}{\sigma_{a} \sqrt{2 \pi}} \frac{1}{h_{a}} \exp \left(-\frac{\left(\log \left(h_{a}\right)-\mu_{a}\right)^{2}}{2 \sigma_{a}^{2}}\right) \tag{5}
\end{equation*}
$$

The impact of $h_{w}$ on static OWC was studied in [37]. The works in [14], and [17] considered weather impact to determine the average $C_{\text {cap }}$. The atmospheric losses due to weather conditions are modelled by Beer-Lambert law for a fixed transmission range, where $h_{w}$ depends on the visibility range [37] as given by:

$$
\begin{equation*}
h_{w}=e^{-L A_{d w}(\lambda)} \tag{6}
\end{equation*}
$$

where $L$ is the propagation distance and $A_{d w}(\lambda)$ is the attenuation coefficient due to different weather conditions. The coefficient $A_{d w}(\lambda)$ (in $\mathrm{dB} / \mathrm{km}$ ) is given as [38], [39]:

$$
\begin{equation*}
A_{d w}(\lambda)=\frac{17.35}{l}\left(\frac{\lambda}{550}\right)^{-\eta} \quad(d B / k m) \tag{7}
\end{equation*}
$$

where $l$ is the visibility range and $\eta$ is a visibility rangedependent parameter for different weather conditions [39]. The V2V-VLC channels are dynamic and subject to varying transmission ranges. The mean transmission range (i.e., the inter-vehicular distance) values during rush and late hours are 12.37 m and 48.72 m , respectively [30]. As can be seen from Table I, the impact of different weather conditions becomes more significant for longer distances (in Km). Fig. 2 shows the cumulative distribution functions (CDF) of $h_{w}$ $(\mathrm{dB})$ in (6) as a function of varying inter-vehicular distances during the rush and late hours of (12:00-15:00) and (0:0003:00), respectively. The figure illustrates that $h_{w}(\mathrm{~dB})$ fits the normal distribution (i.e., $h_{w}$ has a log-normal distribution in

TABLE I: Attenuation values under different weather conditions [39] and parameters of $h_{w}$ distribution.

| Weather <br> Condition | Visibility <br> range $(\mathrm{km})$ | $A_{d w}$ <br> $(\mathrm{~dB} / \mathrm{km})$ | $\left(\mu_{w}, \sigma_{w}\right)$ <br> Late | $\left(\mu_{w}, \sigma_{w}\right)$ <br> Rush |
| :---: | :---: | :---: | :---: | :---: |
| Clear | 20 | 0.7 | $-0.037,0.005$ | $-0.15,0.012$ |
| Haze | 2 | 7.77 | $-0.417,0.050$ | $-1.64,0.138$ |
| Thin fog | 1.5 | 10.5 | $-0.560,0.067$ | $-2.22,0.187$ |
| Heavy fog | 0.5 | 34.69 | $-1.863,0.223$ | $-7.33,0.616$ |

the normal scale) with the parameters given in Table I, which shows that the standard deviation value $\sigma_{w}$ under different weather and traffic conditions are low, i.e., $h_{w}$ values are clustered around the mean value. Note the short transmission distance in V2V (i.e., tens of meters) means that the variation in received power (i.e., standard deviation in Table I) caused by atmospheric conditions is relatively small compared to the power variation due to geometrical losses and turbulence. Therefore, we assume that, except for the additional attenuation parameter $\mu_{w}$, i.e., $\mu_{h_{t}}=\mu_{a} \mu_{g}+\mu_{w}$ weather conditions do not affect channel gain distribution [8].

Considering that the random variation of the gain due to $h_{g}$ is independent of $h_{a}$, the channel gain in (2) can be described by a log-normal distribution with parameters $\mu_{h_{t}}=\mu_{a} \mu_{g}+\mu_{w}$ and $\sigma_{h_{t}}=\left(\sigma_{h_{g}}^{2} \sigma_{h_{a}}^{2}+\mu_{h_{g}}^{2} \mu_{h_{a}}^{2}\right)-\mu_{h_{g}}^{2} \mu_{h_{a}}^{2}$ [40]:

$$
\begin{equation*}
P_{h_{t}}\left(h_{t}\right)=\frac{1}{\sigma_{h_{t}} \sqrt{2 \pi}} \frac{1}{h_{t}} \exp \left(-\frac{\left(\log \left(h_{t}\right)-\mu_{h_{t}}\right)^{2}}{2 \sigma_{h_{t}}^{2}}\right) . \tag{8}
\end{equation*}
$$

Because the channel is randomly varying, $C_{\text {cap }}$ must be considered as a random variable. Thus, the average capacity value is calculated to indicate the average best rate for errorfree transmission [15], [41].

## III. V2V-VLC ChANNEL CAPACITY

The optical average and peak power of the transmitted signal $X$ (which is the channel input) are constrained due to the eye safety and other practical considerations. The optical peak power $A$ and the average optical power must meet the following constraint [19], [32]:

$$
\begin{gather*}
P_{r}[X>A]=0  \tag{9}\\
E[X] \leq \varepsilon \tag{10}
\end{gather*}
$$

where $\varepsilon$ is a constant.
In addition, the ratio between $\varepsilon$ and $A$ is defined as:

$$
\begin{equation*}
\alpha \triangleq \frac{\varepsilon}{A} \tag{11}
\end{equation*}
$$

where $\alpha \in[0,1]$.
Considering a memoryless V2V-VLC channel, $C_{\text {cap }}$ $C(A, \varepsilon)$ is given by the supremum of the mutual information between the channel input $X$ and output $Y$ over all laws as:

$$
\begin{equation*}
C(A, \varepsilon)=\sup _{\mathbb{P}_{X}} I(X, Y)=\sup _{\mathbb{P}_{X}} I\left(X, h_{t} \mathbf{X}+\mathbf{n}\right) . \tag{12}
\end{equation*}
$$

where $\mathbb{P}_{X}$ is the distribution of $X$.
Note that, (12) shows that the mutual information between $X$ and $Y$ is affected by $h_{t}$. Since the V2V-VLC channel is a random time-varying channel, we must consider the random
variation of the channel to find the average achievable rate with the arbitrarily small probability of error [15], [17]. Hence, $C_{\text {avg }}$ (also known as ergodic capacity) is given by [17]:

$$
\begin{equation*}
C_{\mathrm{avg}}=\langle C(A, \varepsilon)\rangle=\int_{0}^{\infty} C(A, \varepsilon) P_{h_{t}}\left(h_{t}\right) d h_{t} \tag{13}
\end{equation*}
$$

In the following sections, we present upper and lower bounds on $C_{\text {avg }}\langle C(A, \varepsilon)\rangle$ using different methods and considering $A$ and $\varepsilon$ constraints.

## A. The average capacity lower bound

The entropy-power inequality (EPI) is used to determine the lower bound on $C_{\text {cap }}$ [19], [32], [42], which is given by:

$$
\begin{align*}
C(A, \varepsilon) & \geq I(X, Y) \\
& =h(Y)-h(Y \mid X) \\
& =h\left(h_{t} \mathbf{X}+\mathbf{n}\right)-h(\mathbf{n}) \\
& =\frac{1}{2} \log \left(e^{2 h\left(h_{t} \mathbf{X}\right)}+e^{2 h(\mathbf{n})}\right)-h(\mathbf{n})  \tag{14}\\
& =\frac{1}{2} \log \left(\frac{h_{t}^{2} e^{2 h(\mathbf{X})}}{2 \pi \sigma_{n}^{2} e}+1\right)
\end{align*}
$$

Note that from (14), the lower bounds can be found by choosing an input distribution $\mathbb{P}_{X}$ that maximizes the entropy $h(X)$. To determine the tight bounds both continuous and discrete input distributions are proposed. In this work, we focus only on continuous input distributions as outlined below.

1) Truncated-Exponential and Uniform Input Distributions: The work in [19] proposed using truncated-exponential and uniform input distributions $\mathbb{P}_{X}$ to maximize the entropy $h(X)$ under the peak and average constraints. As a result, the lower bound on the $C_{\text {cap }}$ is given as [19], [32]:
$C(A, \varepsilon) \geq\left\{\begin{array}{lr}\frac{1}{2} \log \left(1+\frac{h_{t}^{2} A^{2} e^{2 \mu^{*}}}{2 \pi e \sigma_{n}^{2}}\left(\frac{1-e^{-\mu^{*}}}{\mu^{*}}\right)^{2}\right), & \text { for } \\ \log \left(1+\frac{h_{t}^{2} A^{2}}{2 \pi e \sigma_{n}^{2}}\right), & \text { for } \\ \log & \alpha=\frac{1}{2} \\ 2\end{array}\right.$
where $\mu^{*}>0$ is a unique solution of $\frac{1}{\mu^{*}}-\frac{e^{-\mu^{*}}}{1-e^{-\mu^{*}}}=\frac{\varepsilon}{A}$.
Using (8), (13) and (15), the average capacity is calculated by solving (16) (given at the bottom of the next page).

Using $z=\log \left(h_{t}\right), \omega_{e}=\frac{A^{2}}{2 \pi e \sigma_{n}^{2}} e^{2 \mu^{*}}, \omega_{d}=\frac{A^{2}}{2 \pi e \sigma_{n}^{2}}, \mu_{e}=$ $\mu_{h_{t}}+0.5 \log \left(\omega_{e}\right)$ and $\mu_{d}=\mu_{h_{t}}+0.5 \log \left(\omega_{d}\right),\left(16^{n}\right)$, is rewritten as:
$\langle C(A, \varepsilon)\rangle \geq \frac{1}{2 \sigma_{h_{t}} \sqrt{2 \pi}} \begin{cases}\int_{0}^{\infty} \log \left(1+e^{2 z}\right) \\ \exp \left(-\frac{\left(z-\mu_{e}\right)^{2}}{2 \sigma_{h_{t}}^{2}}\right) d z, \text { for } & \alpha<\frac{1}{2} \\ \int_{0}^{\infty} \log \left(1+e^{2 z}\right) \\ \exp \left(-\frac{\left(z-\mu_{d}\right)^{2}}{2 \sigma_{h_{t}}^{2}}\right) d z, \text { for } & \alpha=\frac{1}{2}\end{cases}$

> (17)

Using the equality $\log \left(1+e^{2 y}\right)=\sum_{k=1}^{+\infty}(-1)^{k+1} y^{2 k} / k$ and the definition of the scaled complementary error function
$\operatorname{erfcx}(y)=\exp \left(y^{2}\right) \operatorname{erfc}(y)$ [15], [43], the integral in (17) is solved as:

$$
\begin{align*}
& \langle C(A, \varepsilon)\rangle \geq 0.5 \exp \left(\frac{\mu_{e}}{2 \sigma_{h_{t}}^{2}}\right) \sum_{k=1}^{+\infty} \frac{(-1)^{k+1}}{k} \\
& {\left[\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}+\frac{\mu_{e}}{\sqrt{2} \sigma_{h_{t}}}\right)+\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}-\frac{\mu_{e}}{\sqrt{2} \sigma_{h_{t}}}\right)\right]} \\
& \quad+\frac{2 \sigma}{\sqrt{2 \pi}} \exp \left(\frac{\mu_{e}}{2 \sigma_{h_{t}}^{2}}\right)+\left(\mu_{e}\right) \operatorname{erfc}\left(\frac{\mu_{e}}{\sqrt{2} \sigma_{h_{t}}}\right) \tag{18}
\end{align*}
$$

for $\alpha<\frac{1}{2}$, and

$$
\begin{align*}
& \langle C(A, \varepsilon)\rangle \geq 0.5 \exp \left(\frac{\mu_{d}}{2 \sigma_{h_{t}}^{2}}\right) \sum_{k=1}^{+\infty} \frac{(-1)^{k+1}}{k} \\
& {\left[\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}+\frac{\mu_{d}}{\sqrt{2} \sigma_{h_{t}}}\right)+\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}-\frac{\mu_{d}}{\sqrt{2} \sigma_{h_{t}}}\right)\right]} \\
& \quad+\frac{2 \sigma}{\sqrt{2 \pi}} \exp \left(\frac{\mu_{d}}{2 \sigma_{h_{t}}^{2}}\right)+\left(\mu_{d}\right) \operatorname{erfc}\left(\frac{\mu_{d}}{\sqrt{2} \sigma_{h_{t}}}\right) \tag{19}
\end{align*}
$$

for $\alpha=\frac{1}{2}$.
2) Truncated-Gaussian Distribution: The work in [24] used truncated-Gaussian distribution to calculate the lower bound on $C_{\text {cap }}$ because Gaussian distribution achieves the capacity of the AWGN channel. The resulting lower bound on the $C_{\text {cap }}$ is given by (20) at the bottom of the next page (where, $\mathbb{P}_{\tilde{\mu}, \tilde{\nu}}^{G}(x)$ and $\mathbb{F}_{\tilde{\mu}, \tilde{\nu}}^{G}(x)$ are the PDF and CDF of the input Gaussian distribution with a mean and standard deviation of $(\tilde{\mu}, \tilde{\nu}))$.
for $\tilde{\nu}=\frac{\tilde{\mu}}{3}$ and $\tilde{\mu}<\varepsilon$, the suboptimal lower bound [32] and its average capacity are given respectively as:

$$
\begin{equation*}
C(A, \varepsilon) \geq \frac{1}{2} \log \left(1+\frac{h_{t}^{2} \varepsilon^{2}}{2 \pi e \sigma_{n}^{2}}\right) \tag{21}
\end{equation*}
$$

and

$$
\begin{array}{r}
\langle C(A, \varepsilon)\rangle=\frac{1}{2 \sigma_{h_{t}} \sqrt{2 \pi} \log (2)} \int_{0}^{\infty} \frac{1}{h_{t}} \log \left(1+\frac{h_{t}^{2} \varepsilon^{2}}{\sigma_{n}^{2}}\right) \\
\exp \left(-\frac{\left(\log \left(h_{t}\right)-\mu_{h}\right)^{2}}{2 \sigma_{h_{t}}^{2}}\right) d h_{t} \tag{22}
\end{array}
$$

Following the same derivation steps in (18), the average lower
bound can be written as:

$$
\begin{align*}
& \langle C(A, \varepsilon)\rangle \geq 0.5 \exp \left(\frac{\mu_{j}}{2 \sigma_{h_{t}}^{2}}\right) \sum_{k=1}^{+\infty} \frac{(-1)^{k+1}}{k} \\
& {\left[\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}+\frac{\mu_{j}}{\sqrt{2} \sigma_{h_{t}}}\right)+\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}-\frac{\mu_{j}}{\sqrt{2} \sigma_{h_{t}}}\right)\right]} \\
& \quad+\frac{2 \sigma}{\sqrt{2 \pi}} \exp \left(\frac{\mu_{j}}{2 \sigma_{h_{t}}^{2}}\right)+\left(\mu_{j}\right) \operatorname{erfc}\left(\frac{\mu_{j}}{\sqrt{2} \sigma_{h_{t}}}\right) \tag{23}
\end{align*}
$$

where $\mu_{j}=\mu_{h_{t}}+\log \left(\frac{\varepsilon}{\sqrt{(2 \pi e)} \sigma_{n}}\right)$.
Having calculated the average capacity lower bound, the average capacity upper bound is derived in the following section.

## B. Average capacity upper bound

In this study, we consider two methods to calculate the average capacity upper bound on the V2V-VLC channel: sphere packing and constraint relaxation.

1) Sphere Packing Average Capacity Upper Bound: The upper bound on $C_{\text {cap }}$ of VLC is given by [44]:

$$
\begin{equation*}
C(A, \varepsilon) \leq \log _{2}\left(\frac{\left(\frac{e}{2 \pi}\right)^{\frac{c^{*}}{2}} \gamma^{\frac{-c^{*}}{\beta}}}{\left(c^{*}\right)^{2 c^{*}}\left(1-c^{*}\right)^{\frac{3}{2}\left(1-c^{*}\right)}}\left(\frac{h_{t} \varepsilon}{\sigma_{n}}\right)^{c^{*}}\right) \tag{24}
\end{equation*}
$$

where the numerical coefficients $\gamma=0.74$ and $\beta=1.75$ were determined to tighten the lower bound on the complementary error function and the optimized parameter $c^{*} \in[0,1]$ satisfies:

$$
\begin{align*}
& 2 \log _{2}\left(c^{*}\right)-\frac{3}{2} \log _{2}\left(1-c^{*}\right)= \\
& -\frac{1}{\log 4}+\frac{1}{2} \log _{2}\left(\frac{e}{2 \pi}\right)-\frac{1}{\beta} \log _{2}(\gamma)+\log _{2}\left(\frac{h_{t} \varepsilon}{\sigma_{n}}\right) \tag{25}
\end{align*}
$$

Using (8), (13) and (24), the average capacity upper bound can be calculated as:

$$
\begin{align*}
&\langle C(A, \varepsilon)\rangle=\frac{1}{\sigma_{h_{t}} \sqrt{2 \pi} \log (2)} \\
& \int_{0}^{\infty} \log \left(\frac{\left(\frac{e}{2 \pi}\right)^{\frac{c^{*}}{2}} \alpha^{\frac{-c^{*}}{\beta}}}{\left(c^{*}\right)^{2 c^{*}}\left(1-c^{*}\right)^{\frac{3}{2}\left(1-c^{*}\right)}}\left(\frac{h_{t} \varepsilon}{\sigma_{n}}\right)^{c^{*}}\right) \\
& \frac{1}{h_{t}} \exp \left(-\frac{\left(\log \left(h_{t}\right)-\mu_{h}\right)^{2}}{2 \sigma_{h_{t}}^{2}}\right) d h_{t} . \tag{26}
\end{align*}
$$

The solution of (26) is given as:

$$
\begin{align*}
& \langle C(A, \varepsilon)\rangle \leq \frac{\bar{c}^{*} \mu_{m}}{\log (2)} \\
& \quad+\frac{\bar{c}^{*}}{\log (2)} \log \left(\frac{\left(\frac{e}{2 \pi}\right)^{2} \alpha^{-1 / \beta}}{\left(\bar{c}^{*}\right)^{2}\left(1-\bar{c}^{*}\right)^{3\left(1-\bar{c}^{*}\right) / 2 \bar{c}^{*}}}\left(\frac{\varepsilon}{\sigma_{n}}\right)\right) \tag{27}
\end{align*}
$$

$$
\langle C(A, \varepsilon)\rangle \geq \frac{1}{2 \sigma_{h_{t}} \sqrt{2 \pi}} \begin{cases}\int_{0}^{\infty} \frac{1}{h_{t}} \log \left(1+\frac{h_{t}^{2} A^{2}}{2 \pi e \sigma_{n}^{2}} e^{2 \mu^{*}}\left(\frac{1-e^{-\mu^{*}}}{\mu^{*}}\right)^{2}\right) \exp \left(-\frac{\left(\log \left(h_{t}\right)-\mu_{h_{t}}\right)^{2}}{2 \sigma_{h_{t}}^{2}}\right) d h_{t}, & \text { for } \quad \alpha<\frac{1}{2}  \tag{16}\\ \int_{0}^{\infty} \frac{1}{h_{t}} \log \left(1+\frac{h_{t}^{2} A^{2}}{2 \pi e \sigma_{n}^{2}}\right) \exp \left(-\frac{\left(\log \left(h_{t}\right)-\mu_{h_{t}}\right)^{2}}{2 \sigma_{h_{t}}^{2}}\right) d h_{t}, & \text { for } \quad \alpha=\frac{1}{2}\end{cases}
$$

where the optimized parameter $\bar{c}^{*}$ is given by:

$$
\begin{align*}
& 2 \log _{2}\left(\bar{c}^{*}\right)-\frac{3}{2} \log _{2}\left(1-\bar{c}^{*}\right)= \\
& \mu_{m}-\frac{1}{\log 4}+\frac{1}{2} \log _{2}\left(\frac{e}{2 \pi}\right)-\frac{1}{\beta} \log _{2}(\alpha)+\log _{2}\left(\frac{\varepsilon}{\sigma_{n}}\right) \tag{28}
\end{align*}
$$

Note that only the average power constraint is considered using sphere packing to derive the upper bound on $C_{\text {cap }}$ [44], and [32].
2) Constraint relaxation: Considering that $\mathbf{X}$ is a random variable which meets the peak and average constraints in (9) and (10), the maximum variance of the input $E\left[\left(X_{i}-\right.\right.$ $\left.\left.E\left[X_{i}\right]\right)^{2}\right]=\varepsilon(A-\varepsilon)$ is achieved by a binary distribution $\mathbb{P}_{X}=\left(1-\frac{\varepsilon}{A}\right) \delta(X)+\frac{\varepsilon}{A} \delta(X-A)$ [24], [32]. Hence, the upper bound on $C_{\text {cap }}$ is given by [19], [32]:

$$
\begin{equation*}
C(A, \varepsilon) \leq \log \left(1+\varepsilon(A-\varepsilon) \frac{h_{t}^{2}}{\sigma_{n}^{2}}\right) \tag{29}
\end{equation*}
$$

From (8), (13), and (29), the average capacity upper bound is given by the solution of the integration:

$$
\begin{align*}
\langle C(A, \varepsilon)\rangle \leq \frac{1}{\sigma_{h_{t}} \sqrt{2 \pi}} & \int_{0}^{\infty} \frac{1}{h_{t}} \log \left(1+\alpha(1-\alpha) \frac{h_{t}^{2} A^{2}}{\sigma_{n}^{2}}\right) \\
& \exp \left(-\frac{\left(\log \left(h_{t}\right)-\mu_{h}\right)^{2}}{2 \sigma_{h_{t}}^{2}}\right) d h_{t} \tag{30}
\end{align*}
$$

Similar to (17), by changing the variables $y=\log \left(h_{t}\right)$ and $\omega_{u}=\alpha(1-\alpha) \frac{A^{2}}{\sigma_{n}^{2}}$ and following some manipulation, (30) is re-written as:

$$
\begin{align*}
\langle C(A, \varepsilon)\rangle \leq \frac{1}{\sigma_{h_{t}} \sqrt{2 \pi}} \int_{0}^{\infty} & \log \left(1+e^{2 y}\right) \\
& \exp \left(-\frac{\left(y-\mu_{u}\right)^{2}}{2 \sigma_{h_{t}}^{2}}\right) d y \tag{31}
\end{align*}
$$

where $\mu_{u}=\mu_{h_{t}}+0.5 \log \left(\omega_{u}\right)$.
Similarly, using the equality $\log \left(1+e^{2 y}\right)=$ $\sum_{k=1}^{+\infty}(-1)^{k+1} y^{2 k} / k$ and $\operatorname{erfcx}(y)=\exp \left(y^{2}\right) \operatorname{erfc}(y)$ [15], [43], the integral in (31) is solved as:

$$
\begin{align*}
& \langle C(A, \varepsilon)\rangle \leq 0.5 \exp \left(\frac{\mu_{u}}{2 \sigma_{h_{t}}^{2}}\right) \sum_{k=1}^{+\infty} \frac{(-1)^{k+1}}{k} \\
& {\left[\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}+\frac{\mu_{u}}{\sqrt{2} \sigma_{h_{t}}}\right)+\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}-\frac{\mu_{u}}{\sqrt{2} \sigma_{h_{t}}}\right)\right]} \\
& \quad+\frac{2 \sigma}{\sqrt{2 \pi}} \exp \left(\frac{\mu_{u}}{2 \sigma_{h_{t}}^{2}}\right)+\left(\mu_{u}\right) \operatorname{erfc}\left(\frac{\mu_{u}}{\sqrt{2} \sigma_{h_{t}}}\right) \tag{32}
\end{align*}
$$

The convergence analysis of (18), (19), (23), and (32) is provided in Appendix A.

The following section presents simulation results and discussions to examine the validity of the derivation and the obtained average capacity bounds.

## IV. Results and discussion

As part of the modelling of the dynamic V2V system, we have measured the channel gain considering the realistic intervehicle distances and the ambient noise levels at different times of the day using the experimental setup depicted in Fig. 3. We have used headlights of Ford Fiesta 2002, where the original bulb is replaced with commercial LED lamps. Prior to the measurement, the headlights were adjusted in accordance with ECE R112 regulation. All key dimensions are shown in Fig. 3. An analog power meter console with a standard photodiode sensor (Thorlabs 100A and S120C) was mounted at a height of 640 mm above the ground facing headlights. Measurements were conducted on 8 , 9 , and 21 February 2023 from 12:00-2:00 and 17:30-19:30, which correspond to the rush and late hours, respectively, of the day. According to traffic data collected from the multiple-loop sensors on M42 and M6 on 21, 24, and 28 November and 6, 7, and 8 December 2017, respectively, the distances were measured. With a lane width of 3.65 m , the mean values of the distance for the rush (12.00-15.00) and late hours (00.00-03.00) of the day are $\mathrm{D}_{\text {rush }}=12.37 \mathrm{~m}$ and $\mathrm{D}_{\text {late }}=48.72 \mathrm{~m}$, respectively. In order to estimate the distribution that best describes the received power, we applied a curve-fitting method based on Normal, log-normal, Gamma, and Nakagami distributions. The standard error values of the parameters of the distribution are used to evaluate the distribution fitting. In Table II, we provide the parameters for the Normal, log-normal, Nakagami, and Gamma distributions as well as their standard error values during rush and late hours. Among all distributions, the lognormal distribution provides the best fit with the least standard error, which matches well with the analytical expectation for the log-normal distribution for the channel gain in (8). Fig. 4 (a) shows the CDFs of the measured received power values along with the Normal, log-normal, Nakagami, and Gamma distributions during the rush and late hours. Note that Fig. 4 (b) confirms this result by showing the CDFs of the path loss (in dB), which fits a normal distribution given in [30] during the rush and late hours.

To validate the mathematical analysis in section III, we carry out a simulation-based study with parameter values shown in Table III. According to [32], it is sufficient to study the channel capacity for $\alpha<0.5$, since a channel capacity with a peak constraint has similar properties to a channel with an average and peak constraints with $\alpha<0.5$. Hence, we only considered the case for $\alpha<0.5$ to investigate $C_{\text {avg }}$.

Fig. 5 illustrates the numerical average capacity using (16), (22), (26), and (31) as a function of the average optical $\operatorname{SNR} \varepsilon / \sigma_{n}$ for sphere packing and constraint upper bounds,

$$
\begin{equation*}
C(A, \varepsilon)=\max _{\tilde{\mu}, \tilde{\nu}} \frac{1}{2} \log \left(1+\frac{h_{t}^{2} \tilde{\nu}^{2}}{\sigma_{n}^{2}}\right)+\log \left(\mathbb{F}_{\tilde{\mu}, \tilde{\nu}}^{G}(A)-\mathbb{F}_{\tilde{\mu}, \tilde{\nu}}^{G}(0)\right)-\frac{h_{t}^{2} \tilde{\nu}^{2}}{2\left(\mathbb{F}_{\tilde{\mu}, \tilde{\nu}}^{G}(A)-\mathbb{F}_{\tilde{\mu}, \tilde{\nu}}^{G}(0)\right)\left(1+\frac{h_{t}^{2} \tilde{\nu}^{2}}{\sigma_{n}^{2}}\right)}\left((A-\tilde{\mu}) \mathbb{P}_{\tilde{\mu}, \tilde{\nu}}^{G}(A)-\tilde{\mu} \mathbb{P}_{\tilde{\mu}, \tilde{\nu}}^{G}(0)\right) \tag{20}
\end{equation*}
$$



Fig. 3: The measurement setup.
TABLE II: Parameters for different distributions that are expected to describe the received power.

| Time | Distribution | Mean value $(\mathrm{W})$ | $\mu_{d}$ | Estimation error $\mu_{d}(\%)$ | $\sigma_{d}$ | Estimation error $\sigma_{d}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $12: 00-14: 00$ (rush hours) | log-normal | 40.56 n | 3.79 | 0.74 | 0.52 |  |
|  | Nakagami | 40.56 n | 28.85 | 274.00 | 1661.72 | 2470.27 |
|  | Normal | 40.56 n | 40.56 | 30.5 | 4.04 | 21.6 |
|  | Gamma | 40.56 n | 103.69 | 1106.67 | 0.39 .13 | 4.19 |
| $17: 30-19: 30$ (late hours) | log-normal | $14.13 \mu$ | 0.2 .52 | 2.91 | 0.50 | 2.07 |
|  | Nakagami | $14.42 \mu$ | 1.12 | 8.23 | 258.29 | 1421.61 |
|  | Normal | $14.16 \mu$ | 14.167 | 44.33 | 7.60 | 31.42 |
|  | Gamma | $14.16 \mu$ | 4.08 | 32.366 | 3.47 | 29.32 |

TABLE III: Simulation parameters.

| Symbol | Parameter | Values |
| :---: | :---: | :---: |
| $\sigma_{n}^{2}$ | AWGN variance | $10^{-14}[41]$ |
| $\mu_{a}$ | AT log-normal <br> distribution parameter | $0.4[7]$ |
| $\sigma_{a}^{2}$ | AT log-normal <br> distribution parameter | $0.8[7]$ |
| $\mu_{g}$ | geometrical log-normal <br> distribution parameter-Rush | $-74.7 \mathrm{~dB}[30]$ |
| $\sigma_{g}^{2}$ | geometrical log-normal <br> distribution parameter-Rush | $5.4[30]$ |
| $\mu_{g}$ | geometrical log-normal <br> distribution parameter-Late | $-102.8 \mathrm{~dB}[30]$ |
| $\sigma_{g}^{2}$ | geometrical log-normal <br> distribution parameter-Late | $3.2[30]$ |

as well as truncated-exponential and truncated-Gaussian lower bounds compared to plots obtained using (18), (23), (27), and (32) for $\varepsilon=A / 4$ at rush hours during (12:00-15:00) and under a clear weather condition. As expected, the figure shows the adequacy between the results obtained by the analytical and numerical expressions. The figure also demonstrates (i) the truncated-Gaussian exhibits a tighter lower bound than others for all values of SNR, which is highly desirable in vehicular communications with different illumination levels; (ii) at the $\mathrm{SNR}>10 \mathrm{~dB}$, sphere packing, which considers the average power constraint only, is characterized by a looser upper bound compared to other; and (iii) at SNR $<4$, dB sphere packing is tighter to the truncated-Gaussian lower
bound. The constraint relaxation upper bound provides much improved realization of the upper bound on $C_{\text {cap }}$. However, the gap between the average upper bound obtained using constraint relaxation method and the average lower bound obtained using the truncated-exponential is $<0.5 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ at low SNR values. The gap increases by up to $1 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ at high SNR values (i.e., $>10 \mathrm{~dB}$ ).

The impact of dynamic traffic on the VVLC average $C_{\text {cap }}$ as a function of the average optical $\operatorname{SNR} \varepsilon / \sigma_{n}$ for the four bounds during the rush and late hours, under a clear weather condition, and for $\varepsilon=A / 4$ bounds is depicted in Fig. 6. Note that, ( $i$ ) all plots show lower values of $0.7 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ for the $C_{\text {avg }}$ for late hours compared with rush hours. This is expected because the inter-vehicular distance is relatively longer at late night hours, and hence, the path loss values are larger [30]; (ii) the truncated-exponential lower bound show the tighter bound for both case; (iii) at lower optical SNR of $<0 \mathrm{~dB}$, sphere packing upper bond is closer to truncatedGaussian and beyond the SNR of 2.5 dB it is much lighter bound compared with others, see Fig. 6(a); and (iv) during the late hours, sphere packing display the lighter bound for all values of optical SNR compared with the others. The figure shows that the constraint relaxation upper bound, truncatedGaussian lower bound, and truncated-exponential lower bound have lower values of $C_{\text {avg }}$ at late hours than rush hours, with the latter displaying the tighter bound in both figures. Due to the dynamic traffic environment, the sphere packing upper bound is less dependent on the channel variation. The reason for this is that the channel variation results in variation in peak power, which is not considered in the sphere packing method.


Fig. 4: The measured CDFs as a function of a channel gain for: (a) received power, and (b) channel gain during the rush and late hours.


Fig. 5: $C_{\text {avg }}$ vs. average $\operatorname{SNR} \varepsilon / \sigma_{n}$ for $\varepsilon=A / 4$ at rush hours between 12:00-15:00 and under a clear weather condition.


Fig. 6: The impact of dynamic traffic on VVLC average sphere packing upper bound, constraint relaxation upper bound, truncated-exponential lower bound and truncated-Gaussian lower bound at (a) rush hours (12:00-15:00) and (b) late hours (00:00-03:00) for $\varepsilon=A / 4$ and clear weather.

Fig. 7 shows $C_{\text {avg }}$ bounds given in (27), (32), (18), and (23) as a function of the peak optical SNR $A / \sigma_{n}$ for a range of $\varepsilon$ of $A / 10, A / 4$, and $A / 2$ at rush hours and clear weather. The plots show the same patterns as in Figs. 5 and 6, with the average constraint relaxation upper bound and uniform distribution lower bound being tighter for $\varepsilon=A / 2$, see Fig. 7(c).

The impact of AT on $C_{\text {avg }}$ bounds against the average optical $\operatorname{SNR} \varepsilon / \sigma_{n}$ for all cases at rush hours, clear weather, and for $\varepsilon=A / 4$ is illustrated in Fig. 8. The figure shows that the average sphere packing upper bound is not affected by the AT. However, the average constraint relaxation upper bound, truncated-exponential lower bound and the truncatedGaussian lower bound display a drop in $C_{\text {avg }}$ by $0.2 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ at low values between -5 dB and 5 dB under the AT regime. The difference decreases to $0.1 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ at high SNR values, i.e., the impact of AT can be reduced by increasing the SNR values. In general, the observed change in $C_{\text {avg }}$ is insignificant for all SNR values and therefore, AT impact can be negligible.

Finally, Fig. 9 depicts the impact of weather on $C_{\text {avg }}$ bound as a function of the average optical $\operatorname{SNR} \varepsilon / \sigma_{n}$ for all cases and for clear, haze, and heavy fog conditions during the rush


Fig. 7: $C_{\text {avg }}$ vs. the peak optical SNR $A / \sigma_{n}$ sphere packing upper bound, constraint relaxation upper bound, truncatedexponential lower bound and truncated-Gaussian lower bound for $\varepsilon$ of (a) $A / 10$, (b) $A / 4$ and (c) $A / 2$ at rush hours (12:0015:00) and a clear weather condition.


Fig. 8: Impact of AT on $C_{\text {avg }}$ bounds with (T) and without (NT) turbulence conditions at rush hours, clear weather and when $\varepsilon=A / 4$


Fig. 9: $C_{\text {avg }}$ bounds under selected weather conditions: clear, haze, and heavy fog at rush hours and for $\varepsilon=A / 4$.
hours and for $\varepsilon=A / 4$. The results show that different weather conditions do not have a noticeable impact on the achievable $C_{\text {avg }}$. This is because the mean value of the channel gain $\mu_{h_{t}}$ is $<-70 \mathrm{~dB}$ and -100 dB due to dynamic traffic during the rush and late hours. Additive attenuation due to weather conditions causes further reductions of $\mu_{h_{t}}$, and hence, its impact becomes negligible.

## V. Conclusions

This paper has calculated the average channel capacity upper bound using the sphere packing and constraint relaxation and lower bound by assuming a channel input with a truncated-exponential or truncated Gaussian distribution. We also considered a channel model that accounted for the impact of dynamic traffic during the rush and late hours, atmospheric turbulence, haze and fog as well as constraints on the peak and average transmitted optical power for safety and practical considerations. The results demonstrated that higher average capacity of $0.7 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ was achievable during rush hours compared to the late hours and with a negligible impact of weather conditions. The constraint relaxation and the truncated-exponential distribution methods provided tight
bounds with a minimum gap of $0.4 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ during the rush hours and under the clear weather condition. Tighter channel bounds can be achieved by finding an optimal channel input distribution. In addition, the study revealed that the V2VVLC channel variation is influenced by the dynamic traffic environment. Hence to overcome channel variation, adaptive transmission and reception techniques are required.
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## Appendix

## A. Convergence analysis for infinite series expressions

The first term in (18), (19), (23), and (32) is infinite series expression. To find the convergence, this term is rewritten as follows:

$$
\begin{align*}
& \sum_{k=1}^{+\infty} \frac{(-1)^{k+1}}{k}\left[\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}+\frac{\mu}{\sqrt{2} \sigma_{h_{t}}}\right)+\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}-\frac{\mu}{\sqrt{2} \sigma_{h_{t}}}\right)\right] \\
= & \underbrace{\sum_{k=1}^{+K} \frac{(-1)^{k+1}}{k}\left[\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}+\frac{\mu}{\sqrt{2} \sigma_{h_{t}}}\right)+\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}-\frac{\mu}{\sqrt{2} \sigma_{h_{t}}}\right)\right]}_{A} \\
+ & \underbrace{\sum_{k=K+1}^{+\infty} \frac{(-1)^{k+1}}{k}\left[\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}+\frac{\mu}{\sqrt{2} \sigma_{h_{t}}}\right)+\operatorname{erfcx}\left(\frac{\sigma k}{\sqrt{2}}-\frac{\mu}{\sqrt{2} \sigma_{h_{t}}}\right)\right]}_{B} \tag{33}
\end{align*}
$$

where $\mu$ denotes $\mu_{e}, \mu_{d}, \mu_{j}$ or $\mu_{u}$ in (18), (19), (23), and (32), respectively.

Considering a sufficiently large value of $K$, in the second term B , $\operatorname{erfcx}(x)$ diverges to $\operatorname{erfcx}(x) \simeq \frac{1}{x \sqrt{\pi}}$. Hence, the second term $B$ is reduced to [43]:

$$
\begin{equation*}
B=\frac{2}{\sigma \sqrt{2 \pi}} \sum_{k=K+1}^{+\infty} \frac{(-1)^{k+1}}{k\left(k+\frac{\mu}{\sigma_{h_{t}}^{2}}\right)}+\sum_{k=K+1}^{+\infty} \frac{(-1)^{k+1}}{k\left(k-\frac{\mu}{\sigma_{h_{t}}^{2}}\right)} \tag{34}
\end{equation*}
$$

When $\mu>0$ the term $B$ diverges to [43]:

$$
\begin{equation*}
B=\frac{2 \sigma_{h_{t}}}{\mu \sqrt{2 \pi}}(-1)^{K}\left[\beta\left(K+1-\frac{\mu}{\sigma_{h_{t}}^{2}}\right)-\beta\left(K+1+\frac{\mu}{\sigma_{h_{t}}^{2}}\right)\right] \tag{35}
\end{equation*}
$$

where $\beta(\cdot)$ is given by [43]:

$$
\begin{equation*}
\beta(x)=\frac{1}{2}\left(\frac{d}{d x} \ln \Gamma\left(\frac{x+1}{2}-\frac{d}{d x}\right)-\ln \Gamma\left(\frac{x}{2}\right)\right) \tag{36}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the Gamma function.
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