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#### Abstract

In a fast-scrambling many-body quantum system, information is spread and entanglement is built up on a time scale that grows logarithmically with the system size. This is of fundamental interest in understanding the dynamics of many-body systems, as well as in efficiently producing entangled resource states and error-correcting codes. In this work, we identify a dynamical transition marking the onset of scrambling in quantum circuits with different levels of long-range connectivity. In particular, we show that as a function of the interaction range for circuits of different structures, the tripartite mutual information exhibits a scaling collapse around a critical point between two clearly defined regimes of different dynamical behavior. We study this transition analytically in a related long-range Brownian-circuit model and show how the transition can be mapped onto the statistical mechanics of a long-range Ising model in a particular region of parameter space. This mapping predicts mean-field critical exponents $v=-1 /\left(1+s_{c}\right)$, which are consistent with the critical exponents extracted from Clifford-circuit numerics. In addition to systems with conventional power-law interactions, we identify the same phenomenon in deterministic sparse circuits that can be realized in experiments with neutral-atom arrays.
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## I. INTRODUCTION

The question of how fast information is spread in a quantum system and how quickly entanglement is generated is relevant not only in understanding many-body dynamics but especially in noisy quantum devices, where we try to engineer entangled states within the relevant coherence time [1-5]. In systems with local interactions, this spreading is constrained by Lieb-Robinson bounds [6-10], and the coherence time polynomially restricts the system size over which useful entanglement can be generated. However, long-range and nonlocal interactions can lead to a breakdown of corresponding light cones for information spreading [11-15], up to a conjectured fastscrambling limit [13,16-21]. A fast scrambler develops entanglement up to the Page limit $[22,23]$ on a time scale that grows only $\operatorname{logarithmically,~approximately~} \log N$ with the system size $N[16,19]$. The nature of the scrambling

[^0]dynamics on models that interpolate between slow (local) and fast (nonlocal) scrambling regimes is now being explored in both theory [18,21,24-35] and experiments [36-40].

In this work, we identify the onset of scrambling at early times as a dynamical transition that can be characterized via the tripartite mutual information [18,34,41-44], which exhibits finite-size scaling collapse around a critical point as a function of a coupling-range parameter. We study randomly coupled quantum circuit models with tunable interactions, which can be continuously tuned between the two regimes of different dynamical behavior. This transition connects to practical applications in noisy devices, especially in identifying regimes where resource states can be generated on time scales that grow only logarithmically with the size of the system, so that the relevant system size can grow exponentially with the coherence time (see, e.g., the generation of entangled resource states in Ref. [35]). Below, we analyze this transition for both deterministic and random quantum circuit models and demonstrate that this transition could be observed with cold atoms in optical-tweezer arrays and moving atoms [45-47].

We study this phenomenon in random quantum circuits, which efficiently scramble quantum information and can be treated using both numerical and analytical methods. We first identify the onset of scrambling in numerical
simulations of random stochastic Clifford circuits and then explain our findings using a related Brownian circuit, the scrambling dynamics of which can be mapped onto a long-range Ising model for a special choice of parameters. Specifically, we consider quantum circuits in $(1+1)$ dimensions $[(1+1) \mathrm{D}]$, where qubits $i, j=0,1, . . N-1$ are arranged in a linear chain and interact via random twoqubit gates that depend on the linear distance $d=|i-j|$ between them. A tunable power-law exponent $s<0$ controls the decay of the couplings with distance, as shown in Fig. 1(a) (red dashed line) [48].

In these circuits, we apply two-qubit gates $Q_{i j}$ between qubits $i$ and $j$ with probability

$$
\begin{equation*}
p(|i-j|, s)=\mathcal{J}|i-j|^{s} \tag{1}
\end{equation*}
$$

where the normalization factor $\mathcal{J}$ ensures that on average one gate is applied per site during each time step $t=0,1,2, \ldots$. Therefore, regardless of $s$, the average number of gates applied per qubit is constant at a given time step $t$. For sufficiently short-range interactions $s \rightarrow$ $-\infty$, the qubits mimic a nearest-neighbor (NN) model. The dynamics in this case are governed by the underlying conventional linear light cone constrained by LiebRobinson bounds. By contrast, when $s \rightarrow \infty$, terms acting at the longest available distances dominate, as illustrated in Fig. 1(b). In between these two regimes, when $s=0$, all the qubits are coupled with equal probability. Here, it is known that system-wide entanglement builds up on much shorter time scales $t \sim \log N$, logarithmic in system size $N$, allowing for fast scrambling [13,16,17,21,31,33,34,46].

Our work is concerned with scrambling dynamics in these tunable-range systems at early times, well before the system has achieved volume-law entanglement. To study the growth of entanglement in these models, we measure the tripartite mutual information between three subregions $A, B$, and $C$ of the output qubits:

$$
\begin{equation*}
\mathcal{I}_{3} \equiv I(A: B: C)=I(A ; B)+I(A ; C)-I(A ; B C), \tag{2}
\end{equation*}
$$

where $I(A ; B)=S_{A}^{(2)}+S_{B}^{(2)}-S_{A B}^{(2)}$ is the mutual information between subregions $A$ and $B$. In this paper, we will focus primarily on Clifford circuits, where the second Renyi entropy $S_{A}^{(2)}=-\ln \operatorname{Tr}\left[\rho_{A}^{2}\right]$ is sufficient to completely characterize the entanglement spectrum of the system $[49,50]$.

The tripartite mutual information $\mathcal{I}_{3}$ vanishes when the regions $A B C$ are uncorrelated, as the amount of information that subregions $B$ and $C$ have about $A$ is exactly equal to the information that the combined region $B C$ has about $A$. This is because the quantum information is localized. However, when quantum correlations have spread across the system, $I(A ; B C)>I(A ; B)+I(A ; C)$ and $\mathcal{I}_{3}<0$. This means that the information contained in the quantum state is delocalized across all three regions $A, B$, and $C$ and


FIG. 1. The onset of scrambling in tunable-range quantum circuits. (a) A linear chain of $N$ qubits $i, j=0, \ldots, N-1$ (dotted black) evolves in time $t$ under stochastic application of singleand two-qubit Clifford gates $\mathcal{Q}_{i j}$, the probability distribution $p(d, s) \propto d^{s}$ of which (dotted red) depends on the distance $d=$ $|i-j|$ with the tunable power-law exponent $s<0$. The output qubits are divided into four contiguous regions $A, B, C$, and $D$ of equal size $N / 4$. (b) Tuning the parameter $s$ generates different coupling graphs between qubits. When $s \rightarrow-\infty$, the model is comparable to a nearest-neighbor model and when $s=0$, all the qubits are coupled randomly with equal probability. (c) Numerical studies of the tripartite mutual information $\mathcal{I}_{3}$ of three contiguous subregions $A, B$, and $C$ as a function of $s$ reveal a crossing at the critical point $s_{c}$. When $s<s_{c}, \mathcal{I}_{3} \rightarrow 0$ (blue) in the thermodynamic limit, indicating an uncorrelated regime. By contrast, when $s>s_{c}$, the tripartite mutual information is large and negative $\mathcal{I}_{3}<0$ (red), characterizing a scrambled regime. (d) The tripartite mutual information between three output regions $A, B$, and $C$ as a function of the tunable parameter $s$ for various system sizes $N=32, \ldots, 1024$ at a fixed time step $t=1$. The inset shows the scaling ansatz for $\mathcal{I}_{3}$ gives $v=2.72 \pm 0.52$ and $s_{c}=-1.33$. The numerical results are averaged over 5000 random circuit realizations.
reconstruction of this information requires access to all three regions. Hence, the negativity of the tripartite mutual information serves as a natural measure of many-body entanglement in the system $[18,43,44]$. Crucially, note that Bell pairs (bipartite entanglement) shared between qubits are not enough to generate negativity in $\mathcal{I}_{3}$ (Appendix F).

Characterizing entanglement generation in the circuit models using $\mathcal{I}_{3}$ for different values of the tunable parameter $s$ reveals two distinct regimes, as shown in Fig. 1(c). For short-range interactions $s<s_{c}$ and fixed time step $t$, the tripartite mutual information vanishes ( $\mathcal{I}_{3} \sim 0$ ) in the thermodynamic limit because there are not enough nonlocal gates to scramble information throughout the system (blue). On the other hand, for sufficiently long-range interactions $s>s_{c}$ and fixed time step $t$, the tripartite mutual information becomes large and negative ( $\mathcal{I}_{3}<0$ ), indicating that information has been scrambled throughout the entire system (red). At an intermediate value $s=s_{c}$ between these two regimes, we observe signatures of a critical point, which we qualitatively explain in subsequent sections using a pair of toy models. In this sense, our work identifies a dynamical transition in the early-time dynamics of unitary scrambling circuits as a function of the tunable parameter $s$.

## II. WEIGHTED RANDOM ALL-TO-ALL (WrAA) MODEL

Our primary evidence for this transition originates in a family of Clifford circuits [27,51-54] that interpolate between the nearest-neighbor model and random all-to-all regimes with a tunable parameter $s$. Consider a stochastic power-law Clifford circuit acting on $N$ qubits indexed by $i, j=0,1, . . N-1$. In each circuit layer, the qubits are randomly paired up and a random two-site gate from the Clifford group is applied with probability $p(d, s)$ on each qubit pair, where

$$
\begin{equation*}
p(d, s)=J_{s, \mathrm{WrAA}} d^{s} . \tag{3}
\end{equation*}
$$

Here, $d=\min \{N-|i-j|,|i-j|\}$ is the interqubit distance with periodic boundary conditions. Using the definition of the normalization factor discussed after Eq. (1), $1 / J_{s, \mathrm{WrAA}}=(N / 2)^{s}+2 \sum_{d=1}^{N / 2-1} d^{s}$ ensures that each site has only one gate applied to it at one time step $t$. This is achieved after $N-1$ layers.

To characterize the onset of scrambling in this system, we calculate the tripartite mutual information $\mathcal{I}_{3}$ of three contiguous regions, $A, B$, and $C$, of size $N / 4$ in the output state, across system sizes $N=32,64, \ldots, 1024$, for different values of the tunable parameter $s$ initialized in the $z$-polarized state. At fixed time step $t=1$, we observe a transition from the slow-scrambling regime to the fastscrambling regime at a critical value of $s=s_{c}$, as shown in Fig. 1(d). The critical point $s_{c}$ is located by looking for a crossing as we vary the system size $64 \leq N \leq 1024$. Near the transition, we observe that the tripartite mutual information exhibits a scaling collapse, as shown in Fig. 1(d). We find empirically that the data collapse is well described by the ansatz

$$
\begin{equation*}
\mathcal{I}_{3}=N^{\zeta / v} f\left(\left|s-s_{c}\right| N^{1 / v}\right) \tag{4}
\end{equation*}
$$

where $f$ is a universal scaling function, $v$ is the critical exponent of the correlation length $\eta$, and $\zeta=0$ (Appendix A). We observe that the data collapse down to universal curves using the resulting estimates of $s_{c}=-1.33$ and $v=$ $2.72 \pm 0.52$ in the inset of Fig. 1(d). We also check the robustness of this transition for different subsystem sizes in Appendix C.

## III. BROWNIAN-CIRCUIT MODEL

We can understand these results using a closely related Brownian-circuit model [17,55-62]. The utility of this model is that the growth of entanglement can be mapped onto a statistical-mechanics problem. Further, for a special choice of parameters, the dynamics can be mapped onto a long-range Ising model, the thermodynamics of which are well understood [63-65]. For any given WrAA model, we construct a related Brownian circuit that acts on $N$ clusters of $M$ spins arranged in a line as shown in Fig. 2(a), where $i, j=0, \ldots, N-1$ label the clusters and $u, v=0, \ldots, M-1$ label the spins $\vec{S}_{i u}=S_{i u}^{\alpha}$ within each cluster. During each infinitesimal time step $d t$, the system evolves under the unitary operator

$$
\begin{align*}
U_{t} & =e^{-i H(t) d t} \\
& =\exp \left[-i J_{u v}^{\alpha \beta}(t) S_{i u}^{\alpha} S_{i v}^{\beta} d t-i K_{i u, j v}^{\alpha \beta}(t) S_{i u}^{\alpha} S_{j v}^{\beta} d t\right], \tag{5}
\end{align*}
$$

where repeated indices are implicitly summed over. Here, the Brownian couplings $J_{u v}^{\alpha \beta}(t)$ generate intracluster interactions, while the couplings $K_{i u, j v}^{\alpha \beta}(t)$ generate intercluster interactions. These couplings are white-noise variables with zero mean and variance

$$
\begin{align*}
\mathbb{E}\left[J_{u v}^{\alpha \beta}(t) J_{u^{\prime} v^{\prime}}^{\alpha^{\prime} \beta^{\prime}}\left(t^{\prime}\right)\right] & =\frac{\mathcal{J}}{M d t}(1-b) \delta^{\alpha \alpha^{\prime}} \delta^{\beta \beta^{\prime}} \delta_{u u^{\prime}} \delta_{v v^{\prime}} \delta_{t t^{\prime}}, \\
\mathbb{E}\left[K_{i u, j v}^{\alpha \beta}(t) K_{i^{\prime} u^{\prime}, j^{\prime} v^{\prime}}^{\alpha^{\prime} \beta^{\prime}}\left(t^{\prime}\right)\right] & =\frac{\mathcal{J}}{M d t} b A_{i j} \delta^{\alpha \alpha^{\prime}} \delta^{\beta \beta^{\prime}} \delta_{i i^{\prime}} \cdots \delta_{t t^{\prime}}, \tag{6}
\end{align*}
$$

where $\mathcal{J}$ controls the overall coupling strength, $b$ controls the relative strength of the intra- and intercluster couplings, and $A_{i j}=A|i-j|^{s}$ is the normalized intercluster coupling matrix falling off as a power law with exponent $s$, with normalization factor $1 / A=\sum_{i}|i|^{s}$.

We are interested in the tripartite mutual information $\mathcal{I}_{3}$ of this system after a fixed evolution time $t$, which requires us to compute entanglement entropies $S_{A}, S_{B}, S_{A B}, \ldots$ of various subregions of the system at the final time $t$, as shown in Fig. 2(b). For simplicity, we focus here on computing the second Renyi entropy $S_{A}^{(2)}$, which is equivalent to introducing two copies of the system and measuring the expectation value of the SWAP operator ("doing a SWAP test") on the region $A$. Performing the disorder average over the random Brownian couplings $J_{u v}^{\alpha \beta}(t), K_{i u, j v}^{\alpha \beta}(t)$ and


FIG. 2. The onset of scrambling as a domain-wall depinning transition in a Brownian quantum circuit (a). Averaging over the Brownian couplings $J_{u v}^{\alpha \beta}(t), K_{i u, j v}^{\alpha \beta}(t)$ and taking the large cluster size limit $M \rightarrow \infty$ maps the calculation of the Renyi entropy $S_{A}^{(2)}$ (b) of a subregion $A$ onto a quantum statistical-mechanics problem (c) with effective Hamiltonian $H_{\text {eff }}$ and exactly two saddlepoint solutions $\left|\psi_{ \pm}\right\rangle$(red and blue). For short-range interactions $s<s_{c}$ (d)(i), the system is in a high-temperature paramagnetic (PM) phase, where it is energetically favorable to form vertical domain walls [(d)(i), dotted black] that are pinned to the bottom of the circuit. For $s>s_{c}$ (d)(ii), the system is in a lowtemperature ferromagnetic (FM) phase, where vertical domain walls are energetically expensive and it is therefore favorable to form a horizontal domain wall [(d)(ii), dotted black] that is "depinned" from the bottom boundary.
taking the limit $M \rightarrow \infty$ (Appendix $G$ ), one can show that the Renyi entropy reduces to a statistical-mechanics problem,

$$
\begin{equation*}
\left.e^{-S_{A}^{(2)}} \propto\left\langle\left\langle\Psi_{T}\right| e^{-t H_{\mathrm{eff}}} \mid \Psi_{0}\right\rangle\right\rangle \tag{7}
\end{equation*}
$$

where $H_{\text {eff }}$ is an effective ferromagnetic Hamiltonian with exactly two ground states $\left|\psi_{ \pm}\right\rangle$(the red and blue regions in Fig. 2). Here, the total time acts as an inverse temperature $t=\beta$ (note that $t$ is not the temperature.) Thus the entropy $S_{A}^{(2)}$ is governed by the Euclidean (thermal) propagator between the initial state $\left|\Psi_{0}\right\rangle$ and the final state $\left|\Psi_{T}\right\rangle=\left|\psi_{-}\right\rangle_{A}\left|\psi_{+}\right\rangle_{\bar{A}}$, as illustrated in Fig. 2(c). This mapping to an effective statistical-mechanics model is similar to the mappings one finds in random quantum circuit models [28,35,54,66-71] and random tensor-network models [54,72]; these mappings are fundamentally related to Schur-Weyl duality [54].

In this language, the transition in $\mathcal{I}_{3}$ can be understood as an ordering transition in the statistical-mechanics model $H_{\text {eff }}$, as illustrated in Fig. 2(d). For sufficiently short-range interactions $s<s_{c}$ (at fixed total time $t$ ), the system is in its disordered high-temperature phase. In this regime, the short-range interactions are too weak to stabilize a ferromagnetic phase at temperature $1 / t$. In other words, domain walls are cheap and so the energy gap $\Delta$ of $H_{\text {eff }}$ is smaller
than the temperature $1 / t$. Therefore, the bulk is in a hightemperature paramagnetic (PM) phase, where the system has not yet reached thermal equilibrium. In this case, the free energy is dominated by "vertical" domain walls that extend straight down from the region $A$ and are "pinned" to the bottom edge of the circuit, shown in dotted black in Fig. 2(d)(i). As a result, we find $S_{A}^{(2)}=2 g(t, s)$ for some function depending only on time $t$ and exponent $s$ and not on the subregion size $|A|$, such that $\mathcal{I}_{3}=0$.

By contrast, for sufficiently large $s>s_{c}$, the long-range couplings make domain walls more costly and the energy gap $\Delta$ correspondingly increases. In this regime, the longrange interactions are strong enough to stabilize a lowtemperature ordered ferromagnetic (FM) phase, as shown in Fig. 2(d)(ii). Whereas the bulk quickly finds the ground state $\left|\psi_{+}\right\rangle$favored by the majority boundary region $\bar{A}$, the boundary condition $\left|\psi_{-}\right\rangle$on region $A$ induces a horizontal domain wall (dotted black) that is "depinned" from the bottom edge. In this case, we find volume-law entanglement entropy $S_{A}^{(2)}=c|A|$ for some fixed constant $c$ and correspondingly negative tripartite mutual information $\mathcal{I}_{3}<0$. The transition between these two regimes occurs when the bulk "freezes" into its ordered low-temperature phase as a result of increasingly strong nonlocal interactions.

In this sense, the tripartite mutual information $\mathcal{I}_{3}$ probes a domain-wall depinning transition in the Brownian circuit that is driven by an ordering transition in the effective Hamiltonian $H_{\text {eff. }}$. The reason why $\mathcal{I}_{3}$ diagnoses this transition is precisely because the contributions from vertical domain walls separating neighboring regions cancel [Fig. 2(d)(i), dotted black], while contributions from horizontal domain walls do not cancel [44,73]. Thus, $\mathcal{I}_{3}=0$ unless the horizontal domain wall [Fig. 2(d)(ii), dotted black] has "depinned" from the bottom edge. For sufficiently long-range interactions $s>s_{c}$, the tripartite mutual information is negative precisely because the input and output of the circuit are separated by this depinned domain wall.

While the preceding discussion has been largely heuristic, we can conclusively demonstrate this ordering transition for a special choice of parameters by mapping the dynamics of $H_{\text {eff }}$ onto a long-range Ising model. In particular, consider the above Brownian-cluster model in a limit with weak intercluster couplings $b \ll 1$ and strong intracluster couplings $\mathcal{J} t \gg 1$ such that $b \mathcal{J} t$ is a fixed number of order one. This is equivalent to strong scrambling within each cluster and weak scrambling between the clusters, which is the regime that our Clifford circuits probe. In this limit, we can show (Appendix $G$ ) that each cluster $i$ collectively behaves as an Ising spin $\sigma_{i}= \pm 1$, where the spin labels the two possible saddle-point solutions $\left|\psi_{ \pm}\right\rangle$. In this region of parameter space, the boundary conditions $\left|\psi_{0, t}\right\rangle$ on each cluster $i \underline{\text { act }}$ as effective magnetic fields $h_{i}$, where $h_{i}= \pm 1$ for $i \in \bar{A}, A$. The Brownian circuit in this
limit is therefore equivalent to a long-range Ising model, the ordering transition of which is well understood [6365]. In fact, the critical exponents of the long-range Ising model are known to be mean field and numerically agree with the critical exponents that we find in our Clifford simulations, suggesting that the transition in question is itself mean field. Specifically, the mean-field critical exponent for the long-range Ising model predicted in Ref. [64] is, in terms of our parameters, $v=-1 /\left(1+s_{c}\right) \approx 3$, which agrees with our Clifford results to within a single standard deviation. It would be interesting to put this conjecture on a stronger footing in future studies.

One other heuristic toy model that we have devised to understand the approach to this transition is to calculate the probability of application of two qubit gates to a single qubit that crosses both the boundaries of a given subregion. These gates are responsible for the proliferation of entanglement entropy in the given quantum system (Appendix F). Such a simple model, however, is not sufficient to account for the negativity of tripartite mutual information, as a collection of EPR pairs always has $\mathcal{I}_{3}=0$. In order to have negativity $\mathcal{I}_{3}<0$, the system must have multiparty entanglement, which is present in the Clifford-circuit and Brownian models but not in this simple heuristic model.

## IV. TOWARD EXPERIMENTAL OBSERVATION

Having explored the onset of scrambling numerically in the WrAA Clifford circuit and analytically in a related Brownian-circuit model, it is interesting to ask whether this transition can be observed in experiments. Tunable power-law interactions of the type studied above are naturally accessible in trapped-ion experiments and the tripartite mutual information can be measured in principle by interfering many-body twins $[74,75]$ or by performing randomized measurements $[76,77]$. Here, we pursue a slightly different angle and ask whether the same phenomenon appears in systems with sparse interactions that can be engineered in ensembles of Rydberg atoms with optical tweezers. Building on ideas proposed in Ref. [46], we demonstrate that the transition studied above can be observed in near-term experiments using optically trapped neutral Rydberg atoms [78-81]. Nonlocal couplings in the system are generated by a quasi-one-dimensional (quasi1D) shuffling process employing optical tweezers that rearrange atomic positions [45,47,82-84]. Each rearrangement executes a "Faro shuffle," which moves the atom originally located at lattice site $i$ to lattice site $i^{\prime}$ according to the map [85,86]

$$
\begin{equation*}
i^{\prime}=\mathcal{R}\left(i=b_{m} \cdots b_{2} b_{1}\right)=b_{1} b_{m} \cdots b_{2} . \tag{8}
\end{equation*}
$$

This nonlocal mapping permutes the bit order of the atomic index $i=b_{m} \cdots b_{2} b_{1}$, written in binary such that the least significant bit $b_{1}$ of $i$ becomes the most significant bit of $i^{\prime}=\mathcal{R}(i)$.

Repeated shuffling operations lead to a dramatic rearrangement of the atomic positions and the resulting nonlocal couplings can rapidly generate many-body entanglement. The coupling operations in the circuit occur in the interaction layer, as shown in Fig. 3(a), and are achieved using stochastically applied alternating even and odd layers of controlled- $Z(\mathrm{CZ})$ gates. Combining this, along with global rotations, we implement a strong-scrambling circuit (sc)

$$
\begin{equation*}
\mathcal{D}_{\mathrm{sc}}=\mathcal{E}_{\mathrm{sc}}^{m} \mathcal{O}_{\mathrm{sc}}^{m} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{E}_{\mathrm{sc}}=\left[\mathcal{R}^{-1} \mathrm{CZ}_{\mathrm{even}}^{w} T_{\theta \phi}\right] \tag{10}
\end{equation*}
$$

is the even-circuit iteration and

$$
\begin{equation*}
\mathcal{O}_{\mathrm{sc}}=\left[\mathcal{R}^{-1} \mathrm{CZ}_{\mathrm{odd}}^{w} T_{\theta \phi}\right] \tag{11}
\end{equation*}
$$

is the odd-circuit iteration, with $T_{\theta \phi}=H P$, a combination of global Hadamard $H$ and global phase gates $P$. The weighted $\mathrm{CZ}_{\text {even }}^{w}$ and $\mathrm{CZ}_{\mathrm{odd}}^{w}$ gates couple qubits $i<j$ with probability $p(d, s)$, given by

$$
\begin{equation*}
p(d, s)=J_{\mathcal{D}_{s}} d^{s} \tag{12}
\end{equation*}
$$

The normalization factor $J_{\mathcal{D}_{s}}$ ensures that one gate, on average, is applied per site during each time step $t$. In our sparse-coupling circuit, this is achieved after $m=\log _{2} N$ even $\mathcal{E}_{s}$ and $m=\log _{2} N$ odd $\mathcal{O}_{s}$ circuit iterations. One even-circuit iteration $\mathcal{E}_{\text {sc }}$ is composed of globally applied $T_{\theta \phi}$, followed by a stochastic random application of $\mathrm{CZ}_{\text {even }}^{w}$ gates and a "Faro shuffle," as illustrated in Fig. 3(a). The same procedure applies to one odd-circuit iteration $\mathcal{O}_{\text {sc }}$.

Similar to Fig. 1(d), we observe the dynamical transition in Fig. 3(c), characterized by the negativity of the tripartite mutual information of the three contiguous regions $A, B$, and $C$ across system sizes $N=16,32,64, . .1024$, at a fixed time step $t=1$ initialized in a completely random state. The three contiguous regions $A, B$, and $C$ of the output set of qubits are chosen in the bulk, as shown in Fig. 3(a), to avoid any boundary effects on the calculations. A random initial state is characterized by an arbitrary polarization ( $x$, $y$, or $z$ ) qubit state at each site. We also perform finitesize scaling analysis for this model in Appendix D. From the perspective of near-term experimental realization, this transition can be observed in system sizes as small as $N=16$ and $N=32$, for a deterministic initial state, avoiding individual addressing of the qubit states. Furthermore, with increasing time steps, the many-body entanglement generated in the system increases and is characterized by an appreciable negative value of $\mathcal{I}_{3}$ (Appendix E). We have demonstrated in Fig. 3(d) the change in the value of $\mathcal{I}_{3}$ as a function of the tunable parameter $s$ for different values of the time steps $t$ for $N=16$.


FIG. 3. The onset of scrambling in a deterministic riffle circuit with a random initial state (a). Our circuit implementation is composed of inverse Faro shuffles (green), global rotations (purple), and an interaction layer (pink) composed of weighted $C Z_{\text {even }}^{w}$ and $\mathrm{CZ}_{\mathrm{odd}}^{w}$ gates. The controlled- $Z(\mathrm{CZ})$ gates between neighboring atoms separated by an interatomic distance of $R$ can be realized using strong van der Waals interactions $V_{r r}(R)$ between Rydberg states (b). The application of random two-qubit gates is achieved using classical random sampling to select qubits $i, j$ according to the probability distribution given in Eq. (12). The chosen qubits have corresponding atomic positions given by $\mathcal{R}_{l}^{-1}(i)$ and $\mathcal{R}_{l}^{-1}(j)$, where $l$ is the number of inverse-shuffle operations. They are then excited from the ground state $|g\rangle$ to the Rydberg state $|r\rangle$, where they interact via strong RydbergRydberg interactions (RRIs). (c) Tripartite mutual information $\left(\mathcal{I}_{3}\right)$ between three regions $A, B$, and $C$ in the bulk as a function of the tunable parameter $s$ for various system sizes $N=$ $32,64, . .1024$. This transition is observed for system sizes as small as $N=16$ (orange) at $t \sim O(1)$. (d) $\mathcal{I}_{3}$ between three regions $A, B$, and $C$ as a function of the tunable parameter $s$ for $N=16$ for different values of the time steps $t$ (light to dark orange). The black dotted vertical lines highlight the window over which $\mathcal{I}_{3}$ is plotted as a function of $s$ in (c). The numerical results are averaged over 3000 random circuit realizations.

To explore this dynamical transition in experiments, we propose to use a long-lived ground state $|g\rangle$ and a short-lived excited Rydberg state $|r\rangle$ as our qubit states. A random initial state can be prepared using classical random sampling and rotating individual spins constituting the qubit state. In each of the constituting even $\mathcal{E}_{\text {sc }}$ and odd $\mathcal{O}_{\text {sc }}$ circuit iterations, the implementation of Hadamard and phase gates can be achieved by single-qubit rotations. For the entangling operations, we randomly sample pairs of qubits $i, j$ according to the probability distribution in Eq. (12). These chosen qubits with the corresponding atomic indices $i^{\prime}=\mathcal{R}_{l}^{-1}(i)$ and $j^{\prime}=\mathcal{R}_{l}^{-1}(j)$, where $l$ is the number of inverse-shuffle operations, are then excited to the Rydberg states $\left|r_{i^{\prime}}\right\rangle$ and $\left|r_{j^{\prime}}\right\rangle$, respectively, from the $|g\rangle$ state, and the CZ gates between these qubits can be realized using strong Rydberg-Rydberg interactions (RRIs) $V_{r r}$, as
illustrated in Fig. 3(b) [87-94]. An alternative way to implement the weighted application of gates in the interaction layer would be to modulate different pulses according to the probability given in Eq. (12) in different stages of the inverse-shuffling operations. Additionally, we also observe these transitions in other sparse models, including the powers-of-two circuit model [21,34,39,95] (Appendix B).

Measuring the tripartite mutual information involves measuring entanglement entropies of different subregions. Clifford circuits have a flat entanglement spectrum, so measuring the second Renyi entropy is equivalent to measuring the von Neumann entropy. In practice, the secondorder Renyi entropy can be measured in the cold-atom setup by quantum interference of many-body twins [74,75] or by performing randomized measurements [76,77]. For $N=16$, we would need to measure the entanglement entropy of a maximum of eight qubits. For randomized measurements, it is known that the number of measurements required for estimating the second-order Renyi entropy $S_{A}^{(2)}$ scales exponentially with the size of the subregion $A[76,77]$. Hence, by preparing a single copy of the qubit state of interest at each time step, the estimation of the entanglement entropy can be done using an average of $10^{3}-10^{4}$ measurements. These measurements tend to be quite challenging in practice, however, and it is important to think carefully about how a given protocol would perform given the realities of dissipation and repetition rates in specific platforms.

## V. CONCLUSIONS AND OUTLOOK

In this work, we have studied a dynamical transition between slow and fast scrambling in quantum circuit models. In circuits where short-range couplings dominate ( $s<s_{c}$ ), scrambling is constrained by local Lieb-Robinson bounds, leading to slow-scrambling behavior. Beyond a critical interaction exponent $s>s_{c}$, these bounds break down such that information can be scrambled on a much faster time scale, $t \sim \log N$. In both cases, we diagnose the presence of scrambling using the negativity of the tripartite information $\mathcal{I}_{3}<0$. We also show that the dynamics of a related long-range Brownian model can be mapped to the long-range Ising model in a particular parameter regime. In particular, we also estimate the mean-field critical exponent and find it to agree with our Clifford-simulation results to within a single standard deviation, thus supporting the presence of a critical point and hence a phase transition.

One major outlook would be to probe the transition by teleporting information via the Hayden-Preskill-YoshidaYao protocol [46,96-99]. For weak scrambling $s<s_{c}$, we expect teleportation to fail except at time scales comparable to the system size, while for strong scrambling $s>s_{c}$ we expect it to succeed on time scales $\propto \log N$. We leave the characterization of this phenomenon to future work.

Further, our studies here focus only on the second Renyi entropy. This is sufficient for our current purposes, since Clifford circuits have a flat entanglement spectrum, but for more general circuits one would need to also consider higher-order Renyi entropies. These questions could be addressed using more sophisticated Brownian-circuit models that compute higher Renyi entropies. In a similar vein, the phase diagram appears very similar for both the sparseand dense-coupling schemes. We likewise observe similar features regardless of whether the model is a deterministic or random scrambler. It would be interesting to understand whether these models actually belong to the same universality class.

The data for this paper are available online [100].
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## APPENDIX A: FINITE-SIZE SCALING

For performing the finite-size scaling analysis, we use 5000 circuit realizations to locate the critical point $s_{c}$ through the crossing for larger system sizes $64 \leq N \leq$ 1024. Using this estimated value of $s_{c}$, we collapse data according to the scaling ansatz

$$
\begin{equation*}
\mathcal{I}_{3}=N^{\zeta / v} f\left(\left|s-s_{c}\right| N^{1 / v}\right), \tag{A1}
\end{equation*}
$$

where $f$ is a universal scaling function and $v$ and $\zeta$ are the critical exponents of the correlation length $\eta$. The datacollapse problem is framed as an optimization problem and the critical exponents including its standard errors are fitted by the Nelder-Mead algorithm. These routines are carried out by using the scientific PYTHON package PYFSSA [102, 103]

## APPENDIX B: POWERS-OF-TWO SPARSE CIRCUIT

In addition to the WrAA model and the neutral-atombased sparse model, we also investigate the powers-of-two
(PWR2) circuit model with sparse nonlocal couplings, where random two-qubit gates are applied on sites $i, j=$ $0, \ldots N-1$. In this circuit, two qubits are coupled if and only if the qubits are separated by an integer power of 2: $|i-j|=2^{m-1}$ for $m=1, \ldots, \log _{2} N$, as illustrated in Fig. 4(a). The random two-qubit gates $Q_{i j}$ are drawn from the two-qubit Clifford group and they are applied between two qubits in a brickwork pattern. The brickwork pattern of the circuit is constructed by distributing the gates with the same distance into layers, with alternating even and odd blocks. Within each block, the layers corresponding to gates of distance $2^{0}$ to $2^{\log _{2} N-2}$ are stacked sequentially, where in the even blocks, the gate between qubit $i$ and $j=i+2^{m} \bmod N$ is applied when $\left\lfloor i / 2^{m}\right\rfloor, 2=0$ and $=1$ for the odd blocks. The layers corresponding to gates of length $2^{\log _{2} N-1}$ are placed after one iteration of an even and an odd block. In each layer, the gates are applied with the probability $p(|i-j|, s)$, which is dictated by the distance $|i-j|$ and exponent $s$ :

$$
p(|i-j|, s)= \begin{cases}J_{\mathrm{PWR} 2, s}|i-j|^{s}, & |i-j|=2^{m-1}  \tag{B1}\\ 0, & \text { otherwise }\end{cases}
$$

Here, the normalization factor $1 / J_{\text {PWR2,s }}=(N / 2)^{s}+$ $2 \sum_{m=1}^{\log _{2} N-1} 2^{(m-1) s}$ is chosen such that in the limit of the random unitary circuit, the dynamics recover those of an anisotropic $X Y$ model on a sparsely coupled graph with Kac normalization [21,35]. In this formulation, after one iteration of even and odd blocks, on average one gate is applied per qubit. Therefore, we define one increment in the time step $(t=0$ to $t=1)$ as one complete iteration of even and odd blocks, such that regardless of $s$, the average number of gates applied per qubit is constant at a given time step $t$. We observe the dynamical transition between the slow-scrambling and the fast-scrambling regime by plotting tripartite mutual information $\mathcal{I}_{3}$ as a function of the tunable parameter $s$ for various system sizes $N=32,64, . ., 1024$, as shown in Fig. 4(b). We also estimate the critical $s_{c}$ and the corresponding critical exponent $v$ by using the finite-size scaling analysis mentioned in Appendix A. The collapsed data estimated using finite-size scaling are shown in the inset of Fig. 4(b).

## APPENDIX C: ROBUSTNESS OF THE TRANSITION TO DIFFERENT SUBSYSTEM SIZES

We also observe this dynamical transition when the output set of qubits is divided into subregions of size $N / 8$. The tripartite mutual information $\mathcal{I}_{3}$ of three contiguous subregions of size $N / 8$ in the output state is plotted as a function of the tunable parameter $s$ for the WrAA model across system sizes $N=32,64, . ., 1024$ as shown in Fig. 5(a). We observe a transition from the slow-scrambling to the fastscrambling regime at a fixed time step $t=1$ at a critical


FIG. 4. A dynamical transition in the PWR2 circuit, (a) Qubits arranged linearly in a 1D chain are coupled only if they are separated by a distance equal to an integer power of $2:|i-j|=2^{m-1}$ for $m=1, \ldots, \log _{2} N$. The two-qubit Clifford gates are applied stochastically according to the probability distribution given in Eq. (B1), in a brickwork pattern with alternative even and odd interaction layers. (b) The tripartite mutual information $\mathcal{I}_{3}$ between three regions $A, B$, and $C$ as a function of the tunable parameter $s$ for various system sizes $N=32, . ., 1024$. The inset shows that the scaling collapse of $\mathcal{I}_{3}$ gives $v=2.78 \pm 0.514$ and $s_{c}=-0.33$. The numerical results are averaged over 5000 random circuit realizations.
value $s_{c}=-1.33$, which is the same as in the analysis carried out in the main text. This shows that a change in boundary conditions does not affect the bulk physics and that we observe the transition at the same point. We also observe scaling collapse, as shown in Fig. 5(b), with critical exponent $v=2.23 \pm 0.67$.

## APPENDIX D: SCALING COLLAPSE ANALYSIS FOR THE NEUTRAL-ATOM-BASED SPARSE MODEL

The dynamical transition observed in the neutral-atombased sparse model allows us to create entangled states with fewer gates. The scaling ansatz for $\mathcal{I}_{3}$ gives $v=$ $2.79 \pm 0.39$ and $s_{c}=-0.29$, as shown in Fig. 6 .

## APPENDIX E: FAST-SCRAMBLING DYNAMICAL TRANSITION AT DIFFERENT TIME STEPS

As mentioned in the main text, increasing the time step $t$ increases the many-body entanglement generated in the system. This is reflected in the appreciable negativity of the tripartite mutual information. As $t$ increases, the transition between the slow-scrambling and the fast-scrambling regime is more evident only in larger system sizes, as shown in Figs. 7(a) and 7(b) for the neutral-atom-based model, as smaller system sizes get entangled at a lower $t$. For a fixed system size, increasing the time step highlights a stark difference in $\mathcal{I}_{3}$ as a function of the tunable parameter $s$. With increasing time steps, $\mathcal{I}_{3}$ becomes larger and negative for $N=256$ and $N=512$ near $s=0$, as shown in Figs. 7(c) and 7(d). For the numerical simulations to


FIG. 5. (a) The tripartite mutual information between three output regions $A, B$, and $C$ of size $N / 8$ as a function of the tunable parameter $s$ for various system sizes $N=32, . ., 1024$ for the WrAA model at a fixed time step $t=1$. (b) The scaling ansatz for $\mathcal{I}_{3}$ gives $v=2.23 \pm 0.67$ and $s_{c}=-1.33$. The numerical results are averaged over 12000 random circuit realizations.


FIG. 6. The scaling analysis for the neutral-atom-based sparse model with critical exponent $v=2.79 \pm 0.39$ and $s_{c}=-0.29$. The numerical results are averaged over 5000 random circuit realizations.
show a transition in Figs. 7(a) and 7(b), we stick to the interval highlighted by the black vertical lines in Figs. 7(c) and 7(d).

## APPENDIX F: HAAR-RANDOM LIMIT

In this appendix, we analyze the Clifford-circuit models in the limit where two-qubit gates are replaced with Haar-random gates. In this limit, the zeroth-order Renyi entropy, $S_{(0)}$ (the rank of the reduced density matrix), can be computed by the minimum cut through the tensornetwork representation of the circuit [104]. In this section of the appendix, we use this mapping first to show that this transition does not occur with the simple creation of a boundary-crossing entangled qubit and, second, to provide the analytical upper bound to the critical point $s_{c}$ of the WrAA model.

## 1. Impossibility of achieving negativity in tripartite mutual information from Bell-pair creation

We first investigate the scenario where every qubit in subregions $A, B, C$, and $D$ defined in the main text [Fig. 1(a)] forms a pair with a qubit outside the subregion (e.g., qubit in $A$ can form a pair with a qubit in subregion $B, C$, or $D$ but it does not pair with another qubit in


FIG. 7. (a),(b) The fast-scrambling dynamical transition at different time steps for the neutral-atom-based model. The tripartite mutual information $\mathcal{I}_{3}$ between three regions, $A, B$, and $C$, of the output set of qubits as a function of the tunable parameter $s$ for various system sizes $N=32, . .512$ for (a) $t=2$ and (b) $t=3$. (c),(d) $\mathcal{I}_{3}$ is plotted as a function of $s$ at different time steps for (c) $N=256$ and (d) $N=512$. Here, one time step $t$ constitutes $m=\log _{2} N$ even and $m=\log _{2} N$ odd-circuit iterations. The black dotted vertical lines highlight the window over which $\mathcal{I}_{3}$ is plotted as a function of $s$ in (a) and (b). The numerical results are averaged over 3000 random circuit realizations.


FIG. 8. The probability $P^{*}$ of having at least two gates crossing both the boundaries of a given subregion as a function of a tunable parameter $s$ for system sizes $N=32,64, . .1024$ for (a) the WrAA model and (b) the neutral-atom-based model, discussed in the main text. The critical point characterized by the tripartite mutual information for the WrAA model is $s_{c}=-1.33$. Here, we see a transition around (a) $s_{c}=-1.5$ (black dashed line). The red dashed line is the theoretical value of $P_{\mathrm{WrAA}}^{*}(s)$ as given in Eq. (F6). Similarly, the transition in $\mathcal{I}_{3}$ in the neutral-atom-based model has a critical point $s_{c}=-0.33$. However, the transition characterized by the probability $P^{*}$ in this case has a transition around (b) $s_{c}=-0.5$.
subregion $A$ ). This is the scenario where the entanglement entropy of the given subregion is maximized and hence the information in a subregion is completely delocalized just from the nonoverlapping formation of Bell pairs. We show that even in this scenario, the tripartite mutual information cannot be negative.

In this scenario, we will have $S_{X}^{(0)}=N / 4$ and $S_{X Y}^{0}=$ $N / 2-2 N_{X Y}$, where $X \neq Y$ are any subregion and $N_{X Y}$ is a Bell pair within the subregion. In the case of the Bell pairs, the tripartite mutual information evaluated with $n$ th-order Renyi entropy is

$$
\begin{equation*}
I_{3}^{(0)}=I_{3}^{(2)}=I_{3}^{(\mathrm{v} . \mathrm{N} .)}=2\left(N_{A B}+N_{A C}\right)-N / 2+2 N_{B C} . \tag{F1}
\end{equation*}
$$

Here, $I^{0}, I^{2}$, and $I^{\text {v.N. }}$ are tripartite mutual information calculated with Renyi- 0 , Renyi-2, and von Neumann entropy. However, from the constraint, we have the relations $N_{A B}+$ $N_{A C}=N / 4-N_{A D}$ and $N_{B C}=N_{A D}$. Substitution of these yields

$$
\begin{equation*}
I_{3}^{(0)}=I_{3}^{(2)}=I_{3}^{(\mathrm{v} \cdot \mathrm{~N})}=0 . \tag{F2}
\end{equation*}
$$

## 2. Onset of scrambling as a dynamical transition characterized by counting discrete gates

In the previous subsection, we show that the formation of the interregional Bell pairs is not enough for the tripartite mutual information to become negative. Therefore, in this subsection, we expand our analysis to the threequbit entanglement between three unique subregions in the system.

For the information to be delocalized between three subregions, $A, B$, and $C$, in the output set of qubits, there should be gates that cross both of the boundaries of a given region. Thus by calculating the probability $P^{*}(s)$ of at least
two gates applied to a qubit in a given region that crosses both boundaries over multiple circuit realizations, we can comment on the extent of the proliferation of entanglement in the system and provide a lower bound to the value of $s_{c}$ of a given model. The nonexistence of such gate configurations in the thermodynamic limit, $P^{*}(s) \rightarrow 0$, emphasizes that information is localized in a given region and not globally embedded across the system.

Here, we derive $P^{*}(s)$ analytically as a function of $s$ for the WrAA circuit discussed in the main text. Before we compute $P_{\mathrm{WrAA}}^{*}(s)$ for WrAA, we first compute $P_{\mathrm{WrAA}}^{*}(i, s)$, the probability of two gates applied on the $i$ th qubit from the boundary of region $A$ entangling two discrete regions outside of $A$. This can be written as follows:

$$
\begin{align*}
& P_{\mathrm{WrAA}}^{*}(i, s) \\
& =J_{s, \mathrm{WrAA}}^{2}\left(\left(\sum_{k=i+1}^{N / 2} k^{s}\right)\left(\sum_{l=N / 4-i}^{N / 2} l^{s}\right)-\left(\frac{N}{2}\right)^{2 s}\right) \\
& \quad+J_{s, \mathrm{WrAA}}^{2}\left(\left(\sum_{k=i+1}^{N / 4} k^{s}\right)\left(\sum_{l=i+1+N / 4}^{N / 2} l^{s}\right)-\left(\frac{N}{2}\right)^{2 s}\right) . \tag{F3}
\end{align*}
$$

Assuming that the largest contributions on $P^{*}(s)$ of the entire region are coming from the bulk qubits in region $A$, namely $1 \ll i \ll N / 4$, the summations can be simplified using the Euler-Maclaurin formula $[105,106]$ and one obtains the following approximation for $s<-1$ :

$$
\begin{equation*}
\sum_{k=1}^{N} k^{s}=\zeta(-s)-\frac{N^{s+1}}{-s-1}+\mathcal{O}\left(N^{s}\right) . \tag{F4}
\end{equation*}
$$

With this approximation, the function $P_{\text {WrAA }}^{*}(i, s)$ can be approximated as

$$
\begin{align*}
P_{\mathrm{WrAA}}^{*}(i, s) & \approx \frac{J_{s, \mathrm{WrAA}}^{2}}{(s+1)^{2}}\left[\left(\frac{N}{2}\right)^{2 s+2}-\left(\frac{N}{2}\right)^{s+1}\left((i+1)^{s+1}+\left(\frac{N}{4}-i\right)^{s+1}\right)+\left((i+1)\left(\frac{N}{4}-i\right)\right)^{s+1}\right] \\
& +\frac{J_{s, \mathrm{WrAA}}^{2}}{(s+1)^{2}}\left[\left(\frac{N}{2 \sqrt{2}}\right)^{2 s+2}-\left(\frac{N}{4}\right)^{s+1}\left(2^{s+1}(i+1)^{s+1}+\left(i+1+\frac{N}{4}\right)^{s+1}\right)+\left((i+1)\left(i+1+\frac{N}{4}\right)\right)^{s+1}\right] \tag{F5}
\end{align*}
$$

The $P_{\mathrm{WrAA}}^{*}(s)$ that we require is then the $P(i, s)$ summed over the $i$ in region $A$. In the thermodynamic limit, this becomes

$$
\lim _{N \rightarrow \infty} P_{\mathrm{WrAA}}^{*}(s)= \begin{cases}0 & (s<-1.5)  \tag{F6}\\ \frac{5-9 \sqrt{2}+2 \pi+4 \ln (1+\sqrt{2})}{2 \zeta^{2}(1.5)} & (s=-1.5) \\ 1 & (-1.5<s)\end{cases}
$$

indicating that proliferation of entanglement in the system does not occur in the system in the regime $s<-s_{c}$.

Finally, we plot, in Fig. 8, the probability $P^{*}(s)$ for the WrAA model and the sparsely coupled neutral-atom-based model discussed in the main text. The value of the analytical transition point is indicated with a red dotted line in the figure. The results are averaged over 3000 circuit realizations.

## APPENDIX G: BROWNIAN MODEL

Here, we analyze the dynamical $\mathcal{I}_{3}$ transition using a chain of coupled Brownian-circuit clusters. The model comprises $N$ clusters, each consisting of a large number of spins $M$. We work in a mean-field limit with $M \rightarrow$ $\infty$, such that each cluster behaves like a single classical degree of freedom with quantum fluctuations suppressed by $O(1 / \sqrt{M}) \rightarrow 0$. The plan is to introduce two copies of the system to measure the second Renyi entropy, take the disorder average over the Brownian couplings, and express the result as an effective Hamiltonian $H_{\text {eff }}$. We then consider the limit $\mathcal{J} t \gg 1 \gg b$, representing strong scrambling within each cluster and weak scrambling between clusters, and show that the model maps onto a long-range Ising model in this parameter regime. Finally, in the thermodynamic limit $N \rightarrow \infty$, the long-range Ising model exhibits a known mean-field ordering transition.

Consider a system of $M \times N$ spin-1/2 qubits $\vec{S}_{i u}=S_{i u}^{\alpha}$, where $u, v=0, \ldots, M-1$ label spins within each cluster and $i, j=0, \ldots, N-1$ label the clusters, which are arranged in a 1D chain with closed boundary conditions. We drive this system with Brownian unitary dynamics at
each time step $d t$ :

$$
\begin{align*}
U_{t} & =e^{-i H(t) d t} \\
& =\exp \left[-i J_{u v}^{\alpha \beta}(t) S_{i u}^{\alpha} S_{i v}^{\beta} d t-i K_{i u, j v}^{\alpha \beta}(t) S_{i u}^{\alpha} S_{j v}^{\beta} d t\right] \tag{G1}
\end{align*}
$$

where the repeated indices are implicitly summed over and $J$ and $K$ are white-noise couplings that generate intraand intercluster interactions, respectively. These couplings have zero mean and variance,

$$
\begin{align*}
\mathbb{E}\left[J_{u v}^{\alpha \beta}(t) J_{u^{\prime} v^{\prime}}^{\alpha^{\prime} \beta^{\prime}}\left(t^{\prime}\right)\right]= & \frac{\mathcal{J}}{M d t}(1-b) \delta^{\alpha \alpha^{\prime}} \delta^{\beta \beta^{\prime}} \delta_{u u^{\prime}} \delta_{v v^{\prime}} \delta_{t t^{\prime}}, \\
\mathbb{E}\left[K_{i u, j v}^{\alpha \beta}(t) K_{i^{\prime} u^{\prime} j^{\prime} v^{\prime}}^{\alpha^{\prime} \beta^{\prime}}\left(t^{\prime}\right)\right]= & \frac{\mathcal{J}}{M d t} b A_{i j} \delta^{\alpha \alpha^{\prime}} \delta^{\beta \beta^{\prime}} \delta_{i i^{\prime}} \delta_{j j^{\prime}} \\
& \times \delta_{u u^{\prime}} \delta_{v v^{\prime}} \delta_{t t^{\prime}}, \tag{G2}
\end{align*}
$$

where $\mathcal{J}$ controls the overall coupling strength, $A_{i j}$ is the (normalized) adjacency matrix of the intercluster couplings, and $0 \leq b \leq 1$ controls the ratio of the intra- and intercluster couplings. The factor of $M$ is necessary to ensure that the instantaneous Hamiltonian $H(t)$ is extensive. The full evolution over a total time $t$ is given by the unitary matrix $U=\prod_{0}^{t} U_{t}$, and we work in the limit as $d t \rightarrow 0$ with $\mathcal{J} t$ fixed. We will also take the limit $M \rightarrow \infty$, so the model is completely controlled by the coupling matrix $A_{i j}$, the chain length $N$, and the parameter $b$.

To calculate $\mathcal{I}_{3}$, we must compute the second Renyi entropy of a subregion $A$. This is achieved by introducing two copies of the system and performing a SWAP test on the qubits in region $A$, which is equivalent to computing the expectation value:

$$
\begin{equation*}
S_{A}^{(2)}=-\ln \operatorname{Tr}\left[\left(\operatorname{sWAP}_{A_{1} A_{2}}\right) U \rho_{0} U^{\dagger} \otimes U \rho_{0} U^{\dagger}\right] \tag{G3}
\end{equation*}
$$

where $\rho_{0}$ is the initial state. Using the Choi-Jamiolkowski isomorphism (i.e., flipping the bras to kets), we map the mixed-state dynamics of two copies onto the pure-state
dynamics of four copies:

$$
\begin{equation*}
\left.S_{A}^{(2)}=-\ln \left\langle\left\langle\operatorname{SWAP}_{A_{1} A_{2}}\right| U \otimes U^{\tau} \otimes U \otimes U^{\tau} \mid \rho_{0},\right\rangle\right\rangle \tag{G4}
\end{equation*}
$$

where

$$
\begin{equation*}
U^{\tau}=\sigma_{y} U^{*} \sigma_{y} \tag{G5}
\end{equation*}
$$

is the time reversal of $U$ (the additional factors of $\sigma_{y}$ are necessary so that spins transform correctly $\vec{S} \rightarrow$ $-\vec{S}$ under time reversal). In particular, $\left(U_{t}\right)^{\tau}=e^{+i H(t) d t}$ because the Hamiltonian is quadratic in the spins. In this
way, the Renyi entropy can be understood as a bulk propagator $U \otimes U^{\tau} \otimes U \otimes U^{\tau}$ connecting the initial state $\left.\left|\rho_{0}\right\rangle\right\rangle$ to the final state $\left.\left|\operatorname{SWAP}_{A_{1} A_{2}}\right\rangle\right\rangle$. We label the four copies (or "replicas") of the system by the indices $r, s=1,2,3,4$.

## 1. Disorder average

We focus first on the dynamics of the bulk propagator and later consider the effects of the initial and final states. Because the Brownian coefficients are uncorrelated in time, we can perform the disorder average independently at each time step:

$$
\begin{align*}
\mathbb{E}\left[U_{t} \otimes U_{t}^{\tau} \otimes U_{t} \otimes U_{t}^{\tau}\right] \approx 1 & -\frac{\mathcal{J}}{M d t}(1-b) \sum_{r<s}(-1)^{r+s} \sum_{i}\left(\sum_{u} \vec{S}_{i u} \cdot \vec{S}_{i u}\right)^{2} d t^{2} \\
& -\frac{\mathcal{J}}{M d t} b \sum_{r<s}(-1)^{r+s} \sum_{i j} A_{i j}\left(\sum_{u} \vec{S}_{i u} \cdot \vec{S}_{i u}\right)\left(\sum_{v} \vec{S}_{j v} \cdot \vec{S}_{j v}\right) d t^{2}, \tag{G6}
\end{align*}
$$

where we have expanded to second order in the small quantity $d t$. We stack these time steps together to find that the bulk propagator is governed by a quantum statisticalmechanics model with Gibbs weight $\exp \left(-t H_{\text {eff }}\right)$ and an effective Hamiltonian

$$
\begin{align*}
H_{\mathrm{eff}}= & M \mathcal{J} \sum_{r<s}(-1)^{r+s} \\
& \times\left[(1-b) \sum_{i}\left(G_{i}^{r s}\right)^{2}+b \sum_{i j} A_{i j} G_{i}^{r s} G_{j}^{r s}\right] \tag{G7}
\end{align*}
$$

where

$$
\begin{equation*}
G_{i}^{r s}:=\frac{1}{M} \sum_{u} \vec{S}_{i u}^{r} \cdot \vec{S}_{i u}^{s} \tag{G8}
\end{equation*}
$$

are the mean fields on each cluster and where the total time $t$ plays the role of inverse temperature (so that a larger time $t$ means a lower temperature).

Note that this derivation implicitly assumes that we can take the expectation value inside the logarithm, i.e., $\mathbb{E} \ln x \approx \ln \mathbb{E} x$. We generally expect this to be true at large $M \rightarrow \infty$ [61] but this must be checked explicitly by calculating higher moments and verifying that any fluctuations are negligible. An exact expression for $\mathbb{E} \ln x$ can be derived in principle using a replica limit.

To make further progress, it is convenient to switch to a path-integral representation

$$
\begin{equation*}
\left.\left\langle\left\langle\psi_{T}\right| \exp \left(-t H_{\mathrm{eff}}\right) \mid \psi_{0}\right\rangle\right\rangle=\int \mathcal{D} F_{i}^{r s} \mathcal{D} G_{i}^{r s} \mathcal{D} S_{i u}^{r \alpha} \exp (-M \mathcal{S}) \tag{G9}
\end{equation*}
$$

with action

$$
\begin{align*}
\mathcal{S}=\int_{0}^{t} d t & {\left[\mathcal{J}(1-b) \sum_{r<s}(-1)^{r+s} \sum_{i}\left(G_{i}^{r s}\right)^{2}\right.} \\
& +\mathcal{J} b \sum_{r<s}(-1)^{r+s} \sum_{i j} A_{i j} G_{i}^{r s} G_{j}^{r s} \\
& \left.-\sum_{r<s} \sum_{i} i F_{i}^{r s}\left(G_{i}^{r s}-\frac{1}{M} \sum_{u} \vec{S}_{i u}^{r} \cdot \vec{S}_{i u}^{s}\right)\right] \tag{G10}
\end{align*}
$$

where we have introduced Lagrange multipliers $i F_{i}^{r s}$ to enforce the mean-field constraint. Here, the mean fields $G_{i}^{r s}$, Lagrange multipliers $F_{i}^{r s}$, and spin variables $S_{i u}^{\alpha, r}$ are all functions of the Euclidean time $t$, and the spin variables satisfy the boundary conditions imposed by $\left.\left|\psi_{0, t}\right\rangle\right\rangle$. Importantly, we have buried the kinetic term for the spin variables in the integration factor $\int \mathcal{D} S^{\alpha}$. Now that the spins have been isolated to a single term, it is convenient to separate them from the rest of the action, so we write

$$
\begin{align*}
\mathcal{S} & =\int_{0}^{t} d t\left[\mathcal{J} \sum_{r<s}(-1)^{r+s} \sum_{i j} \chi_{i j} G_{i}^{r s} G_{j}^{r s}\right. \\
& \left.-\sum_{r<s} \sum_{i} i F_{i}^{r s} G_{i}^{r s}\right]-\sum_{i} \ln \mathcal{K}_{i}, \tag{G11}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{K}_{i} & :=\int \mathcal{D} S^{\alpha, r} \exp \left(-\int_{0}^{t} d t \sum_{r<s} i F_{i}^{r s} \vec{S}^{r} \cdot \vec{S}^{s}\right) \\
& \left.=\left\langle\left\langle\psi_{t}\right| \prod_{t} \exp \left(-\sum_{r<s} i F_{i}^{r s}(t) \vec{S}^{r} \cdot \vec{S}^{s}\right) \mid \psi_{0}\right\rangle\right\rangle \tag{G12}
\end{align*}
$$

is the propagator for a single spin cluster under the mean field Lagrange multiplier $i F_{i}^{r s}$ and

$$
\begin{equation*}
\chi_{i j}:=(1-b) \delta_{i j}+b A_{i j} \tag{G13}
\end{equation*}
$$

where we have assumed that $A_{i j}$ is translation invariant, symmetric, and normalized. By setting $b=0$, we recover $N$ identical decoupled copies of the original single-cluster model.

## 2. Mapping to long-range Ising model

We now consider the limit $\mathcal{J} t \gg 1 \gg b$ and show that the dynamics of the effective Hamiltonian in this regime are equivalent to those of a long-range Ising model at finite inverse temperature $t$. The propagator $\mathcal{K}_{i}$ is simply the quantum mechanics of $2 k=4$ spins $r, s=1,2,3,4$ in the external fields $F_{i}^{r s}(t)$. The sWAP boundary condition at the final time $t$ projects the system onto the spin-singlet subspace $S_{\text {Tot }}^{2}=0$, where $\vec{S}_{\text {Tot }}=\sum_{r} \vec{S}^{r}$. Moreover, since the Heisenberg couplings $\vec{S}^{r} \cdot \vec{S}^{s}$ manifestly conserve the total spin, we see that the entire dynamics are restricted to the singlet $S_{\text {Tot }}^{2}=0$ subspace. For $k=2$, this subspace is spanned by the basis vectors

$$
\begin{align*}
|\uparrow\rangle= & \frac{1}{2 \sqrt{3}}(2|1010\rangle+2|0101\rangle-|0011\rangle-\mid 11 \\
& -|1001\rangle-|0110\rangle), \\
|\downarrow\rangle= & \frac{1}{2}(|0011\rangle+|1100\rangle-|1001\rangle-|0110\rangle) . \tag{G14}
\end{align*}
$$

Thus, each propagator can be written as the dynamics of a spin-1/2 particle in a time-dependent magnetic field:

$$
\begin{equation*}
\mathcal{K}_{i}=\left\langle\psi_{T}\right| \exp \left[\frac{1}{2} \int_{0}^{t} d t \vec{B}_{i}(t) \cdot \vec{\sigma}\right]\left|\psi_{0}\right\rangle e^{B_{i}^{0} t / 2} \tag{G15}
\end{equation*}
$$

where the magnetic field has components

$$
\begin{align*}
B_{i}^{x} & =\frac{\sqrt{3}}{2}\left(i F_{i}^{12}+i F_{i}^{34}-i F_{i}^{14}-i F_{i}^{23}\right) \\
B_{i}^{y} & =0 \\
B_{i}^{z} & =\frac{1}{2} \sum_{r<s} i F_{i}^{r s}-\frac{3}{2}\left(i F_{i}^{13}+i F_{i}^{24}\right) \tag{G16}
\end{align*}
$$



FIG. 9. The effective spin-1/2 particle governing the propagator $\mathcal{K}_{i}$ can be visualized as a time-dependent state $|\psi(t)\rangle$ (red) on a Bloch sphere spanned by the basis vectors $|\uparrow\rangle$ and $|\downarrow\rangle$. The saddle-point solutions (blue) are the vectors $\psi_{ \pm}=\frac{\sqrt{3}}{2}|\uparrow\rangle \pm$ $\frac{1}{2}|\downarrow\rangle$.

$$
B_{i}^{0}=\frac{1}{2} \sum_{r<s} i F_{i}^{r s}
$$

At sufficiently long times $|\vec{B}| t \gg 1$, the boundary conditions do not affect the bulk physics and the bulk is determined by its time-independent saddle points $\vec{B}_{i}(t)=$ $\vec{B}_{i}$. In this limit, only the ground state contributes and the propagator therefore simplifies to

$$
\begin{equation*}
\mathcal{K}_{i} \approx c e^{\left|\vec{B}_{i}\right| t / 2} e^{B_{i}^{0} t / 2} \tag{G17}
\end{equation*}
$$

where the unimportant constant factor $c$ comes from the overlap of the initial state with the spin-singlet subspace basis vectors $|\uparrow\rangle$ and $|\downarrow\rangle$ (Fig. 9).

Therefore, our action simplifies to

$$
\begin{align*}
\mathcal{S}= & \mathcal{J} t \sum_{r<s}(-1)^{r+s} \sum_{i j} \chi_{i j} G_{i}^{r s} G_{j}^{r s}-\sum_{r<s} \sum_{i} i F_{i}^{r s} G_{i}^{r s} t \\
& -\sum_{i}\left(\left|\vec{B}_{i}\right|+B_{i}^{0}\right) t / 2 \tag{G18}
\end{align*}
$$

The final step is to find the saddle points of this action by taking derivatives $\partial \mathcal{S} / \partial G=\partial \mathcal{S} / \partial F=0$ with respect to the fields $F, G$. The saddle-point equations of motion are

$$
\begin{align*}
i F_{i}^{r s} & =2 \mathcal{J}(-1)^{r+s} \sum_{j} \chi_{i j} G_{j}^{r s} \\
G_{i}^{r s} & =-\frac{1}{2} \frac{\partial}{\partial i F_{i}^{r s}}\left(\left|\vec{B}_{i}\right|+B_{i}^{0}\right) . \tag{G19}
\end{align*}
$$

We may immediately eliminate the fields $G_{i}^{r s}$ from these equations. We also note that the antisymmetric combinations $i F_{i}^{12}-i F_{i}^{34}, i F_{i}^{14}-i F_{i}^{23}, i F_{i}^{13}-i F_{i}^{24}=0$ vanish identically, so we introduce the symmetric combinations

$$
\begin{align*}
\phi_{i}^{a} & =i F_{i}^{12}+i F_{i}^{34} \\
\phi_{i}^{b} & =i F_{i}^{14}+i F_{i}^{23}  \tag{G20}\\
\phi_{i}^{c} & =i F_{i}^{13}+i F_{i}^{24}
\end{align*}
$$

which simplifies the equations of motion to

$$
\begin{align*}
& \phi_{i}^{a}=2 \mathcal{J} \sum_{j} \chi_{i j}\left(\frac{\partial\left|\vec{B}_{j}\right|}{\partial \phi_{j}^{a}}+\frac{1}{2}\right)=\mathcal{J} \sum_{j} \chi_{i j}\left(\frac{1}{\left|\vec{B}_{j}\right|}\left(2 \phi_{j}^{a}-\phi_{j}^{b}-\phi_{j}^{c}\right)+1\right), \\
& \phi_{i}^{b}=2 \mathcal{J} \sum_{j} \chi_{i j}\left(\frac{\partial\left|\vec{B}_{j}\right|}{\partial \phi_{j}^{b}}+\frac{1}{2}\right)=\mathcal{J} \sum_{j} \chi_{i j}\left(\frac{1}{\left|\vec{B}_{j}\right|}\left(-\phi_{j}^{a}+2 \phi_{j}^{b}-\phi_{j}^{c}\right)+1\right),  \tag{G21}\\
& \phi_{i}^{c}=-2 \mathcal{J} \sum_{j} \chi_{i j}\left(\frac{\partial\left|\vec{B}_{j}\right|}{\partial \phi_{j}^{c}}+\frac{1}{2}\right)=-\mathcal{J} \sum_{j} \chi_{i j}\left(\frac{1}{\left|\vec{B}_{j}\right|}\left(-\phi_{j}^{a}-\phi_{j}^{b}+2 \phi_{j}^{c}\right)+1\right) .
\end{align*}
$$

We may solve these equations order by order in the small parameter $b$. At the lowest order in $b$, we subtract the first two equations to find that $\left|\vec{B}_{i}\right|=3 \mathcal{J}+O(b)$. We also find the linear combination

$$
\begin{equation*}
\phi_{i}^{a}+\phi_{i}^{b}-\phi_{i}^{c}=3 \mathcal{J} \sum_{j} \chi_{i j}=3 \mathcal{J}-3 b \mathcal{J} \sum_{j}\left(\delta_{i j}-A_{i j}\right) . \tag{G22}
\end{equation*}
$$

Substituting this into the last line of Eq. (G21), we conclude that $\phi_{i}^{c}$ vanishes at lowest order $\phi_{i}^{c}=0+O(b)$. Finally, we substitute $\phi_{i}^{a}+\phi_{i}^{b}=3 \mathcal{J}+O(b)$ into $\left|\vec{B}_{i}\right|=$ $3 \mathcal{J}+O(b)$ to solve for

$$
\begin{equation*}
\phi_{i}^{a}-\phi_{i}^{b}= \pm 3 \mathcal{J}+O(b) . \tag{G23}
\end{equation*}
$$

Thus, we find exactly two saddle points $\left|\psi_{ \pm}\right\rangle$for each cluster $i$ as shown in Fig. 9, which we label with an Ising spin $\sigma_{i}= \pm 1$. In the spin- $1 / 2$ replica subspace, these states are written

$$
\begin{equation*}
\left|\psi_{ \pm}\right\rangle=\frac{\sqrt{3}}{2}|\uparrow\rangle \pm \frac{1}{2}|\downarrow\rangle \tag{G24}
\end{equation*}
$$

When $\sigma_{i}=+1$ we find $G_{i}^{12}=G_{i}^{34}=-3 / 4+O(b)$ with all other fields vanishing, while for $\sigma_{i}=-1$ we find $G_{i}^{13}=$ $G_{i}^{24}=-3 / 4+O(b)$ with all other fields vanishing. Plugging these saddle-point solutions back into the action, we find that the bulk dynamics are

$$
\begin{align*}
\exp \left(-t H_{\mathrm{eff}}\right) & \approx \sum_{\left\{\sigma_{i}= \pm 1\right\}} e^{-t H[\sigma]}, \\
H[\sigma] & =\mathcal{J} \sum_{i j} \chi_{i j}(3 / 4)^{2}\left(\sigma_{i} \sigma_{j}+1\right) . \tag{G25}
\end{align*}
$$

Apart from additive constants, this is simply a long-range Ising model with coupling matrix $\chi_{i j}$. To get the true action, in principle we ought to expand to higher powers of $b$ but doing so will not change the number of saddle-point solutions; it will only modify the energy of the effective Ising model.

So far, we have discussed the bulk dynamics of $H_{\text {eff }}$ while ignoring the boundary conditions $\left.\left|\psi_{0, t}\right\rangle\right\rangle$. The effect of these boundary conditions is to impose an energy penalty coming from the overlap of the bulk saddle points $\left|\psi_{ \pm}\right\rangle$with the boundary states. We may treat each cluster $i$ separately. For the initial condition $\left.\left|\psi_{0}\right\rangle\right\rangle=|\uparrow\rangle$, we have an overlap

$$
\begin{equation*}
\left.\left\langle\psi_{ \pm} \mid \psi_{0}\right\rangle\right\rangle=\frac{\sqrt{3}}{2} \tag{G26}
\end{equation*}
$$

independent of the choice of saddle point. Because this overlap does not depend on the saddle point $\sigma_{i}= \pm 1$, this gives an unimportant overall constant shift to the action, which we ignore. By contrast, the final condition $\left.\left|\psi_{t}\right\rangle\right\rangle$ depends on whether the cluster belongs to the "SWAP-ed" region $A$ or the "un-SWAP-ed" region $\bar{A}$. If we pick a cluster $i \in A$, then the overlap is

$$
\begin{align*}
& \left\langle\psi_{t} \mid \psi_{+}\right\rangle=\left\langle\psi_{-} \mid \psi_{+}\right\rangle=\frac{1}{2},  \tag{G27}\\
& \left\langle\left\langle\psi_{t} \mid \psi_{-}\right\rangle=\left\langle\psi_{-} \mid \psi_{-}\right\rangle=1,\right.
\end{align*}
$$

and vice versa when $i \in \bar{A}$. Thus, whenever there is a mismatch between the bulk saddle point and the final boundary condition, we have an energy penalty $-\log 2$ in the effective action. This is equivalent to having an applied magnetic field $h_{i}$ acting on each spin $\sigma_{i}$ in the long-range Ising model. Hence we may write

$$
\begin{equation*}
\left.\left\langle\psi_{T}\right| \exp \left(-t H_{\mathrm{eff}}\right)\left|\psi_{0}\right\rangle\right\rangle \approx \sum_{\left\{\sigma_{i}= \pm 1\right\}} e^{-t H[\sigma]-\log 2 \sum_{i}\left(1-h_{i} \sigma_{i}\right) / 2}, \tag{G28}
\end{equation*}
$$

where $h_{i}=-1$ for $i \in A$ and $h_{i}=+1$ for $i \in \bar{A}$.
To summarize, we began with a Brownian model defined by parameters $N, M, \mathcal{J} t, b$, and $A_{i j}$ and we considered the limit $M \rightarrow \infty$, followed by $\mathcal{J} t \gg 1 \gg b$ such that $b \mathcal{J} t \sim O(1)$. Finally, we consider the thermodynamic
properties of the resulting classical statistical-mechanics model in the thermodynamic limit $N \rightarrow \infty$.
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