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#### Abstract

An analytic parahermitian matrix admits in almost all cases an eigenvalue decomposition (EVD) with analytic eigenvalues and eigenvectors. We have previously defined a discrete Fourier transform (DFT) domain algorithm which has been proven to extract the analytic eigenvalues. The selection of the eigenvalues as analytic functions guarantees in turn the existence of unique one-dimensional eigenspaces in which analytic eigenvectors can exist. Determining such eigenvectors is not straightforward, and requires three challenges to be addressed. Firstly, one-dimensional subspaces for eigenvectors have to be woven smoothly across DFT bins where a non-trivial algebraic multiplicity causes ambiguity. Secondly, with the one-dimensional eigenspaces defined, a phase smoothing across DFT bins aims to extract analytic eigenvectors with minimum time domain support. Thirdly, we need to check whether the DFT length, and thus the approximation order, is sufficient. We propose an iterative algorithm for the extraction of analytic eigenvectors and prove that this algorithm converges to the best of a set of stationary points. We provide a number of numerical examples and simulation results, in which the algorithm is demonstrated to extract the ground truth analytic eigenvectors arbitrarily closely.


Index Terms-eigenvalue decomposition, parahermitian matrix factorisation, analytic functions, phase retrieval, quadratic programming with quadratic constraints.

## I. Introduction

If $M$ sensors record a multi-channel broadband signal $\mathbf{x}[n] \in \mathbb{C}^{M}$ with time index $n \in \mathbb{Z}$, any signal processing needs to deal with time delays between elements of $\mathbf{x}[n]$, as opposed to the narrowband case where mere phase shifts suffice. Therefore, the space-time covariance matrix $\mathbf{R}[\tau]=$ $\mathcal{E}\left\{\mathbf{x}[n] \mathbf{x}^{\mathrm{H}}[n-\tau]\right\}$, with $\mathcal{E}\{\cdot\}$ the expectation operator and $\{\cdot\}^{\mathrm{H}}$ the Hermitian transposition, has to include a lag parameter $\tau \in \mathbb{Z}$. The space-time covariance $\mathbf{R}[\tau]$ inherits the symmetries of its constituent auto- and cross-correlation sequence entries, and so $\mathbf{R}[\tau]=\mathbf{R}^{\mathrm{H}}[-\tau]$. Thus, its $z$-transform, the cross-spectral density (CSD) matrix $\boldsymbol{R}(z)=\sum_{\tau} \mathbf{R}[\tau] z^{-\tau}$, satisfies the parahermitian property $\boldsymbol{R}(z)=\boldsymbol{R}^{\mathrm{P}}(z)$ [1], whereby $\boldsymbol{R}^{\mathrm{P}}(z) \equiv\left\{\boldsymbol{R}\left(1 / z^{*}\right)\right\}^{\mathrm{H}}$ requires a Hermitian transposition and time reversal. This CSD matrix can assist in

[^0]formulating and solving broadband array problems, including e.g. beamforming [2]-[4], blind source separation [5], multichannel coding [6], [7], speech enhancement [8]-[10], or MIMO system design [11]-[13].

Optimum narrowband solutions at a fixed frequency $\Omega_{0}$ are typically based on the diagonalisation of the narrowband covariance matrix $\boldsymbol{R}\left(\mathrm{e}^{\mathrm{j} \Omega_{0}}\right)=\left.\boldsymbol{R}(z)\right|_{z=\mathrm{e}^{\mathrm{j}} \Omega_{0}}$. To formulate equivalent optimum broadband solutions requires the diagonalisation of $\mathbf{R}[\tau]$ for all lags $\tau$, or equivalently the diagonalisation of the CSD matrix $\boldsymbol{R}(z)$ for every value of $z$. It is shown in [14]-[16] that unless $\mathbf{x}[n]$ is time-multiplexed, a parahermitian $\boldsymbol{R}(z)$ admits a parahermitian matrix EVD (PhEVD)

$$
\begin{equation*}
\boldsymbol{R}(z)=\boldsymbol{Q}(z) \boldsymbol{\Lambda}(z) \boldsymbol{Q}^{\mathrm{P}}(z) \tag{1}
\end{equation*}
$$

with an analytic paraunitary $\boldsymbol{Q}(z)$, such that $\boldsymbol{Q}(z) \boldsymbol{Q}^{\mathrm{P}}(z)=$ $\boldsymbol{Q}^{\mathrm{P}}(z) \boldsymbol{Q}(z)=\mathbf{I}$, and an analytic diagonal $\boldsymbol{\Lambda}(z)=$ $\operatorname{diag}\left\{\lambda_{1}(z), \ldots, \lambda_{M}(z)\right\}$. Both $\boldsymbol{\Lambda}(z)$ and $\boldsymbol{Q}(z)$ are absolutely convergent but generally transcendental functions in $z$, i.e. (infinite) Laurent series. Due to this analyticity, Laurent polynomials can approximate these functions arbitrarily well by truncation.

A problem related to (1) is the McWhirter decomposition or polynomial EVD (PEVD) [17] $\boldsymbol{R}(z) \approx \boldsymbol{U}(z) \boldsymbol{D}(z) \boldsymbol{U}^{\mathrm{P}}(z)$. This is an approximate factorisation, using Laurent polynomial matrices $\boldsymbol{U}(z)$ and $\boldsymbol{D}(z)$. The diagonal parahermitian matrix $\boldsymbol{D}(z)$ contains the $M$ approximate polynomial eigenvalues $d_{\mu}(z), \mu=1, \ldots, M$. These eigenvalues are spectrally majorised [18] such that, on the unit circle, $d_{\mu}\left(\mathrm{e}^{\mathrm{j} \Omega}\right) \geq$ $d_{\mu+1}\left(\mathrm{e}^{\mathrm{j} \Omega}\right) \forall \Omega$ and $\mu=1, \ldots,(M-1)$. As a result, in the case of overlapping eigenvalues $\lambda_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ in (1) as shown in Fig. 1(a), the functions $d_{\mu}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ are piecewise analytic, permuted versions of $\lambda_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ as depicted in Fig. 1(b), which are no longer differentiable and so are not analytic functions. Further, the corresponding eigenvectors will also be permuted, piece-wise analytic functions, but because of their orthonormality will include discontinuities at the points of permutation. The approximation of non-differentiable and discontinuous functions requires infinite Laurent series for $\boldsymbol{D}(z)$ and $\boldsymbol{U}(z)$, which are no longer absolutely convergent; their approximations therefore lead to much higher order functions than those for the analytic functions $\boldsymbol{\Lambda}(z)$ and $\boldsymbol{Q}(z)$ in (1).

A large number of algorithms have targeted solutions to the McWhirter decomposition or PEVD over the last two decades. This includes the second order sequential best rotation (SBR2) family of algorithms [7], [17], [20] and the sequential matrix diagonalisation algorithms (SMD, [21], [22]). These algorithms generally encourage spectral majorisation, while SBR2


Fig. 1. Example of (a) analytic eigenvalues $\lambda_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ [14], [19] and (b) spectrally majorised eigenvalues $d_{\mu}\left(\mathrm{e}^{\mathrm{j} \Omega}\right), m, \mu=1,2$, with non-differentiable points circled.
has been proven to converge to a spectral majorised solution [23]. Even though no convergence proof is provided, the fixed-order algorithms in [24]-[26] also target the spectrally majorised solution. Spectral majorisation can be useful, as it, e.g., provides optimality for subband coding [7], [18]. However, for subspace decompositions, targeting a spectrally majorised decomposition can lead to subspace perturbations at the permutation points that distinguish analytic from spectrally majorised solutions (e.g., see later Fig. 7); these perturbations inherently demand high approximation orders, resulting in an unnecessarily high implementation cost for applications in e.g. [2], [3], [5], [6], [11].

We are therefore interested in algorithms that can approximate the analytic solution in (1). Due to analyticity of both $\boldsymbol{R}(z)$ and its desired factors, it suffices to consider such functions on the unit circle, $\boldsymbol{R}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)=\left.\boldsymbol{R}(z)\right|_{z=\mathrm{e}^{\mathrm{j}} \Omega}$, where a solution in $z$ may be obtained by re-parameterisation [27]. Related efforts on EVD, singular value (SVD) and QR decompositions have been undertaken for general matrices $\boldsymbol{A}(t)$ that depend on a real parameter $t \in \mathbb{R}$ on some interval [28]-[35]. For a detailed review, please refer to [36]; note however that an analytic decomposition of $\boldsymbol{A}(t)$ does not necessarily imply its existence for a matrix $\boldsymbol{A}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ that is periodic in $\Omega \in \mathbb{R}$ [15]. If it exists, then this periodicity can be exploited via efficient algorithms based on the discrete Fourier transform, unlike the solutions in [32]-[35].

DFT-based approaches somewhat negate the advantage of spectral coherence that is guaranteed by the time-domain PEVD algorithms in [7], [17], [20]-[22], [37]. Instead, similarly to [32]-[35] spectral coherence needs to be re-introduced across bins. The smooth polynomial EVD in [38] accomplishes this by monitoring the orthogonality of eigenvectors across bins. This can be misleading [36], [39], since eigenvectors are phase-ambiguous [14] and, at a $C$-fold algebraic multiplicity of eigenvalues, can form an arbitrary $C$-fold basis. Therefore, as a first part, in [36], we have based the extraction of analytic eigenvalues for (1) only on their analyticity, and have provided an algorithm with proven convergence, which iteratively grows
the DFT order until a desired approximation error can be reached. In each iteration step, spectral coherence is reestabished in principle by considering all possible associations of eigenvalues across frequency bins, which are evaluated via a smoothness metric based on differentiability [40]. In practice, the method in [36] follows a maximum likelihood sequence estimation approach that starts from the first DFT bins, and by adding further bins progressively only retains associations across these frequency bins that are sufficiently smooth. A metric that assesses truncation or time domain aliasing is then used in [36] to terminate the iteration and thus the algorithm at a desired threshold.

In this paper, we target the extraction of analytic eigenvectors based on the assumption that the analytic eigenvalues have been obtained using e.g. [36]. We characterise the ambiguities that exist for DFT-based binwise EVDs, and first resolve the problem of creating one-dimensional subspaces across DFT bins that contain non-trivial algebraic multiplicities; different from an initial investigation in [41], we here propose a closed-form solution. Thereafter, we perform a phase smoothing based on the analyticity of each of the eigenvectors separately. Beyond the discussion in [41], we show that this problem is generally NP hard, and provide some insight into a smoothness-based cost function. This analysis permits a guaranteed convergence to the smoothest of a set of possible functions, and hence the lowest-order approximation. We finally show that by iterating the subspace extraction and phase smoothing, convergence to an analytic solution can be guaranteed.

In the following, Sec. II defines important properties of the PhEVD in (1). The general DFT-based approach is outlined in Sec. III, followed by the extraction of 1-d eigenspaces and phase smoothing in Secs. IV and V. The growth of the approximation order and overall convergence is discussed in Sec. VI, with simulations in Sec. VII. Sec. VIII provides conclusions.

## II. Parahermitian Matrix EVD

Via the space-time covariance matrix in Sec. II-A, we discuss relevant properties of a parahermitian matrix. Based on this, we review its PhEVD in Sec. II-B before we explore polynomial approximations of its factors in Sec. II-C.

## A. Space-Time Covariance Matrix

A space-time covariance $\mathbf{R}[\tau]$ can be tied to the model in Fig. 2, where $L_{\mathrm{s}}$ mutually independent source signals $s_{\ell}[n], \ell=1, \ldots, L_{\mathrm{s}}$ contribute to the measurement vector $\mathbf{x}[n]=\left[x_{1}[n], \ldots, x_{M}[n]\right]^{\mathrm{T}}$ via a convolutive mixing system $\mathbf{H}[n] \in \mathbb{C}^{M \times L_{\mathrm{s}}}$. The $z$-transform leads to a matrix $\boldsymbol{H}(z)=\sum_{n} \mathbf{H}[n] z^{-n}: \mathbb{C} \rightarrow \mathbb{C}^{M \times L_{\mathrm{s}}}$ of transfer functions. In the following we use the short hand notation $\mathbf{H}[n] \circ \longrightarrow \boldsymbol{H}(z)$ for a transform pair [27]. In turn, the $L_{\mathrm{s}}$ source signals $s_{\ell}[n]$ in Fig. 2 can each be modelled as the output of an innovation filter $g_{\ell}[n] \bigcirc \longrightarrow G_{\ell}(z)$ that is excited by a zero mean unit variance uncorrelated signal $u_{\ell}[n]$ [42]. With $\boldsymbol{G}(z)=$ $\operatorname{diag}\left\{G_{1}(z) \ldots G_{L_{\mathrm{s}}}(z)\right\}$, the CSD matrix $\boldsymbol{R}(z) \bullet \mathbf{R}[\tau]$,

$$
\begin{equation*}
\boldsymbol{R}(z)=\boldsymbol{H}(z) \boldsymbol{G}(z) \boldsymbol{G}^{\mathrm{P}}(z) \boldsymbol{H}^{\mathrm{P}}(z) \tag{2}
\end{equation*}
$$



Fig. 2. Source model for measurement vector $\mathbf{x}[n][36]$.
is thus determined by the source model components in Fig. 2.
If the systems $\boldsymbol{G}(z)$ and $\boldsymbol{H}(z)$ in (2) are causal and stable, and therefore analytic, then the CSD matrix $\boldsymbol{R}(z)$ will be analytic. Because of its structure, $\boldsymbol{R}(z)=\boldsymbol{A}(z) \boldsymbol{A}^{\mathrm{P}}(z)$, where $\boldsymbol{A}(z)=\boldsymbol{H}(z) \boldsymbol{G}(z)$, and so $\boldsymbol{R}(z)$ is guaranteed to be a parahermitian and positive semi-definite matrix. Further, when evaluated on the unit circle, $\boldsymbol{R}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)=\left.\boldsymbol{R}(z)\right|_{z=\mathrm{e}^{\mathrm{j}} \Omega}$ is a selfadjoint matrix such that $\boldsymbol{R}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)=\boldsymbol{R}^{\mathrm{H}}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ [43], i.e. for any particular normalised angular frequency $\Omega_{0} \in \mathbb{R}, \boldsymbol{R}\left(\mathrm{e}^{\mathrm{j} \Omega_{0}}\right)$ satisfies the Hermitian property.

## B. Parahermitian Matrix EVD

If a parahermitian matrix $\boldsymbol{R}(z)$ is analytic and the measurement data $\mathbf{x}[n]$ does not originate from some multiplexing operation [15], then it is possible to state the following for its eigenvalues in (1):

Theorem 1 (Eigenvalues of a parahermitian matrix): Any analytic, parahermitian, and non-multiplexed $\boldsymbol{R}(z): \mathbb{C} \rightarrow$ $\mathbb{C}^{M \times M}$ possesses $M$ unique analytic eigenvalues.
Proof. See [15] based on analysis in [14], which extends results for analytic self-adjoint matrices in [28] to the parahermitian case.

We assume that there are no identical eigenvalues, i.e. $\lambda_{m}(z)=\lambda_{\mu}(z) \forall z$, with $m, \mu=1, \ldots, M$, is only true for $m=\mu$. This implies that for the model in Fig. 2, at the very least $L_{s} \geq(M-1) .{ }^{1}$ In this case, the uniqueness theorem for analytic functions [44] states that there may only be a finite number of intersections of the functions $\lambda_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$, $m=1, \ldots, M$, i.e. frequency points where $\boldsymbol{R}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ possesses eigenvalues with an algebraic multiplicity greater than one. Under this premise, we can state the following theorem for the eigenvectors of $\boldsymbol{R}(z)$ :

Theorem 2 (Eigenvectors of a parahermitian matrix): For the above analytic $\boldsymbol{R}(z)$ with no identical eigenvalues, there exists a unique one-dimensional eigenspace for every eigenvalue. The corresponding eigenvectors lying in these eigenspaces can be analytic, but are ambiguous up to an arbitrary allpass function.
Proof. See [15] and the analysis in [14] for the existence of analytic eigenvectors, which again follows as a generalisation of the self-adjoint matrix case in [28]. Because of its importance, in the following we explicitly consider the phase ambiguity. For this, we define a diagonal and paraunitary matrix $\boldsymbol{\Psi}(z)$,

$$
\begin{equation*}
\boldsymbol{\Psi}(z)=\operatorname{diag}\left\{\psi_{1}(z), \ldots, \psi_{M}(z)\right\} \tag{3}
\end{equation*}
$$

[^1]Since $\boldsymbol{\Psi}(z) \boldsymbol{\Psi}^{\mathrm{P}}(z)=\mathbf{I}$ and diagonal matrices permute, we have $\boldsymbol{\Lambda}(z)=\boldsymbol{\Psi}(z) \boldsymbol{\Lambda}(z) \boldsymbol{\Psi}^{\mathrm{P}}(z)$ and so $\boldsymbol{R}(z)$ in (1) can be written as

$$
\boldsymbol{R}(z)=\boldsymbol{Q}(z) \boldsymbol{\Psi}(z) \boldsymbol{\Lambda}(z) \boldsymbol{\Psi}^{\mathrm{P}}(z) \boldsymbol{Q}^{\mathrm{P}}(z)
$$

The product $\boldsymbol{Q}(z) \boldsymbol{\Psi}(z)$ now defines the phase ambiguity of the eigenvector $\boldsymbol{q}_{m}(z)$, i.e. the $m$ th column of $\boldsymbol{Q}(z)$ : if $\boldsymbol{q}_{m}(z)$ is an eigenvector corresponding to the eigenvalue $\lambda_{m}(z)$, then $\psi_{m}(z) \boldsymbol{q}_{m}(z)$ is also a valid eigenvector. If the remaining $(M-1)$ eigenvectors are selected to be analytic, then the $m$ th eigenvector can only reside in a uniquely defined orthogonal subspace, refered to as the 1-d eigenspace. Many different functions lie with this eigenspace, differing by phase functions $\psi_{m}(z)$, with only some being analytic.

Example 1: Consider $\boldsymbol{R}(z): \mathbb{C} \rightarrow \mathbb{C}^{2 \times 2}$ from [14], [19],

$$
\boldsymbol{R}(z)=\left[\begin{array}{cc}
\frac{1-\mathrm{j}}{2} z+3+\frac{1+\mathrm{j}}{2} z^{-1} & \frac{1+\mathrm{j}}{2} z^{2}+\frac{1-\mathrm{j}}{2}  \tag{4}\\
\frac{1+\mathrm{j}}{2}+\frac{1-\mathrm{j}}{2} z^{-2} & \frac{1-\mathrm{j}}{2} z+3+\frac{1+\mathrm{j}}{2} z^{-1}
\end{array}\right]
$$

with eigenvalues $\boldsymbol{\Lambda}(z)=\operatorname{diag}\left\{z+3+z^{-1} ;-\mathrm{j} z+3+\mathrm{j} z^{-1}\right\}$. The eigenvectors are $\boldsymbol{q}_{m}(z)=\psi_{m}(z)\left[1, \pm z^{-1}\right]^{\mathrm{T}} / \sqrt{2}$, where

$$
\begin{equation*}
\psi_{m}(z)=\mathrm{e}^{\mathrm{j} \varphi} \prod_{n} \frac{a_{m, n}^{*}-z^{-1}}{1-a_{m, n} z^{-1}} \tag{5}
\end{equation*}
$$

is an arbitrary allpass filter with $\left|a_{m, n}\right|<1$ and $a_{m, n} \in$ $\mathbb{C} \forall m, n$ [45]. Note that unless the allpass $\psi_{m}(z)$ takes on a simple delay with $a_{m, n}=0 \forall m, n$, the support of $\mathbf{q}_{m}[n] \circ \longrightarrow \boldsymbol{q}_{m}(z)$ is infinite. Therefore, even though the choice of the allpass filter does not affect analyticity, it nonetheless influences the support and potential complexity if the eigenvectors are to be approximated by polynomials. $\triangle$

## C. Polynomial Approximation of PhEVD Factors

Even if $\boldsymbol{R}(z)$ is a Laurent polynomial, i.e. a function of finite order, the factors $\boldsymbol{Q}(z)$ and $\boldsymbol{\Lambda}(z)$ in (1) will in many cases be Laurent series, i.e. of infinite order, and represent algebraic or even transcendental functions [14], [15]. We therefore would like to approximate $\boldsymbol{\Lambda}(z)$ and $\boldsymbol{Q}(z)$ by finite order functions, i.e. generally by Laurent polynomials. For the approximation of analytic eigenvalues, we can state the following theorem:

Theorem 3 (Laurent polynomial approximation of eigenvalues): The best $N$ th-order approximation $\hat{\boldsymbol{\Lambda}}^{(N)}(z)$ of an analytic $\boldsymbol{\Lambda}(z)$ in the least squares sense is obtained by truncating $\boldsymbol{\Lambda}(z)$ symmetrically to the required order.
Proof. See Theorem 2 in [36].
The approximation of the paraunitary $\boldsymbol{Q}(z)$ should ideally lead to lossless filter bank implementations that process data to e.g. achieve strong decorrelation [18] or to generate subspace decompositions. We are therefore interested in approximate eigenvectors $\hat{\mathbf{q}}_{m}^{(N)}[n] \circ \longrightarrow \hat{\boldsymbol{q}}_{m}^{(N)}(z)$ that are causal and finite, i.e. for $\hat{\boldsymbol{q}}_{m}^{(N)}(z)$ to be a polynomial rather than a Laurent polynomial. With a rectangular window

$$
p_{N}[n]= \begin{cases}1, & 0 \leq n \leq N  \tag{6}\\ 0, & \text { otherwise }\end{cases}
$$

we can state for the polynomial approximation $\hat{\boldsymbol{q}}_{m}^{(N)}(z)$ of $\boldsymbol{q}_{m}(z):$

Theorem 4 (Polynomial approximation of eigenvectors): The best $N$ th order polynomial approximation $\hat{\boldsymbol{q}}_{m}^{(N)}(z)$ of an analytic eigenvector $\boldsymbol{q}_{m}(z)$ in the least squares sense is obtained by masking

$$
\begin{equation*}
\hat{\mathbf{q}}_{m}^{(N)}[n]=p_{N}[n] \mathbf{q}_{m}\left[n-\Delta_{m}\right] \tag{7}
\end{equation*}
$$

whereby the shift $\Delta_{m}$ must minimise the overall truncation error in the least squares sense.
Proof. We want to initially find the $N$ th order Laurent polynomial approximation $\hat{\mathbf{w}}_{m}^{(N)}[n] \circ \longrightarrow \hat{\boldsymbol{w}}_{m}^{(N)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ of a single eigenvector $\mathbf{q}_{m}[n] \bigcirc \longrightarrow \boldsymbol{q}_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$. For the approximation error, we defined

$$
\begin{equation*}
\zeta=\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left\|\boldsymbol{q}_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)-\hat{\boldsymbol{w}}_{m}^{(N)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)\right\|_{2}^{2} \mathrm{~d} \Omega \tag{8}
\end{equation*}
$$

Due to Parseval, this is equivalent to

$$
\begin{equation*}
\zeta=\sum_{n}\left\|\mathbf{q}_{m}[n]-\hat{\mathbf{w}}_{m}^{(N)}[n]\right\|_{2}^{2}=\epsilon_{-}+\epsilon_{0}+\epsilon_{+} \tag{9}
\end{equation*}
$$

with

$$
\begin{aligned}
\epsilon_{-} & =\sum_{n=-\infty}^{-\Delta_{m}-1}\left\|\mathbf{q}_{m}[n]\right\|_{2}^{2}, \quad \epsilon_{+}=\sum_{n=N-\Delta_{m}+1}^{\infty}\left\|\mathbf{q}_{m}[n]\right\|_{2}^{2} \\
\epsilon_{0} & =\sum_{n=-\Delta_{m}}^{N-\Delta_{m}}\left\|\mathbf{q}_{m}[n]-\hat{\mathbf{w}}_{m}^{(N)}[n]\right\|_{2}^{2}
\end{aligned}
$$

All terms are non-negative; to minimise $\zeta$, we require $\epsilon_{0}=0$, and set $\hat{\mathbf{w}}_{m}^{(N)}[n]=\mathbf{q}_{m}[n]$ for $-\Delta_{m} \leq n \leq N-\Delta_{m}$. There will be at least one $\Delta_{m}$ such that the overall truncation error $\epsilon_{-}+\epsilon_{+}$is minimised. To ensure that the approximation is causal, we shift $\hat{\mathbf{w}}_{m}^{(N)}[n]$ by $\Delta_{m}$ samples, such that $\hat{\mathbf{q}}_{m}^{(N)}[n]=$ $\hat{\mathbf{w}}_{m}^{(N)}\left[n-\Delta_{m}\right]$.

Example 2: Since $\boldsymbol{q}_{m}(z)$ is analytic, $\mathbf{q}_{m}[n]$ is absolutely convergent and decays at least as fast as an exponential function, say

$$
\left\|\mathbf{q}_{m}[n]\right\|_{2} \leq \begin{cases}a^{-n} & n<0  \tag{10}\\ b^{n} & n \geq 0\end{cases}
$$

For the purpose of this example, we assume equality in (10), such that

$$
\begin{equation*}
\epsilon_{-}=\frac{a^{2 \Delta_{m}+2}}{1-a^{2}}, \quad \quad \epsilon_{+}=\frac{b^{2 N-2 \Delta_{m}+2}}{1-b^{2}} \tag{11}
\end{equation*}
$$

Therefore, for the minimum truncation error, we have that

$$
\begin{equation*}
\Delta_{m}=\frac{1}{2} \log _{a b} \frac{a^{2}\left(1-b^{2}\right)}{b^{2 N+2}\left(1-a^{2}\right)} \tag{12}
\end{equation*}
$$

Specifically, for a symmetric decay with $a=b$ we obtain $\Delta_{m}=\frac{N}{2}$.
The adjustment of the delay $\Delta_{m}$ is equivalent to the shiftcompensated truncation method discussed in [46].

Note that the Fourier transform $\hat{\boldsymbol{q}}_{m}^{(N)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right) \bullet \multimap \hat{\mathbf{q}}_{m}^{(N)}[\tau]$ converges uniformly to $\mathrm{e}^{-\mathrm{j} \Omega \Delta_{m}} \boldsymbol{q}_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ as $N$ increases [47]. Therefore by sufficiently adjusting the approximation order $N$, we can decrease the approximation error to an arbitrarily small value at every frequency $\Omega \in \mathbb{R}$. Further, while we used the variable $N$ for both $\boldsymbol{\Lambda}(z)$ and $\boldsymbol{Q}(z)$, generally different
approximation orders are required for these two quantities if similar approximation errors are to be obtained.

Example 3: To demonstrate the potential mismatch in order, consider $\boldsymbol{R}(z)=\left[3, \quad z ; z^{-1}, 3\right]$. This matrix possesses constant eigenvalues with $\boldsymbol{\Lambda}(z)=\operatorname{diag}\{4,2\}$ of order zero, while $\boldsymbol{Q}(z)=\left[1,1 ; z^{-1},-z^{-1}\right] / \sqrt{2}$ has order one.

## III. Bin-Wise EVD and General Approach

Since we operate in the DFT domain, we review the properties of an EVD at one sample point of $\boldsymbol{R}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ in Sec. III-A, and see how this relates to the PhEVD in Sec. III-B. This will expose quantities that are already known assuming previously determined analytic eigenvalues [36], and quantities that still need to be determined in order to extract analytic eigenvectors. A general algorithm of the latter is outlined in Sec. III-C.

## A. EVD of a Hermitian Matrix

For a Hermitian matrix $\mathbf{R} \in \mathbb{C}^{M \times M}$, the eigenvalues $\lambda_{m}$, $m=1, \ldots, M$ are uniquely determined up to an arbitrary ordering. The corresponding eigenvectors $\mathbf{q}_{m}$, such that $\mathbf{R} \mathbf{q}_{m}=$ $\lambda_{m} \mathbf{q}_{m}$ are ambiguous. Assuming a $C_{i}$-fold algebraic multiplicity of eigenvalues, such that $\lambda_{i}=\lambda_{i+1}=\ldots=\lambda_{i+C_{i}-1}$, with corresponding eigenvectors $\mathbf{q}_{i}, \mathbf{q}_{i+1}, \ldots, \mathbf{q}_{i+C_{i}-1}$, then for any arbitrary unitary $\mathbf{V}_{i}{ }^{\prime} \in \mathbb{C}^{C_{i} \times C_{i}}$,

$$
\begin{equation*}
\left[\mathbf{q}_{i}^{\prime}, \ldots, \mathbf{q}_{i+C_{i}-1}^{\prime}\right]=\left[\mathbf{q}_{i}, \ldots, \mathbf{q}_{i+C_{i}-1}\right] \mathbf{V}_{i}^{\prime} \tag{13}
\end{equation*}
$$

are also valid eigenvectors of $\mathbf{R}$. This means that the eigenvectors can be selected as an arbitrary basis within a $C_{i^{-}}$ dimensional subspace. In case of a distinct eigenvalue with $C_{i}=1$, this unitary matrix reduces to a $1 \times 1$ quantity $\mathbf{V}_{i}^{\prime}=$ $\mathrm{e}^{\mathrm{j} \psi_{i}}$ that still imposes an arbitrary phase shift $\psi_{i} \in \mathbb{R}$ [48].

For the factorisation $\mathbf{R}=\mathbf{Q} \Lambda \mathbf{Q}^{\mathrm{H}}$, assume that the eigenvalues in $\boldsymbol{\Lambda}$ are majorised, i.e. $\lambda_{1} \geq \ldots \geq \lambda_{M}$. A reordering in $\boldsymbol{\Lambda}^{\prime}$ can be accomplished via a permutation matrix $\mathbf{P} \in \mathbb{R}^{M \times M}$ s.t. $\boldsymbol{\Lambda}^{\prime}=\mathbf{P} \boldsymbol{\Lambda} \mathbf{P}^{\mathrm{T}}$. If there are $M^{\prime}$ distinct eigenvalues and the $i$ th one has an algebraic multiplicity $C_{i}, \boldsymbol{\Lambda}$ is block-diagonal,

$$
\boldsymbol{\Lambda}=\operatorname{blockdiag}\left\{\boldsymbol{\Lambda}_{1}, \ldots, \boldsymbol{\Lambda}_{M^{\prime}}\right\}
$$

where $\boldsymbol{\Lambda}_{i}=\lambda_{i} \mathbf{I}_{C_{i}}$ with $\mathbf{I}_{C_{i}}$ is $C_{i} \times C_{i}, i=1, \ldots, M^{\prime}$. Hence for any paraunitary matrix $\mathbf{V}_{i}^{\prime}$ we have $\mathbf{V}_{i}^{\prime} \boldsymbol{\Lambda}_{i} \mathbf{V}_{i}^{\prime \mathrm{H}}=\boldsymbol{\Lambda}_{i}$. Thus we can write $\boldsymbol{\Lambda}^{\prime}=\mathbf{P} \mathbf{V}^{\prime} \boldsymbol{\Lambda} \mathbf{V}^{\prime \mathrm{H}} \mathbf{P}^{\mathrm{T}}=\mathbf{P} \boldsymbol{\Lambda} \mathbf{P}^{\mathrm{T}}$ where the unitary matrix $\mathbf{V}^{\prime} \in \mathbb{C}^{M \times M}$ is:

$$
\mathbf{V}^{\prime}=\operatorname{blockdiag}\left\{\mathbf{V}_{1}^{\prime}, \ldots, \mathbf{V}_{M^{\prime}}^{\prime}\right\}
$$

and $\mathbf{V}_{i}{ }^{\prime} \in \mathbb{C}^{C_{i} \times C_{i}}$ with $\sum_{i=1}^{M^{\prime}} C_{i}=M$. Hence we have

$$
\begin{align*}
\mathbf{R} & =\mathbf{Q} \boldsymbol{\Lambda} \mathbf{Q}^{\mathrm{H}}=\mathbf{Q} \mathbf{V}^{\prime \mathrm{H}} \mathbf{P}^{\mathrm{T}} \mathbf{P} \mathbf{V}^{\prime} \boldsymbol{\Lambda} \mathbf{V}^{\prime \mathrm{H}} \mathbf{P}^{\mathrm{T}} \mathbf{P} \mathbf{V}^{\prime} \mathbf{Q}^{\mathrm{H}} \\
& =\left(\mathbf{Q} \mathbf{V}^{\prime \mathrm{H}} \mathbf{P}^{\mathrm{T}}\right) \boldsymbol{\Lambda}^{\prime}\left(\mathbf{P} \mathbf{V}^{\prime} \mathbf{Q}^{\mathrm{H}}\right)=\mathbf{Q}^{\prime} \boldsymbol{\Lambda}^{\prime} \mathbf{Q}^{\prime \mathrm{H}} \tag{14}
\end{align*}
$$

where $\boldsymbol{\Lambda}^{\prime}=\mathbf{P} \boldsymbol{\Lambda} \mathbf{P}^{\mathrm{T}}$ holds the permuted eigenvalues, and $\mathbf{Q}^{\prime}=\mathbf{Q V}^{\prime \mathrm{H}} \mathbf{P}^{\mathrm{T}}$ contains eigenvectors that are (i) reordered and (ii) form a new $C_{i}$-dimensional basis for the eigenspace corresponding to an eigenvalue with algebraic multiplicity $C_{i}$.

## B. EVD at Sample Points of $\boldsymbol{R}(z)$

We evaluate $\boldsymbol{R}(z): \mathbb{C} \longrightarrow \mathbb{C}^{M \times M}$ for $K$ sample points along the unit circle at equispaced normalised angular frequencies $\Omega_{k}=\frac{2 \pi}{K} k, k=0, \ldots,(K-1)$. Evaluating the PhEVD in (1) at one such sample point $\Omega_{k}$, we obtain

$$
\begin{equation*}
\boldsymbol{R}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)=\boldsymbol{Q}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right) \boldsymbol{\Lambda}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right) \boldsymbol{Q}^{\mathrm{H}}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right), \tag{15}
\end{equation*}
$$

where $\boldsymbol{\Lambda}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)=\operatorname{diag}\left\{\lambda_{1}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right), \ldots, \lambda_{M}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)\right\}$ contains the appropriate sample points of the analytic eigenvalues $\lambda_{m}(z), m=1, \ldots, M$, and the $m$ th column of $\boldsymbol{Q}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)$ holds the sample points of the corresponding $m$ th analytic eigenvector.

Note that if, as is conventional, the eigenvalues are ordered there is no reason to assume this ordering is the same in adjacent bins. Indeed, ordering the eigenvalues separately in each bin will produce spectral majorisation and, in general, dissociate the 'spectral coherence' of $\boldsymbol{\Lambda}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ across bins. Therefore, in the EVD

$$
\begin{equation*}
\boldsymbol{R}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)=\mathbf{Q}_{k} \boldsymbol{\Lambda}_{k} \mathbf{Q}_{k}^{\mathrm{H}} \tag{16}
\end{equation*}
$$

the r.h.s. factors are not directly equivalent to the terms on the r.h.s. of (15); in particular, the eigenvalues in $\boldsymbol{\Lambda}_{k}=$ $\operatorname{diag}\left\{\lambda_{1, k}, \cdots, \lambda_{M, k}\right\}$ may be permuted w.r.t. to those in $\boldsymbol{\Lambda}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)$.

The relation between the sample points of the analytic functions $\boldsymbol{\Lambda}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)$ and $\boldsymbol{Q}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)$ in (15), and the factors $\boldsymbol{\Lambda}_{k}$ and $\mathbf{Q}_{k}$ of the EVD in (16) is described by the ambiguity in (14), i.e.

$$
\begin{align*}
& \boldsymbol{\Lambda}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)=\mathbf{P}_{k} \boldsymbol{\Lambda}_{k} \mathbf{P}_{k}^{\mathrm{T}}  \tag{17}\\
& \boldsymbol{Q}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)=\mathbf{Q}_{k} \mathbf{V}_{k}^{\mathrm{H}} \mathbf{P}_{k}^{\mathrm{T}} . \tag{18}
\end{align*}
$$

Akin to Sec. III-A, (17) and (18) contain permutations $\mathbf{P}_{k}$ and block-diagonal unitary matrices $\mathbf{V}_{k}$ that are specific to the $k$ th bin. Specifically, $\mathbf{P}_{k}$ adjusts the ordering of eigenvalues in the $k$ th bin, while

$$
\begin{equation*}
\mathbf{V}_{k}=\operatorname{blockdiag}\left\{\mathbf{V}_{k, 1}, \ldots, \mathbf{V}_{k, M_{k}}\right\} \tag{19}
\end{equation*}
$$

where $M_{k} \leq M$ is the number of distinct eigenvalues in the $k$ bin, and the dimension of the otherwise arbitrary unitary matrices $\mathbf{V}_{k, \mu} \in \mathbb{C}^{C_{k, \mu} \times C_{k, \mu}}, \mu=1, \ldots, M_{k}$, is that of the algebraic multiplicity $C_{k, \mu}$ of the corresponding eigenvalues [14], [36]. Note that $\sum_{\mu=1}^{M_{k}} C_{k, \mu}=M$.

## C. Analytic Eigenvector Extraction Approach

With the permutation matrices $\mathbf{P}_{k}$ and the unitary blockdiagonal $\mathbf{V}_{k}, k=0, \ldots,(K-1)$, as defined above, (18) reflects the challenges that the retrieval of analytic eigenvectors from the bin-wise EVDs of $\boldsymbol{R}(z)$ poses. We briefly discuss why we can assume $\mathbf{P}_{k}$ is known, and therefore only have to focus on $\mathbf{V}_{k}$ thereafter.

The permutation $\mathbf{P}_{k}$ needs to create a smooth association of both eigenspaces and eigenvalues across DFT bins. Although it is possible to estimate $\mathbf{P}_{k}$ based on both eigenvalues and eigenvectors [38], it is arguably better to only rely on the eigenvalues-see Sec. I. The extraction of analytic eigenvalues has been addressed in [36], and an algorithm with proven convergence to the analytic eigenvalues exists, which is capable

```
Algorithm 1: Extraction of Analytic Eigenvectors
    determine analytic eigenvalues \(\boldsymbol{\Lambda}(z)\) of \(\boldsymbol{R}(z)\) [36];
    initialise \(K\) to exceed the support of \(\boldsymbol{R}(z)\) and \(\boldsymbol{\Lambda}(z)\);
    repeat
        obtain \(\mathbf{P}_{k}, k=0, \ldots(K-1)\) from \(\boldsymbol{\Lambda}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)\);
        calculate \(\mathbf{Q}_{k}\) via EVD;
        determine \(\mathbf{A}_{k}\) for any \(C_{k, \mu}>1\);
        determine \(\boldsymbol{\Psi}_{k}, k=0, \ldots,(K-1)\);
        interpolate \(\hat{\boldsymbol{Q}}(z)\) from \(\hat{\mathbf{Q}}_{k}^{(K)}=\mathbf{Q}_{k} \mathbf{\Psi}_{k}^{\mathrm{H}} \mathbf{A}_{k}^{\mathrm{H}} \mathbf{P}_{k}^{\mathrm{T}}\);
        calculate approximation error \(\zeta\)
        \(K \leftarrow 2 K\);
    until \((\zeta<\epsilon) \vee\left(K>2 K_{\max }\right)\).
```

of retrieving both the permutations $\mathbf{P}_{k}, k=0, \cdots,(K-1)$, as well as the minimum approximation order $K_{\Lambda}$ for a set approximation error for $\boldsymbol{\Lambda}(z)$. Therefore, for any DFT size $K \geq K_{\Lambda}$, we assume $\mathbf{P}_{k}$ to be given via [36].

To approximate the analytic eigenvectors in $\boldsymbol{Q}(z)$ from (18), it therefore remains to determine suitable unitary blockdiagonal matrices $\mathbf{V}_{k}$ and an approximation order $K_{\mathbf{Q}}$ for $\boldsymbol{Q}(z)$ to guarantee a sufficiently small approximation error w.r.t. the analytic solution. As discussed below, the unitary matrix $\mathbf{V}_{k}$ can be determined as the product of two matrices,

$$
\begin{equation*}
\mathbf{V}_{k}=\mathbf{A}_{k} \boldsymbol{\Psi}_{k} \tag{20}
\end{equation*}
$$

subject to the DFT order being sufficiently large. The procedure then consists of three steps:

1) The alignment matrix $\mathbf{A}_{k}$ aligns 1-d eigenspaces smoothly across algebraic multiplicities; it contains along its diagonal unitary blocks of size $C_{k, \mu}$, where an eigenvalue $\lambda_{k, \mu}$ has an algebraic multiplicity $C_{k, \mu}>1$, and diagonal values of one elsewhere.
2) The 1-d smooth eigenspaces can contain many different functions since only their magnitude is constrained. Generally such functions will not be analytic unless their phases are selected appropriately. Therefore, the diagonal matrix $\mathbf{\Psi}_{k}$,

$$
\begin{equation*}
\boldsymbol{\Psi}_{k}=\operatorname{diag}\left\{\mathrm{e}^{\mathrm{j} \psi_{k, 1}}, \ldots, \mathrm{e}^{\mathrm{j} \psi_{k, M}}\right\} \tag{21}
\end{equation*}
$$

adjusts the phases in the $k$ th bin to create analytic eigenvectors within each of the smooth 1-d eigenspaces. Note that $\Psi_{k}$ closely relates to the arbitrary allpass filters that can modify the analytic eigenvectors in (3).
3) Unless $\mathbf{V}_{k}$ admits a sufficiently small approximation error, we return to 1) with an increased DFT length $K$.
These steps are outlined in Algorithm 1. The algorithm terminates when a sufficient accuracy or a maximum DFT length, $K_{\max }$, has been reached. We will later in Sec. VI-C see that a finite approximation error for the extracted analytic eigenvalues according to [36] does not impact on the correct association of the eigenvalues and eigenvectors, and hence does not affect steps 1 and 2 . It may however impact on the achievable minimum approximation error $\zeta$ in step 3 . We will further elaborate on the above steps 1), 2), and 3) in Secs. IV, V, and VI, respectively.

## IV. Smooth One-Dimensional Eigenspaces

The purpose of this section is to construct the alignment matrices $\mathbf{A}_{k}, k=0, \ldots,(K-1)$ for (20), which we address on a bin-by-bin basis. If in the $k$ th bin all eigenvalues in (17) are distinct, then only a simple ordering of the eigenvectors via $\mathbf{P}_{k}$ is required, and $\mathbf{A}_{k}=\mathbf{I}_{M}$. Otherwise, if the $k$ th bin contains any eigenvalues with an algebraic multiplicity greater than one, Sec. IV-A outlines the rationale for constructing $\mathbf{A}_{k}$ via a phase alignment across algebraic multiplicities discussed in Sec. IV-B, followed by the selection of smooth onedimensional eigenspaces in Sec. IV-C.

## A. Rationale

Recall that in case of a $C_{k, \mu}$-fold algebraic multiplicity of the $\mu$ th eigenvalue in the $k$ th bin, with $C_{k, \mu}>1$, the corresponding eigenvectors can form an arbitrary basis within a $C_{k, \mu}$-dimensional subspace. However, to approximate analytic eigenvectors, we first need to weave smooth 1-d eigenspaces through such a manifold. Based on the assumption of nonidentical eigenvalues and supported by the uniqueness theorem of analytic functions [44], we know that non-trivial algebraic multiplicities can only occur at a finite and isolated number of frequency points. We therefore compare the eigenvectors at such points against those in their direct vicinity, typically within a small fraction of the bin width.

Let $\Omega_{k}$ be a frequency bin where the eigenvalues $\lambda_{m}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)=\ldots=\lambda_{m+C_{k, m}-1}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)$ share a $C_{k, m}$-fold non-trivial algebraic multiplicity. Since we know the analytic eigenvalues to a predefined accuracy from [36], we can find frequency points $\Omega_{k}-\Delta$ and $\Omega_{k}+\Delta$ where $\Delta \ll 2 \pi / K$ and the $C_{k, m}$ eigenvalues are sufficiently distinct. Let $\mathbf{Q}_{k-}$ and $\mathbf{Q}_{k+}$ be the matrices of eigenvectors obtained by EVDs from $\boldsymbol{R}\left(\mathrm{e}^{\mathrm{j}\left(\Omega_{k}-\Delta\right)}\right)$ and $\boldsymbol{R}\left(\mathrm{e}^{\mathrm{j}\left(\Omega_{k}+\Delta\right)}\right)$, and appropriately ordered using $\mathbf{P}_{k-}$ and $\mathbf{P}_{k+}$ based on the knowledge of the analytic eigenvalues [36]. Since the phases of $\mathbf{Q}_{k-}$ and $\mathbf{Q}_{k+}$ are incoherent - recall the difference between (15) and (16) we first align phases across $\mathbf{Q}_{k-}$ and $\mathbf{Q}_{k+}$ in Sec. IV-B as a prerequisite for interpolating through the appropriate $C_{k, m^{-}}$ dimensional subspace of $\mathbf{Q}_{k}$ in Sec. IV-C.

## B. Phase-Alignment Across Algebraic Multiplicities

Let $\mathbf{q}_{\mu, k-}$ and $\mathbf{q}_{\mu, k+}$ be the $\mu$ th eigenvectors in the columns of $\mathbf{Q}_{k-}$ and $\mathbf{Q}_{k+}$. W.l.o.g., we retain $\mathbf{Q}_{k-}$ as it is, but change $\mathbf{q}_{\mu, k+}$ by a phase term $\vartheta_{m, k}$ that satisfies the optimisation problem

$$
\begin{align*}
& \vartheta_{\mu, k}^{\mathrm{opt}}=\arg \min _{\vartheta_{\mu, k}}\left\|\mathbf{q}_{\mu, k-}-\mathrm{e}^{-\mathrm{j} \vartheta_{\mu, k}} \mathbf{q}_{\mu, k+}\right\|_{2}^{2} \\
& \mu=m, \cdots, m+C_{k, m}-1 \tag{22}
\end{align*}
$$

Noting that $\left\|\mathbf{q}_{\mu, k-}\right\|_{2}=\left\|\mathbf{q}_{\mu, k+}\right\|_{2}=1$, (22) simplifies to

$$
\begin{equation*}
\vartheta_{\mu, k}^{\mathrm{opt}}=\arg \min _{\vartheta_{\mu, k}}\left\{1-\operatorname{Re}\left\{\mathrm{e}^{-\mathrm{j} \vartheta_{\mu, k}} \mathbf{q}_{\mu, k-}^{\mathrm{H}} \mathbf{q}_{\mu, k+}\right\}\right\} \tag{23}
\end{equation*}
$$

such that (22) is minimised by

$$
\begin{equation*}
\vartheta_{\mu, k}^{\mathrm{opt}}=\angle\left\{\mathbf{q}_{\mu, k-}^{\mathrm{H}} \mathbf{q}_{\mu, k+}\right\} \tag{24}
\end{equation*}
$$

With the phase shifts $\vartheta_{\mu, k}^{\mathrm{opt}}, \mu=m, \ldots, m+C_{k, m}-1$, the eigenvectors $\mathbf{q}_{\mu, k-}$ and $\mathbf{q}_{\mu, k+}$ become aligned as closely as possible in the least squares sense.

## C. Smooth Eigenspace Selection in Algebraic Multiplicities

Similar to the block-diagonal partitioning of $\mathbf{V}_{k}$ in (19), we now form the block diagonal $\mathbf{A}_{k}$ of (20), where every unitary subblock $\mathbf{A}_{k, \mu} \in \mathbb{C}^{C_{k, \mu} \times C_{k, \mu}}$ belongs to a $C_{k, \mu^{-}}$ fold algebraic multiplicity in the $k$ th bin. For each such $C_{k, \mu}$ identical eigenvalues let $\mathbf{U}_{k, \mu} \in \mathbb{C}^{M \times C_{k, \mu}}$ contain the corresponding $C_{k, \mu}$ eigenvectors. Recalling (18) and (20), there is an ambiguity in the eigenvectors such that if $\mathbf{U}_{k, \mu}$ are valid eigenvectors then, for any arbitrary unitary matrix $\mathbf{A}_{k, \mu}$, so are $\mathbf{U}_{k, \mu} \mathbf{A}_{k, \mu}^{\mathrm{H}}$.

Since we assume that there are no eigenvalues that are identical for all frequencies, non-trivial algebraic multiplicities can only occur at isolated frequency points such as $\Omega_{k}$ [44]. This means that the algebraic multiplicities resolve immediately to the left and right of $\Omega_{k}$, where we define $\mathbf{U}_{k-, \mu} \in \mathbb{C}^{M \times C_{k, \mu}}$ and $\mathbf{U}_{k+, \mu} \in \mathbb{C}^{M \times C_{k, \mu}}$ as the corresponding eigenvectors in $\mathbf{Q}_{k-, \mu}$ and $\mathbf{Q}_{k+, \mu}$, evaluated at $\Omega=\Omega_{k} \pm \Delta$. In order to smoothly continue eigenspaces, $\mathbf{A}_{k, \mu}$ must satisfy two conditions,

$$
\begin{align*}
\mathbf{U}_{k, \mu} \mathbf{A}_{k, \mu}^{\mathrm{H}} & =\lim _{\Delta \rightarrow 0} \mathbf{U}_{k-, \mu}  \tag{25}\\
\mathbf{U}_{k, \mu} \mathbf{A}_{k, \mu}^{\mathrm{H}} & =\lim _{\Delta \rightarrow 0} \mathbf{U}_{k+, \mu} \boldsymbol{\Theta}_{k, \mu} \tag{26}
\end{align*}
$$

such that the columns of $\mathbf{U}_{k, \mu} \mathbf{A}_{k, \mu}^{\mathrm{H}}$ align with the corresponding 1-d eigenspaces to the immediate left and right of the $k$ th bin. The matrix $\boldsymbol{\Theta}_{k, \mu}=\operatorname{diag}\left\{\mathrm{e}^{\mathrm{j} \vartheta_{\mu, k}}, \ldots, \mathrm{e}^{\mathrm{j} \vartheta_{\mu+C_{k, \mu}-1, k}}\right\}$ performs the phase alignment described in Sec. IV-B between $\mathbf{U}_{k-, \mu}$ and $\mathbf{U}_{k+, \mu}$.

Replacing the limits $\Delta \rightarrow 0$ in (25) and (26) by a small deviation $\Delta \ll 2 \pi / K$, we formulate the following constrained problem for $\mathbf{A}_{k, \mu}$ :

$$
\begin{equation*}
\min _{\mathbf{A}_{k, \mu}} \chi_{k, \mu} \quad \text { s.t. } \quad \mathbf{A}_{k, \mu}^{\mathrm{H}} \mathbf{A}_{k, \mu}=\mathbf{I} \tag{27}
\end{equation*}
$$

with

$$
\begin{aligned}
\chi_{k, \mu}=\| \mathbf{A}_{k, \mu} \mathbf{U}_{k, \mu}^{\mathrm{H}} & \mathbf{U}_{k-, \mu}-\mathbf{I} \|_{\mathrm{F}}^{2} \\
& +\left\|\mathbf{A}_{k, \mu} \mathbf{U}_{k, \mu}^{\mathrm{H}} \mathbf{U}_{k+, \mu} \boldsymbol{\Theta}_{k \mu}-\mathbf{I}\right\|_{\mathrm{F}}^{2}
\end{aligned}
$$

and $\|\cdot\|_{F}$ the Frobenius norm. Expanding this cost term using the trace operator $\operatorname{tr}\{\cdot\}$

$$
\begin{gather*}
\chi_{k, \mu}=\operatorname{tr}\left\{\left(\mathbf{A}_{k, \mu} \mathbf{U}_{k, \mu}^{\mathrm{H}} \mathbf{U}_{k-, \mu}-\mathbf{I}\right)^{\mathrm{H}}\left(\mathbf{A}_{k, \mu} \mathbf{U}_{k, \mu}^{\mathrm{H}} \mathbf{U}_{k-, \mu}-\mathbf{I}\right)\right\} \\
+\operatorname{tr}\left\{\left(\mathbf{A}_{k, \mu} \mathbf{U}_{k, \mu}^{\mathrm{H}} \mathbf{U}_{k+, \mu} \boldsymbol{\Theta}_{k, \mu}-\mathbf{I}\right)^{\mathrm{H}}\right. \\
\left.\cdot\left(\mathbf{A}_{k, \mu} \mathbf{U}_{k, \mu}^{\mathrm{H}} \mathbf{U}_{k+, \mu} \boldsymbol{\Theta}_{k, \mu}-\mathbf{I}\right)\right\} \tag{28}
\end{gather*}
$$

reveals a quadratic expression in $\mathbf{A}_{k, \mu}$. However, the unitary constraint generally causes this problem to be non-convex [49]. Nevertheless, a gradient approach using matrix-valued differentiation [50], Wirtinger calculus [51], and a suitable initialisation leads to a workable iterative solution [41].

Interestingly, a closed-form solution to the optimisation problem in (27) exists ${ }^{2}$. Rewriting $\chi_{k, \mu}$ as

$$
\chi_{k, \mu}=\left\|\mathbf{A}_{k, \mu} \mathbf{U}_{k, \mu}^{\mathrm{H}}\left[\mathbf{U}_{k-, \mu}, \quad \mathbf{U}_{k+, \mu} \boldsymbol{\Theta}_{k, \mu}\right]-[\mathbf{I}, \quad \mathbf{I}]\right\|_{\mathrm{F}}^{2}
$$

[^2]reveals an orthogonal Procrustes problem [48], which is equivalent to
\[

$$
\begin{equation*}
\chi_{k, \mu}=\left\|\mathbf{A}_{k, \mu}-\left(\mathbf{U}_{k-, \mu}+\mathbf{U}_{k+, \mu} \boldsymbol{\Theta}_{k, \mu}\right)^{\mathrm{H}} \mathbf{U}_{k, \mu}\right\|_{\mathrm{F}}^{2} \tag{29}
\end{equation*}
$$

\]

i.e. we want to find a unitary matrix $\mathbf{A}_{k, \mu}$ that matches $\left(\mathbf{U}_{k-, \mu}+\mathbf{U}_{k+, \mu} \boldsymbol{\Theta}_{k, \mu}\right)^{\mathrm{H}} \mathbf{U}_{k, \mu}$ in the least squares sense.

Let the operation $\mathbf{Y}=\Pi\{\mathbf{X}\}$ find the unitary matrix $\mathbf{Y}$ closest to $\mathbf{X} \in \mathbb{C}^{C_{k, \mu} \times C_{k, \mu}}$ in the least squares sense; based on the SVD $\mathbf{X}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{\mathrm{H}}$, we have $\boldsymbol{\Pi}\{\mathbf{X}\}=\mathbf{U V}^{\mathrm{H}}$ [48]. Therefore,

$$
\begin{equation*}
\mathbf{A}_{k, \mu}=\boldsymbol{\Pi}\left\{\left(\mathbf{U}_{k-, \mu}+\mathbf{U}_{k+, \mu} \boldsymbol{\Theta}_{k, \mu}\right)^{\mathrm{H}} \mathbf{U}_{k, \mu}\right\} \tag{30}
\end{equation*}
$$

is the solution to (27).
Thus, to solve the subspace alignment problem across algebraic multiplicities we first obtain $\boldsymbol{\Theta}_{k, \mu}$ as defined in (26), and thereafter evaluate (30). Once all algebraic multiplicities within a bin have been addressed, we can assemble

$$
\mathbf{A}_{k}=\operatorname{blockdiag}\left\{\mathbf{A}_{k, 1}, \mathbf{A}_{k, 2}, \ldots, \mathbf{A}_{k, M_{k}}\right\}
$$

as the alignment matrix for the $k$ th bin. In practice, we define an algebraic multiplicity of order $C$ if within a bin we encounter $C$ eigenvalues that are within a small limit $\epsilon_{\mathrm{AM}}$ of each other. We then find a small $\Delta$ which can be iteratively increased if necessary, such that we find new bins $\Omega_{k} \pm \Delta$ where those $C$ eigenvalues separate by more than several $\epsilon_{\mathrm{AM}}$.

Example 4: For a parahermitian matrix with known analytic eigenvalues and eigenvectors, Fig. 3(a) shows the analytic eigenvalues that can be extracted, e.g., by the method in [36]. The black circles in Fig. 3(a) indicate which of the $K=2^{10}$ bins contain non-trivial algebraic multiplicities. It can be seen that there are a further four non-trivial algebraic multiplicities in the continuous eigenvalues but they do not coincide with the $K=2^{10}$ frequency bins. In terms of the algorithm under discussion, it is the multiplicities at $\Omega=\left\{0, \pi, \frac{3}{2} \pi\right\}$ that are of interest, where the eigenvectors are not clearly defined. To measure the smoothness of extracted 1-d eigenspaces, the Hermitian angle of eigenvectors evolving with $\Omega$ are inspected. We calculate the Hermitian angle w.r.t. a reference point, here $\mathbf{r}=\left.\mathbf{q}_{1}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)\right|_{\Omega=0}$, such that

$$
\begin{equation*}
\cos \alpha_{m}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)=\left|\mathbf{q}_{m}^{\mathrm{H}}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right) \cdot \mathbf{r}\right| \tag{31}
\end{equation*}
$$

The subspace angle $\alpha_{m}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)$ in (31) for $\mathbf{q}_{m}^{\mathrm{H}}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)$ before and after performing the above smoothing of 1-d eigenspaces are shown in Fig. 3(b) and (c), respectively. Note that the eigenvectors corresponding to the eigenvalues with non-trivial algebraic multiplicities result in discontinuities in the subspace angle, while the application of the above method correctly aligns the 1-d eigenspaces across algebraic multiplicities, providing a smooth evolution of $\alpha_{m}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)$.

Note that the extraction of smooth 1-d eigenspaces is indicated by a smooth evolution of the subspace angle in, e.g., Fig. 3(c). Since (31) takes the absolute value on its r.h.s., the subspace angle is blind to phase shifts. Thus with respect to (20), we have identified $\mathbf{A}_{k}$, but now need to determine $\boldsymbol{\Psi}_{k}$ in each bin in order to determine an analytic eigenvector within each smooth 1-d eigenspace. This is the purpose of the following section.


Fig. 3. For an example of a parahermitian matrix $R(z): \mathbb{C} \rightarrow \mathbb{C}^{3 \times 3}$, (a) analytic eigenvalues evaluated in $K=2^{10}$ DFT bins resulting in 3 algebraic multiplicities indicated by black markers, and the evolution of subspace angle in (31) for the corresponding eigenvectors (b) before and (c) after creation of smooth 1-d eigenspaces, with the ground truth under-laid in grey.

## V. Extraction of Analytic Eigenvectors from Smooth Eigenspaces

## A. Overview of Approach

To determine the sample points $\boldsymbol{Q}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)$ of the desired analytic eigenvectors based on the evaluated $\mathbf{Q}_{k}$ in (18) requires $\boldsymbol{Q}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)=\mathbf{Q}_{k} \mathbf{P}_{k} \mathbf{A}_{k} \boldsymbol{\Psi}_{k}$ via (20). With the permutation matrix $\mathbf{P}_{k}$ given by the analytic eigenvalue extraction [36] and the alignment matrix $\mathbf{A}_{k}$ calculated in Sec. IV, each column of $\boldsymbol{Q}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)$ matches the corresponding column of $\mathbf{Q}_{k} \mathbf{P}_{k} \mathbf{A}_{k}$ save for a phase shift contained in $\boldsymbol{\Psi}_{k}$. Specifically, the $k$ th sample point of the $m$ th analytic eigenvector $\mathbf{q}_{k, m}$, i.e. $\boldsymbol{Q}\left(\mathrm{e}^{\mathrm{j} \Omega_{k}}\right)$, and the corresponding column $\mathbf{u}_{k, m}$ of $\mathbf{Q}_{k} \mathbf{P}_{k} \mathbf{A}_{k}$ are related as $\mathbf{q}_{k, m}=\mathrm{e}^{\mathrm{j} \psi_{k, m}} \mathbf{u}_{k, m}$, whereby $\boldsymbol{\Psi}_{k}=$ $\operatorname{diag}\left\{\mathrm{e}^{\mathrm{j} \psi_{k, 1}}, \ldots, \mathrm{e}^{\mathrm{j} \psi_{k, M}}\right\}$. Finding $\boldsymbol{\Psi}_{k}$ therefore consists of $M$ decoupled problems. In this section, we representatively focus on a single such problem, and by dropping subscripts for the $m$ th eigenvector, want to determine sample points $\mathbf{q}_{k}$ of a vector of analytic functions by phase-aligning given vectors $\mathbf{u}_{k}, k=0, \ldots,(K-1)$, across all $K$ bins. Thus, within each of the one-dimensional eigenspaces determined in Sec. IV, we now aim to establish an analytic eigenvector.

The aim is to select the phase values $\psi_{k}, k=0, \ldots,(K-1)$ such that the sample points $\mathbf{q}_{k}$ admit a maximally smooth interpolation $\hat{\boldsymbol{q}}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right) \bullet \multimap \hat{\mathbf{q}}^{(K)}[n]$ as per (7), with

$$
\begin{equation*}
\hat{\boldsymbol{q}}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)=\left[\hat{Q}_{1}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right), \ldots, \hat{Q}_{M}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)\right]^{\mathrm{T}} \tag{32}
\end{equation*}
$$

If $q_{\mu, k}$ and $u_{\mu, k}$ are the $\mu$ th elements of the vectors $\mathbf{q}_{k} \in \mathbb{C}^{M}$ and $\mathbf{u}_{k} \in \mathbb{C}^{M}$, respectively, then each function $\hat{Q}_{\mu}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ is
obtained by interpolation from the set of points contained in the vectors $\mathbf{q}_{\mu}^{\prime} \in \mathbb{C}^{K}$ and $\mathbf{u}_{\mu}^{\prime} \in \mathbb{C}^{K}$,

$$
\begin{align*}
& \mathbf{q}_{\mu}^{\prime}=\left[q_{\mu, 0}, \ldots, q_{\mu, K-1}\right]^{\mathrm{T}}  \tag{33}\\
& \mathbf{u}_{\mu}^{\prime}=\left[u_{\mu, 0}, \ldots, u_{\mu, K-1}\right]^{\mathrm{T}} \tag{34}
\end{align*}
$$

These two vectors of samples are related via

$$
\begin{equation*}
\mathbf{q}_{\mu}^{\prime}=\operatorname{diag}\{\mathbf{a}\} \mathbf{u}_{\mu}^{\prime}=\operatorname{diag}\left\{\mathbf{u}_{\mu}^{\prime}\right\} \mathbf{a} \tag{35}
\end{equation*}
$$

based on a vector of phase shifts

$$
\begin{equation*}
\mathbf{a}=\left[\mathrm{e}^{\mathrm{j} \psi_{0}}, \ldots, \mathrm{e}^{\mathrm{j} \psi_{K-1}}\right]^{\mathrm{T}} \tag{36}
\end{equation*}
$$

Below, we elaborate on maximally smooth interpolations $\hat{Q}_{\mu}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ in Sec. V-B, define the power of derivatives of the interpolant as a measure of differentiability, and utilise it as a cost function for optimising the phase shifts in a in Sec. V-C.

## B. Maximally Smooth Interpolation

The smoothest possible interpolation for $\hat{Q}_{\mu}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ is given by the Dirichlet interpolation, in the sense that it provides the shortest possible support in the time domain [36]. In the Fourier domain, the Dirichlet function $\mathcal{P}_{K}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)=$ $\sum_{n=0}^{K-1} \mathrm{e}^{-\mathrm{j} \Omega n} \multimap p_{K}[n]$ given by (6) leads to

$$
\begin{equation*}
\hat{Q}_{\mu}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)=\frac{1}{K} \sum_{k=0}^{K-1} q_{\mu, k} \mathcal{P}_{K}\left(\mathrm{e}^{\mathrm{j}(\Omega-2 \pi k / K)}\right) \tag{37}
\end{equation*}
$$

for the smoothest possible interpolant based on the $K$ sample points contained in $\underline{q}_{\mu}^{\prime}$. Note that

$$
\begin{aligned}
\hat{Q}_{\mu}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right) & =\frac{1}{K} \sum_{k=0}^{K-1} q_{\mu, k} \sum_{n=0}^{K-1} \mathrm{e}^{-\mathrm{j}(\Omega-2 \pi k / K) n} \\
& =\frac{1}{K} \sum_{n=0}^{K-1} \mathrm{e}^{-\mathrm{j} \Omega n} \sum_{k=0}^{K-1} q_{\mu, k} \mathrm{e}^{\mathrm{j} 2 \pi n k / K} \\
& =\frac{1}{\sqrt{K}} \mathbf{e}_{K}^{\mathrm{H}}\left(\mathrm{e}^{\mathrm{j} \Omega}\right) \cdot \mathbf{W}_{K}^{\mathrm{H}} \cdot \mathbf{q}_{\mu}^{\prime}
\end{aligned}
$$

where

$$
\mathbf{e}_{K}^{\mathrm{H}}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)=\left[1, \mathrm{e}^{-\mathrm{j} \Omega}, \ldots, \mathrm{e}^{-\mathrm{j} \Omega(K-1)}\right]
$$

and $\mathbf{W}_{K}$ is a $K$-point DFT matrix scaled by $1 / \sqrt{K}$ to be unitary.

## C. Measuring Smoothness of an Eigenvector

Since we are looking for an analytic solution, the interpolation $\hat{Q}_{\mu}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right), \mu=1, \ldots, M$, must be infinitely differentiable. Similar to finding analytic eigenvalues in [36], therefore the power in a $p$ th derivative of $\hat{Q}_{\mu}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ provides a suitable metric, $\xi_{p}^{(K)}$,

$$
\begin{equation*}
\xi_{p}^{(K)}=\sum_{\mu=1}^{M} \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\frac{\partial^{p} \hat{Q}_{\mu}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)}{\partial \Omega^{p}}\right|^{2} \mathrm{~d} \Omega . \tag{38}
\end{equation*}
$$

For the $p$ th derivative of $\hat{Q}_{\mu}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$, we have that

$$
\frac{\partial^{p} \hat{Q}_{\mu}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)}{\partial \Omega^{p}}=\frac{1}{\sqrt{K}} \mathbf{e}_{K}^{\mathrm{H}}\left(\mathrm{e}^{\mathrm{j} \Omega}\right) \mathbf{D}_{K}^{p} \cdot \mathbf{W}_{K}^{\mathrm{H}} \cdot \mathbf{q}_{\mu}^{\prime}
$$

where

$$
\begin{equation*}
\mathbf{D}_{K}=\operatorname{diag}\{0,-\mathrm{j},,-2 \mathrm{j}, \ldots,-(K-1) \mathrm{j}\} \tag{39}
\end{equation*}
$$

Due to Parseval's theorem [27], [39], [52], for any $x \in \mathbb{C}^{K}$,

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\mathbf{e}_{K}^{\mathrm{H}}\left(\mathrm{e}^{\mathrm{j} \Omega}\right) \mathbf{x}\right|^{2} \mathrm{~d} \Omega=\mathbf{x}^{\mathrm{H}} \mathbf{x}
$$

Therefore, for (38), we obtain

$$
\xi_{p}^{(K)}=\frac{1}{K} \sum_{\mu=1}^{M}\left\|\mathbf{D}_{K}^{p} \cdot \mathbf{W}_{K}^{H} \cdot \mathbf{q}_{\mu}^{\prime}\right\|_{2}^{2} .
$$

Using (35), this cost can be tied to the phase vector a in (36),

$$
\begin{equation*}
\xi_{p}^{(K)}=\mathbf{a}^{\mathrm{H}} \mathbf{C}_{K, p} \mathbf{a} \tag{40}
\end{equation*}
$$

where

$$
\mathbf{C}_{K, p}=\sum_{\mu=1}^{M} \operatorname{diag}\left\{\mathbf{u}_{\mu}^{\prime \mathrm{H}}\right\} \mathbf{W}_{K} \mathbf{D}_{K}^{2 p} \mathbf{W}_{K}^{\mathrm{H}} \operatorname{diag}\left\{\mathbf{u}_{\mu}^{\prime}\right\}
$$

Thus the $p$ th derivative, and therefore the smoothness, of the vector of the smoothest possible interpolants in (32) can be expressed in terms of the vector a of phase shifts that we would like to optimise.

## D. Optimisation Problem

Based on the above analysis, we need to solve the following optimisation problem

$$
\begin{align*}
& \min _{\mathbf{a}} \mathbf{a}^{\mathrm{H}} \mathbf{C}_{K, p} \mathbf{a} \\
& \text { s.t. }  \tag{41}\\
& \left|a_{k}\right|=1, \forall k=0, \ldots,(K-1)
\end{align*}
$$

where $a_{k}$ is the $k$ th element of $\mathbf{a}$. Even though the cost term is quadratic in a, the condition is awkward.

To understand the type of optimisation problem, note that, using (35), (40) can be reformulated as $\xi_{p}^{(K)}=\mathbf{x}^{\mathrm{H}} \mathbf{C x}$, where $\mathbf{x}$ is the concatenation of the $M$ vectors $\mathbf{q}_{\mu}^{\prime}, \mu=1, \ldots, M$, and $\mathbf{C}=\mathbf{C}_{K, p} \otimes \mathbf{I}_{M}$, with $\otimes$ denoting the Kronecker product. We need to include a unit norm constraint on the eigenvector $\mathbf{q}_{k}$ via some matrix $\mathbf{F}_{k}$ as $\mathbf{x}^{\mathrm{H}} \mathbf{F}_{k} \mathbf{x}=1$. Additionally, $\mathbf{q}_{k}$ must be orthogonal to the remaining $(M-1)$ eigenvectors in the $k$ th bin. This can be achieved by appropriately embedding the latter in a matrix $\mathbf{G}$ such that $\mathbf{G x}=\underline{0}$. The resulting formulation

$$
\begin{aligned}
\min _{\mathbf{x}} & \mathbf{x}^{\mathrm{H}} \mathbf{C x} \\
\text { s.t. } & \mathbf{x}^{\mathrm{H}} \mathbf{F}_{k} \mathbf{x}-1=0, \quad k=0, \ldots,(K-1) \\
& \mathbf{x}^{\mathrm{H}} \mathbf{G}^{\mathrm{H}} \mathbf{G} \mathbf{x}=0
\end{aligned}
$$

represents a quadratically constrained quadratic programming (QCQP) problem [53], [54], which is non-convex and even for semi-definite matrices $\mathbf{C}, \mathbf{F}_{k}$, and $\mathbf{G}^{\mathrm{H}} \mathbf{G}$ NP hard.

QCQP problems can be solved via a linearisation in an inflated parameter space - typically squaring the number of parameters - subject to a rank one constraint. A popular solution approach is semidefinite relaxation [54], which suppresses the rank one constraint, thus resulting in a convex optimisation problem for which various solvers exist [55]. Since here the number of frequency bins could be rather large,
operating with $K^{2}$ optimisation parameters is not feasible. We therefore explore a different approach below, which exploits some particular properties of our cost function.

## E. Cost Function Properties

To incorporate the constraint into the cost function of (41), we define a vector of phases

$$
\boldsymbol{\psi}^{\mathrm{T}}=\left[\psi_{0}, \psi_{1}, \ldots, \psi_{K-1}\right]
$$

Using (36), this allows to reformulate (41) as

$$
\begin{equation*}
\min _{\psi} \mathbf{a}^{\mathrm{H}} \mathbf{C}_{K, p} \mathbf{a} \tag{42}
\end{equation*}
$$

The gradient of (42) can be determined via the operator

$$
\begin{align*}
\frac{\partial}{\partial \boldsymbol{\psi}} & =\frac{\partial \mathbf{a}^{\mathrm{H}}}{\partial \boldsymbol{\psi}} \frac{\partial}{\partial \mathbf{a}^{*}}+\frac{\partial \mathbf{a}^{\mathrm{T}}}{\partial \boldsymbol{\psi}} \frac{\partial}{\partial \mathbf{a}}  \tag{43}\\
& =-\mathrm{j} \operatorname{diag}\left\{\mathbf{a}^{*}\right\} \frac{\partial}{\partial \mathbf{a}^{*}}+\mathrm{j} \operatorname{diag}\{\mathbf{a}\} \frac{\partial}{\partial \mathbf{a}}
\end{align*}
$$

where $\operatorname{diag}\{\mathbf{a}\}$ is a diagonal matrix containing the elements of the vector a along its diagonal. Then, noting that $\mathbf{C}_{K, p}=$ $\mathbf{C}_{K, p}^{\mathrm{H}}$,

$$
\begin{align*}
\frac{\partial \xi_{p}^{(K)}}{\partial \boldsymbol{\psi}} & =-\mathrm{j} \operatorname{diag}\left\{\mathbf{a}^{*}\right\} \mathbf{C}_{K, p} \mathbf{a}+\mathrm{j} \operatorname{diag}\{\mathbf{a}\} \mathbf{C}_{K, p}^{\mathrm{H}} \mathbf{a}^{*} \\
& =2 \operatorname{Im}\left\{\operatorname{diag}\left\{\mathbf{a}^{*}\right\} \mathbf{C}_{K, p} \mathbf{a}\right\} \tag{44}
\end{align*}
$$

With the gradient defined, we can make the following statement about some of the stationary points of this cost function:

Theorem 5 (Stationary points): If the time-domain support of an eigenvector is limited, then some stationary points of the cost function to be minimised in (42) are closely related by a small shift $\kappa \in \mathbb{Z}$ applied to the time domain eigenvector.
Proof. We assume that for a phase vector $\psi_{\text {min }}$ with corresponding $\mathbf{a}_{\text {min }}$, according to (44), we have

$$
\frac{\partial \xi_{p}^{(K)}\left(\boldsymbol{\psi}_{\min }\right)}{\partial \boldsymbol{\psi}}=2 \operatorname{Im}\left\{\operatorname{diag}\left\{\mathbf{a}_{\min }^{*}\right\} \mathbf{C}_{K, p} \mathbf{a}_{\min }\right\}=\underline{0}
$$

A shift by $\kappa \in \mathbb{Z}$ samples in the time domain is equivalent to a phase shift applied to $\mathbf{a}_{\text {min }}$, such that

$$
\begin{align*}
\mathbf{a}_{\kappa} & =\operatorname{diag}\left\{\left[1, \mathrm{e}^{\mathrm{j} \frac{2 \pi}{K} \kappa}, \ldots, \mathrm{e}^{\mathrm{j} \frac{2 \pi}{K}(K-1) \kappa}\right]\right\} \mathbf{a}_{\min } \\
& =\operatorname{diag}\left\{\mathbf{w}_{\kappa}\right\} \mathbf{a}_{\min } \tag{45}
\end{align*}
$$

For the gradient, we obtain

$$
\begin{aligned}
\frac{\partial \xi_{p}^{(K)}\left(\boldsymbol{\psi}_{\kappa}\right)}{\partial \boldsymbol{\psi}} & =2 \operatorname{Im}\left\{\operatorname{diag}\left\{\mathbf{a}_{\kappa}^{*}\right\} \mathbf{C}_{K, p} \mathbf{a}_{\kappa}\right\} \\
& =2 \operatorname{Im}\left\{\operatorname{diag}\left\{\mathbf{a}_{\min }^{*}\right\} \mathbf{C}_{K, p}^{(\kappa)} \mathbf{a}_{\min }\right\}
\end{aligned}
$$

where the modified term $\mathbf{C}_{K, p}^{(\kappa)}$ is given by

$$
\begin{array}{r}
\mathbf{C}_{K, p}^{(\kappa)}=\operatorname{diag}\left\{\mathbf{w}_{\kappa}^{*}\right\} \sum_{\mu} \operatorname{diag}\left\{\mathbf{u}_{\mu}^{\prime *}\right\} \mathbf{W}_{K} \mathbf{D}_{K}^{2 p} \mathbf{W}_{K}^{\mathrm{H}} \\
\cdot \operatorname{diag}\left\{\mathbf{u}_{\mu}^{\prime}\right\} \operatorname{diag}\left\{\mathbf{w}_{\kappa}\right\} \\
=\sum_{\mu} \operatorname{diag}\left\{\mathbf{u}_{\mu}^{\prime *}\right\} \operatorname{diag}\left\{\mathbf{w}_{\kappa}^{*}\right\} \mathbf{W}_{K} \mathbf{D}_{K}^{2 p} \mathbf{W}_{K}^{\mathrm{H}} \\
\cdot \operatorname{diag}\left\{\mathbf{w}_{\kappa}\right\} \operatorname{diag}\left\{\mathbf{u}_{\mu}^{\prime}\right\} . \tag{46}
\end{array}
$$

Note that

$$
\operatorname{diag}\left\{\mathbf{w}_{\kappa}^{*}\right\} \mathbf{W}_{K}=\mathbf{W}_{K}\left[\begin{array}{cc}
\mathbf{0} & \mathbf{I}_{K-\kappa} \\
\mathbf{I}_{\kappa} & \mathbf{0}
\end{array}\right]
$$

Therefore, (46) simplifies to

$$
\mathbf{C}_{K, p}^{(\kappa)}=\sum_{\mu} \operatorname{diag}\left\{\mathbf{u}_{\mu}^{\prime *}\right\} \mathbf{W}_{K} \tilde{\mathbf{D}}_{K}^{2 p} \mathbf{W}_{K}^{\mathrm{H}} \operatorname{diag}\left\{\mathbf{u}_{\mu}^{\prime}\right\}
$$

with

$$
\begin{equation*}
\tilde{\mathbf{D}}_{K}^{2 p}=\operatorname{diag}\{\kappa, \ldots,(K-1), 0, \ldots,(\kappa-1)\}^{2 p} \tag{47}
\end{equation*}
$$

Note that $\mathbf{W}_{K}^{\mathrm{H}} \operatorname{diag}\left\{\mathbf{u}_{\mu}^{\prime}\right\}$ contains the time domain coefficients equivalent to the sample points in $\mathbf{u}_{\mu}^{\prime}$ along its diagonal. If the time domain support is limited to the first $L$ coefficients with $L<K-\kappa$, then comparing (39) with (47) and for a small value $\kappa$ we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{k^{2 p}}{(k+\kappa)^{2 p}}=1 \tag{48}
\end{equation*}
$$

Thus, the weighting applied by $\tilde{\mathbf{D}}_{K}^{2 p}$ is approximately proportionate to that applied by $\mathbf{D}_{K}^{2 p}$, and therefore for the gradient we obtain

$$
\frac{\partial \xi_{p}^{(K)}\left(\boldsymbol{\psi}_{\kappa}\right)}{\partial \boldsymbol{\psi}} \approx 2 \operatorname{Im}\left\{\operatorname{diag}\left\{\mathbf{a}_{\min }^{*}\right\} \mathbf{C}_{K, p} \mathbf{a}_{\min }\right\}=\underline{0}
$$

The deviation from proportionality for small $k$ in (48) means that a phase shift by a small $\kappa \in \mathbb{Z}$ only leads approximately to a new stationary point.

Example 5: In Example 4, the ground truth analytic $\boldsymbol{Q}(z)$ has a length of $L=6$. We here investigate the cost function for $K=16$ bins of its first eigenvector based on the power in its $p=2,3,4,5$ th derivative. If the $M=3$ components $\mathbf{u}_{\mu}^{\prime}$, $\mu=1,2,3$ in (34) match the analytic solution, then ideally $\psi_{k}=0, k=0, \ldots,(K-1)$. We now select $\psi_{k}=2 \pi \kappa k / K$, $k=0, \ldots,(K-1)$, with $\kappa \in \mathbb{R}$. Fig. 4(a) shows a cut through the cost function $\xi_{2}^{(16)}$ for $\kappa \in[0,16]$. Note that for small integer values $\kappa \in \mathbb{Z}$, the cost function exhibits deep notches. The gradient of the cost function in Fig. 4(b) shows that for small $\kappa \in \mathbb{Z}$, we approximately encounter stationary points, which together with the evidence of Fig. 4(a) indicates that these stationary points are minima of the cost function. Note that as $p$ increases, the notches in the cost function and the gradient norm deepen, but do not change location.

Two examples for interpolations $\hat{Q}_{\mu}^{(16)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ according to (37) based on $\kappa=\{0,1\}$ are shown in Fig. 5. For $\kappa=$ 0 in Fig. 5(a), we obtain the lowest order eigenvector with maximum smoothness. In comparison, Fig. 5(b) illustrates the case $\kappa=1$, which is modulated w.r.t. the interpolation for $\kappa=0$, and hence oscillates faster and is less smooth. However, it is also an analytic solution (with the time domain shifted and now of length 7) and hence represents a local minimum for the cost function.

## F. Phase Smoothing Algorithm

Based on Theorem 5, we combine an iterative gradient search with a phase shift approach. For the iterative gradient search, in the $i$ th iteration the phase vector $\psi[i]$ is updated as

$$
\begin{equation*}
\boldsymbol{\psi}[i+1]=\boldsymbol{\psi}[i]-\rho \mathbf{H}^{-1} \frac{\partial \xi_{p}^{(K)}(\boldsymbol{\psi}[i])}{\partial \boldsymbol{\psi}} \tag{49}
\end{equation*}
$$



Fig. 4. (a) Cost function $\xi_{p}^{(16)}$, and (b) norm of its gradient for a single eigenvector with an applied phase shift $\psi_{k}=2 \pi \kappa k / 16$ with $\kappa \in[0,16]$. The curves for each $p=2,3,4,5$ are normalised with unity as maximum.


Fig. 5. Interpolations $\hat{Q}_{\mu}^{(16)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ for $\mu=1,2,3$ in blue, red, and green, respectively, for (a) $\kappa=0$ and (b) $\kappa=1$. The markers show the values of $\mathbf{q}_{\mu}^{\prime}$ in (35).
with the Hessian matrix [56]
$\mathbf{H}=2 \operatorname{Re}\left\{\operatorname{diag}\left\{\mathbf{a}^{*}\right\} \mathbf{C}_{K, p} \operatorname{diag}\{\mathbf{a}\}-\operatorname{diag}\left\{\operatorname{diag}\left\{\mathbf{a}^{*}\right\} \mathbf{C}_{K, p} \mathbf{a}\right\}\right\}$.
This Gauss-Newton algorithm will converge to a stationary point of the cost function. Once sufficiently converged, a number of phase shifts are applied, and for each of these the above gradient search is performed to move to a related stationary point. For the stationary point with the smallest cost function value, again phase shifted points can be used to identify potential related stationary points, and the procedure is repeated until the cost function cannot be further minimised by gradient searches and shifts. This algorithm is summarised in Algorithm 2, with SP abbreviating 'stationary point'.

Theorem 6 (Convergence of phase smoothing algorithm): With a suitable step size $\rho$ and a DFT length $K$ that exceeds the support of the analytic solution, the phase smoothing Algorithm 2 will converge to the stationary point, within a set $\mathcal{S}$, with the smallest cost function $\xi_{p}^{(K)}$ in (41). The set $\mathcal{S}$ consists of a collection of stationary points near phase shifted versions of each other.
Proof. For a suitable step size $\rho$, the Gauss-Newton scheme will converge to a stationary point - this could be a (local) minimum or a saddle point. If a saddle point is encountered, the fact that phase shifted versions only approximately co-

```
Algorithm 2: Phase Smoothing
    For some initialisation, find an SP asP using (49);
    repeat
        set \(\mathbf{a}_{\mathrm{SP}}^{\prime}=\mathbf{a}_{\mathrm{SP}}\);
        from \(\mathbf{a}_{\mathrm{SP}}\), generate \(\mathbf{a}_{\kappa}, \kappa=0, \ldots,(K-1)\) via (45);
        for every \(\mathbf{a}_{\kappa}\) find an SP \(\mathbf{a}_{\mathrm{SP}, \kappa}\) using (49);
        find \(\mathbf{a}_{\mathrm{SP}}=\arg \min _{\kappa} \xi_{p}^{(K)}\left(\mathbf{a}_{\mathrm{SP}, \kappa}\right)\);
    until \(\left\|\mathbf{a}_{\mathrm{SP}}-\mathbf{a}_{\mathrm{SP}}^{\prime}\right\|_{2}<\epsilon\).
```



Fig. 6. Cost function evolution in dependency of the iteration index $i$ and the derivative order $p$ of Algorithm 2.
incide with new stationary points means that the algorithm cannot get repeatedly trapped in a saddle point. For a DFT length greater than the support of the analytic solution, Theorem 5 applies to any stationary point. This guarantees that through phase shifts we can re-initialise the gradient search to reach a solution with a smaller cost function value, until the minimum within the set of phase-related stationary points is found.

Example 6: Learning curves for (49) for determining the phase smoothing of the eigenvectors in Example 3 are shown in Fig. 6. The conditioning of the cost function worsens with an increase in the derivative order $p$, and significantly benefits from the inclusion of the inverse Hessian in (49) compared to a standard gradient search with $\mathbf{H}=\mathbf{I}$.

## VI. Adjustment of Approximation Order

We now aim to determine criteria to identify whether a phase-smoothed solution in $K$ bins yields a sufficient approximation. For this, we investigate two criteria - (i) a loss in paraunitarity, and (ii) a reconstruction error - before commenting on the overall convergence.

## A. Loss of Paraunitarity

Based on an EVD in each of $K$ bins, the matrices $\mathbf{Q}_{k}$ in (16) are unitary. After the extraction of $1 d$ eigenspaces and phase smoothing, the resulting approximation $\hat{\boldsymbol{Q}}^{(K)}(z)$ will therefore also be unitary for $z=\mathrm{e}^{\mathrm{j} 2 \pi k / K}, k=0, \ldots,(K-1)$. However, generally $\boldsymbol{E}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)=\hat{\boldsymbol{Q}}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right) \hat{\boldsymbol{Q}}^{(K), \mathrm{H}}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)-$ $\mathbf{I}=\mathbf{0} \forall \Omega \in \mathbb{R}$ cannot be assumed unless the approximation order $K$ is sufficiently large. We therefore assess

$$
\begin{equation*}
\zeta_{\mathrm{PU}}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left\|\boldsymbol{E}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)\right\|_{\mathrm{F}}^{2} \mathrm{~d} \Omega \tag{50}
\end{equation*}
$$

to measure how well paraunitarity of an interpolation is satisfied. For the evaluation of (50), Parseval's theorem permits to assess the energy in $\mathbf{E}^{(K)}[n] \circ \longrightarrow \boldsymbol{E}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$. In practice, instead of determining $\mathbf{E}^{(K)}[n]$ via a $K$-point IDFT from the sample points $\mathbf{Q}_{k}$, we perform a zero-padded $2 K$-IDFT. This effectively performs a two-fold Dirichlet interpolation of $\boldsymbol{E}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ and ensures that the product $\hat{\boldsymbol{Q}}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right) \hat{\boldsymbol{Q}}^{(K), \mathrm{H}}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ - equivalent to a cyclic convolution in the time domain - does not cause any time-domain aliasing due to cyclic wrap-around. Thus the approximation according to (7) in Theorem 4 applies.

Lemma 1 (Sufficiency of Loss of Paraunitarity): If for a small threshold $\epsilon_{\mathrm{PU}}, \zeta_{\mathrm{PU}}>\epsilon_{\mathrm{PU}}$, then the approximation order $K$ is too small.
Proof. We know that an analytic paraunitary solution exists. For (50), a two-fold Dirichlet interpolation of the phasesmoothed result is evaluated. If for some frequency, a deviation of $\hat{\boldsymbol{Q}}^{(K)}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ from orthonormality is found, then the interpolation is incorrect, and the sample points on which interpolation is based are not sufficiently closely spaced. Therefore, $\zeta_{\mathrm{PU}}>\epsilon_{\mathrm{PU}}$ is sufficient to indicate that the DFT size $K$, which also represents the approximation order, is too small.

Note that $\zeta_{\mathrm{PU}} \leq \epsilon_{P U}$ does not guarantee that a suitable $K$ has been found. Hence a second criterion is required.

## B. Reconstruction Error

With the approximation $\hat{\boldsymbol{Q}}^{(K)}(z)$, as well as the extracted analytic eigenvalues $\hat{\boldsymbol{\Lambda}}(z)$ using [36], we can reconstruct $\hat{\mathbf{R}}^{(K)}[\tau] \odot \hat{\boldsymbol{Q}}^{(K)}(z) \hat{\boldsymbol{\Lambda}}(z) \hat{\boldsymbol{Q}}^{(K), \mathrm{P}}(z)$, and determine

$$
\begin{equation*}
\zeta_{\mathrm{R}}=\sum_{\tau}\left\|\mathbf{R}[\tau]-\hat{\mathbf{R}}^{(K)}[\tau]\right\|_{\mathrm{F}}^{2} \tag{51}
\end{equation*}
$$

as a reconstruction error. Provided that the eigenvalue from [36] is sufficiently accurate, we can state:

Lemma 2 (Reconstruction Error): If and only if for a small threshold $\epsilon_{\mathrm{R}}, \zeta_{\mathrm{R}}<\epsilon_{\mathrm{R}}$, then the approximation order $K$ is sufficient.
Proof. If the approximation is sufficiently good and $\hat{\boldsymbol{Q}}^{(K)}(z)$ is close to $\boldsymbol{Q}(z)$, then $\zeta_{\mathrm{R}}$ must be small. For the 'only if' part, if $\zeta_{\mathrm{R}}$ is small, then $\hat{\boldsymbol{Q}}^{(K)}(z)$ behaves almost indistinguishably from $\boldsymbol{Q}(z)$. Due to the uniqueness of the parahermitian matrix EVD [14], [15], and the uniqueness of analytic functions [44], in fact $\hat{\boldsymbol{Q}}^{(K)}(z)$ must closely approximate the analytic eigenvectors save of their phase ambiguity.

## C. Order Increase and Overall Convergence

The quantities defined in Secs. VI-A and VI-B now enable a criterion for the loop in Algorithm 1. There, we will iterate as long as $\zeta_{\mathrm{PU}}>\epsilon_{\mathrm{PU}}$ for some threshold $\epsilon_{\mathrm{PU}}$. Once $\zeta_{\mathrm{PU}} \leq \epsilon_{\mathrm{PU}}$, because loss of paraunitarity is only sufficient, we still iterate as long as $\zeta_{\mathrm{R}}>\epsilon_{\mathrm{R}}$, with some threshold $\epsilon_{\mathrm{R}}$.

Theorem 7 (Convergence to Analytic Eigenvectors): Algorithm 1 with the prescribed loop criterion and suitable thresholds $\epsilon_{\mathrm{PU}}$ and $\epsilon_{\mathrm{R}}$ can converge close to analytic eigenvectors. Proof. If an approximation order $K$ is too short to extract analytic eigenvalues, likely both $\zeta_{\mathrm{PU}}$ and $\zeta_{\mathrm{R}}$, but at the very


Fig. 7. Hermitian angles for the extracted eigenvectors using (a) the proposed algorithm and (b) the SBR2 algorithm [7], [17]. The ground truth angles are under-laid in grey. The lower plot highlights the frequencies $\Omega=\left\{\frac{\pi}{4}, \frac{5 \pi}{4}\right\}$, where algebraic multiplicities enforce a permutation as dash-dotted lines.
least the latter, will not fall below their thresholds. Thus, Algorithm 1 will increase $K$. Since analytic eigenvalues exist and decay at least exponentially [14], [15], at some point the truncation error will be sufficient small, such that the support of the analytic eigenvalues is shorter than $K$. Thus, Theorem 6 then guarantees to yield smooth eigenvectors, save of some arbitrary phase. Note that criterion $\zeta_{\mathrm{PU}}$ is independent of any previously extracted eigenvalues via [36], and hence does not depend on the accuracy of those eigenvalues. The accuracy of the eigenvalues will impact on the necessary and sufficient criterion $\zeta_{R}$, and thus potentially limit the achievable approximation error for the eigenvectors. Since it is possible to extract analytic eigenvalues with arbitrarily small approximation errors [36], the only limitation for approximation errors on the eigenvectors are the approximation order $K$, and Theorem 6 potentially returning a stationary point with an insufficient smoothness.

In practice, for all simulations run to date with known ground truth, Algorithm 2 has in fact found the global minimum, hence allowing Algorithm 1 to converge arbitrarily closely to the analytic eigenvectors.

## VII. Simulations and Results

## A. Numerical Example

As an initial numerical example, we utilise $\boldsymbol{R}(z): \mathbb{C} \rightarrow$ $\mathbb{C}^{2 \times 2}$ from Example 1. The ground truth eigenvectors have a minimum order of 1 for a phase term $\psi_{m}(z)=1$ in (5). The Hermitian angles $\alpha_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ for the eigenvectors $\boldsymbol{q}_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ relative to $\boldsymbol{q}_{1}\left(\mathrm{e}^{\mathrm{j} 0}\right)$ as defined in (31) are shown in Fig. 7(a), together with the Hermitian angles for the extracted eigenvectors using the proposed algorithm, which are also of order 1 and match the ground truth.

When using the SBR2 algorithm [7], [17], the approximated eigenvalues are guaranteed to be spectrally majorised [23], and as a result, the extracted eigenvectors need to approximate discontinuities at $\Omega=\frac{\pi}{4}$ and $\Omega=\frac{5 \pi}{4}$. Fig. 7(b) shows the


Fig. 8. Analytic eigenvalues for one ensemble probe with $L=12$, with the ground truth $\lambda_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ underlaid in grey and the extracted eigenvalues $\hat{\lambda}_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ according to [36] in colour.
progression of the Hermitian angles of these estimated eigenvectors, which require an approximation order of 87 - almost two orders of magnitude above the order of the extracted analytic eigenvectors, and with a significant reconstruction error compared to the results using the proposed algorithm.

## B. Ensemble Test

In order to form a more exhaustive assessment of the proposed algorithm against benchmarks with proven convergence such as SBR2 [7], [17] and SMD [21], we use the model outlined in (2) and Fig. 2, to generate an ensemble of CSD matrices $\boldsymbol{R}(z): \mathbb{C} \rightarrow \mathbb{C}^{4 \times 4}$, where the innovation filters $G_{\ell}(z) \bullet g_{\ell}[n], \ell=1, \ldots, 4$ are of order $L \in\{1,2, \ldots, 12\}$. The $L+1$ coefficients of $g_{\ell}[n]$ for every ensemble probe are uncorrelated and drawn from a zero mean unit variance complex Gaussian distribution, and normalised such that $\sum_{n}\left|g_{\ell}[n]\right|^{2}=1$. The convolutive mixing matrices $\boldsymbol{H}(z)$, also of order $L$, are generated from a concatenation of $L$ elementary paraunitary matrices [1],

$$
\begin{equation*}
\boldsymbol{H}(z)=\prod_{i=1}^{L}\left(\mathbf{I}+\left(z^{-1}-1\right) \mathbf{v}_{i} \mathbf{v}_{i}^{\mathrm{H}}\right) \tag{52}
\end{equation*}
$$

whereby each vector $\mathbf{v}_{i}$ has its uncorrelated coefficients drawn from a zero mean unit variance complex Gaussian distribution, but is normalised such that $\left\|\mathbf{v}_{i}\right\|_{2}^{2}=1$. Because of the resulting paraunitarity of $\boldsymbol{H}(z)$, (2) directly reflects the analytic parahermitian EVD with the lowest order $\boldsymbol{Q}(z)=\boldsymbol{H}(z)$, and $\boldsymbol{\Lambda}(z)=\boldsymbol{G}(z) \boldsymbol{G}^{\mathrm{P}}(z)$. Using this model, for each value of $L$, an ensemble of 500 randomised CSD matrices $\boldsymbol{R}(z)$ of order $4 L$ is generated for every value of $L$. As an example for one ensemble probe, Fig. 8 characterises the eigenvalues on the unit circle, $\Lambda\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$, for $L=12$.

When factorising $\boldsymbol{R}(z)$ with the various methods, in the case of SBR2 and SMD, internal trimming in the algorithm curbs the growth in polynomial order as iterations progress; additionally, the order of the extracted paraunitary matrices is optimised using a shift-corrected truncation described in [46], which removes the potential time shift encountered in (5). The algorithms terminate after 300 or 600 iterations for SMD and SBR2, respectively, or if the off-diagonal energy has


Fig. 9. Ensemble results showing (a) the achievable order, (b) reconstruction error, and (c) execution time for the proposed eigenvector extraction vs the performance of SBR2 [7], [17] and SMD [21] algorithms.
dropped below $10^{-4}$ of the total energy in $\boldsymbol{R}(z)$. The proposed algorithm operates with a paraunitarity error threshold $\epsilon_{\mathrm{PU}}=10^{-5}$; although (50) could not be shown to represent a necessary convergence measure, in practice across 6000 ensemble simulations, it was sufficient to check $\zeta_{\mathrm{PU}}<\epsilon_{\mathrm{PU}}$ alone in order to achieve a reconstruction $\zeta_{\mathrm{R}}<10^{-4}$.

Fig. 9(a) shows the order of the estimated eigenvectors, in $\hat{\boldsymbol{Q}}(z)$, versus that of the ground truth eigenvalues generated via (52). Additionally, Fig. 9(b) and (c) show the normalised reconstruction error $\zeta_{\mathrm{R}, \mathrm{n}}=\zeta_{\mathrm{R}} / \sum_{\tau}\|\mathbf{R}[\tau]\|_{\mathrm{F}}^{2}$, whereby $\zeta_{\mathrm{R}}$ is normalised for comparison across an ensemble of different CSD matrices, and the execution time of the algorithms.

It is evident from Fig. 9 that the proposed analytic eigenvalue extraction achieves the task with an approximation order close to the ground truth, and with a small reconstruction error. In contrast, because in many cases the ground truth eigenvalues are not spectrally majorised, the spectrally majorised solution targeted by the SBR2 and SMD algorithms requires significantly higher approximation orders in Fig. 9(a). Subsequently, the generally insufficient approximation of a discontinuity by a polynomial leads to poorer reconstruction errors in Fig. 9(b). The low order achieved by the proposed algorithm therefore also means a significant reduction in execution time as shown in Fig. 9(c). The latter clearly shows the execution time is affected more by the required DFT length $K-$ a power of 2 - than the order of the ground truth $\boldsymbol{Q}(z)$.

For the results in Fig. 9, the analytic eigenvalue extraction was based on the exact eigenvalues. We have also estimated the analytic eigenvalues using the algorithm in [36] with


Fig. 10. Eigenvalues for one ensemble probe with $L=12$, with the analytic ground truth $\lambda_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ underlaid in grey and the approximately spectrally majorised solution $\hat{d}_{m}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ obtained by the SMD algorithm [21] in colour.


Fig. 11. Evolution of the Hermitian angles (31) of 1-d subspaces for one ensemble probe for $L=12$, with the ground truth for $Q(z)$ underlaid in grey; the coloured curves show the Hermitian angles for (a) the eigenvectors $\hat{\boldsymbol{U}}(z)$ obtained by the SMD algorithm [21], and (b) the extracted analytic eigenvectors $\hat{\boldsymbol{Q}}(z)$ using the proposed algorithm.
a predefined precision of $10^{-5}$, followed by the proposed analytic eigenvector extraction. Because of the high accuracy of the extracted eigenvalues, there is no significant difference to the results shown in Fig. 9, with the orders remaining the same, and achievable values for the normalised reconstruction error $\zeta_{\mathrm{R}, n}$ within $1.7 \%$ of those with perfect knowledge of the analytic eigenvalues.

To exemplify the performance difference between the proposed analytic eigenvector extraction and the SBR2/SMD algorithms, for the ensemble probe characteristed in Fig. 8, Fig. 10 shows the eigenvalues $\hat{d}_{\mu}\left(\mathrm{e}^{\mathrm{j} \Omega}\right)$ extracted by the SMD algorithm, which generally satisfy spectral majorisation. The resulting approximation of the permuted ground truth analytic
eigenvalues leads to the estimated eigenvectors having to approximate piecewise analytic, discontinuous functions, as evident from the evolution of the Hermitian angles of the estimated eigenvectors in Fig. 11(a). There, at the algebraic multiplicities of the eigenvalues shown in Fig. 10, the estimated eigenvectors switch between ground truth eigenvectors, underlaid in grey occur, resulting in large associated time domain support. In contrast, the estimated analytic eigenvectors using the proposed algorithm in Fig. 11(b) follow the ground truth closely, resulting in smooth eigenspaces that permit much lower order approximations than those obtainable by the SMDestimated functions in Fig. 11(a).

## VIII. CONCLUSIONS

We have proposed an analytic eigenvector extraction algorithm for parahermitian matrices. The method relies on the previous extraction of analytic eigenvalues via [36], and then iteratively increases the DFT length and hence approximation order until a suitably close approximation is found. In each iteration, the method extracts smooth 1-d eigenspaces across frequency bins, which need to be suitably continued across algebraic multiplicites. This is followed by a phase smoothing operation, which identifies eigenvectors of short order within every 1-d eigenspace. The approach demonstrates significantly enhanced performance over state-of-the-art algorithms, such as SBR2 and SMD. While we have not proven its necessity, the error in paraunitarity seems to be sufficient, across all our simulations, as a metric to decide when to terminate the algorithm, and has the benefit of being independent of the accuracy with which analytic eigenvalues have been extracted.

While some applications such as subband coding [7], [18] rely on spectral majorisation of the eigenvalues, subspacebased applications such as those required for broadband beamforming [3] or source separation [5] benefit from both the accurate extraction of subspaces and the computational savings that result from the significantly lower polynomial order of the analytic eigenvectors obtainable with [36] and the proposed approach.
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