Machine vision based damage detection for conveyor belt safety using Fusion knowledge distillation
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Abstract A belt conveyor system is one of the essential equipment in coal mining. The damages to conveyor belts are hazardous because they would affect the stable operation of a belt conveyor system whilst impairing the coal mining efficiency. To address these problems, a novel conveyor belt damage detection method based on CenterNet is proposed in this paper. The fusion of feature-wise and response-wise knowledge distillation is proposed, which balances the performance and size of the proposed deep neural network. The Fused Channel-Spatial Attention is proposed to compress the latent feature maps efficiently, and the Kullback-Leibler divergence is introduced to minimize the distribution distance between student and teacher networks. Experimental results show that the proposed lightweight object detection model reaches 92.53% mAP and 65.8 FPS. The proposed belt damage detection system can detect conveyor belt damages efficiently and accurately, which indicates its high potential to deploy on end devices.

1. Introduction

A belt conveyor system is one of the most widely used and versatile equipment to transport bulk material, and they play an important role in carrying coals in the mining industry [1,2]. As the carrying medium of a belt conveyor system, the conveyor belt is vulnerable to damages caused by the metal foreign
with the advance of chips and algorithms, artificial neural network is widely used in basic science [19–22] and engineering applications [23–25]. Compared with traditional vision-based object detection methods, the deep learning-based object detection methods provide the advantages of excellent generalization and fast detection speed. The first network architecture that successfully applied the deep learning to object detection is R-CNNs. Then, one-stage object detection models, e.g., YOLO, SSD and CenterNet, are proposed to improve the detection accuracy. Besides the complicated detection procedures, two-stage methods, e.g. R-CNNs [26], have the advantage of excellent performance. However, their disadvantages are also obvious, such as complicated detection processes, slow detection speed and relatively big models. To overcome the above disadvantages, one-stage models which regard object detection as regression have been proposed and drawn much attention. The well-known one-stage object detection models are YOLO [27], SSD [28] and CenterNet [29] series. They have the characteristics of shared parameters, simplified models, fast detection speed and relatively poor performance than that of two-stage methods. Considering the velocity of belt (1.5 m/s or higher), the detection efficiency and compute capability of end devices, the belt damage detection model must balance the accuracy and reference speed. Either two-stage or one-stage models have suitable application fields; however, the one-stage models are more appropriate for conveyor belt damage detection, which needs to meet the requirements of real-time and stable detection.

As one of the representative one-stage anchor free object detection algorithms, CenterNet mainly consists of three modules, i.e., backbone, decoder and head. The backbone includes multiple convolutions and activation layers, and it is responsible for latent feature extractions. The latent feature map extracted from backbone is decoded to the form of prediction multiple convolutions and activation layers, and it is responsible for latent feature extractions. The latent feature map extracted from backbone is decoded to the form of prediction.

In this paper, a novel feature-wise knowledge distillation (KD) based on attention mechanism is introduced, and an improved lightweight CenterNet object detection algorithm is proposed. The main contributions of this paper are detailed as follows:
Fusion Knowledge Distillation: a novel knowledge distillation algorithm combined with feature-wise and response-wise knowledge distillation is proposed in this paper. The feature-wise knowledge distillation is implemented based on the adaptive fusion of channel attention and spatial attention for latent feature maps, and the response-wise knowledge distillation aims at transferring knowledge of class heatmaps.

Improved focal loss: to address the class-imbalance problem, an improved focal loss function is carried out. The improved focal loss function can weight hard samples bigger value than easy samples adaptively and adjust the proportion of different class samples in the loss function.

Lightweight deep learning model: based on the proposed Fusion Knowledge Distillation and improved focal loss, a lightweight belt damage detection algorithm based on CenterNet is developed. The lightweight deep learning model can balance the model size and performance by adopting feature-fused knowledge distillation.

The rest paper is organized as follows. Section 2 introduces the improved conveyor belt damage detection method based on Fused Channel-Spatial Attention (FCSA) and Knowledge Distillation (KD). Experiments and corresponding results are presented in Section 3. Finally, Section 4 demonstrates the application of the detection system, and Section 5 concludes this paper and discusses future works.

2. The proposed conveyor belt damage detection method

2.1. The architecture of the conveyor belt damage detection method

The proposed novel damage detection method for conveyor belts is based on CenterNet and Fusion Knowledge Distillation (FKD). CenterNet is one of the anchor-free one-stage object detection deep neural networks. The outputs of CenterNet consist of class heatmaps, height-width regression and offsets of centers. Knowledge Distillation is inspired by the learning process of human beings. Fig. 1 shows the network architecture of the proposed conveyor belt damage detection algorithm, which mainly consists of a teacher network and a student network. The implementation of training for the deep neural network is usually the interactive process between the teacher network and the student network. The teacher network is a heavyweight, pretrained deep learning network, and it performs well in inferencing. Meanwhile, a lightweight deep learning network plays as a student learns from the teacher network in the training procedure. The teacher-student architecture plays an essential role in the knowledge distillation. In this paper, the ResNet50 is introduced as the backbone of the teacher network, and the ResNet18 is selected as the backbone of the student network. The feature-wise knowledge distillation is applied by optimizing the distance of latent feature maps from the student network to the teacher network. Furthermore, the response-wise knowledge distillation optimizes the distance of heatmaps between student and teacher networks.

CenterNet regards object detection as regression and has excellent inference performance of precision and speed. Both of teacher and student networks of the proposed network are based on CenterNet. The teacher network adopts ResNet50 as the backbone and is well-trained in advance. The ResNet18 is introduced as the backbone of the student network, which is trained with the strategy of FKD and FCSA. To efficiently train the lightweight student network, knowledge distillation is applied in latent feature maps and head-outputs. The backbone network contains a large number of high-level latent features, which are extremely useful to object detection. Therefore, the feature-wise Knowledge Distillation can compress essential information in latent feature maps of the teacher network and transfer it to the student network. The head of CenterNet consists of class heatmaps, height-width regression and center offsets, which are the model prediction and critical. Hence, the response-wise Knowledge Distillation is introduced to adjust the student model by the teacher model.

The backbone of ResNet18 is more compact than of ResNet50, but the compression of model is limited. Hence, other classical feature pyramid networks are introduced as...
the backbone of the student model and the performance is quite satisfactory. The experimental results are discussed in Section 3.

2.2. Fusion knowledge distillation

To achieve well-trained lightweight student model, the proposed knowledge distillation consists of feature-wise and response-wise Knowledge Distillation [33].

2.2.1. Feature-wise knowledge distillation

The proposed conveyor belt damage detection algorithm is based on an anchor-free CenterNet, which consists of the backbone network, decoder and head parts. The backbone network is responsible for feature extraction from input images and it contains high-dimensional features with large parameters. If the knowledge distillation is applied without feature compression, the student network training process would be high-cost and formidable. Hence, a feature-wise knowledge distillation based on the proposed Fused Channel-Spatial Attention (FCSA) is introduced. The schematic of the proposed FCSA is shown in Fig. 2.

(1) The channel attention is applied to obtain the segmentation coefficients for latent feature maps. Given the tensor of the backbone network $T_b \in \mathbb{R}^{C \times H \times W}$ as the input, the output of the 2D average pooling along $H \times W$ dimensions, $C_{avg}$, can be described as:

$$C_{avg} = \text{AvgPool}(T_b)$$

(1)

where $\text{AvgPool}$ denotes the operation of 2D average pooling, $C$, $H$ and $W$ are channel, height and width of latent feature maps, respectively. The $C_{avg}$ is used to divide the latent feature maps of the backbone output into $N$ pieces ($N$ equals 10 in this paper). The span of two adjacent pieces is obtained by $dspan = C/N$. The $C_{avg}$ is treated as the channel index and sorted in descending order. The top $N$ weakest response points in $C_{avg}$ is treated as the indexes for spatial attention, and the distance for each two divided indexes must be larger than $dspan$. All $N$ divided indexes which satisfy the above requirements can be represented as an index set $Idx = \{0, c_1, c_2, \ldots, c_n, c_{max}\}$, and $c_{max}$ is the number of channels.

![Fig. 2](image-url) The schematic of the Fused Channel-Spatial Attention. Latent feature maps are extracted along two paths: Channel and Spatial. Then two-path features are combined into Fused Channel-Spatial Attention.
Machine vision based damage detection for conveyor belt safety using Fusion knowledge distillation

2.2.2. Response-wise knowledge distillation

CenterNet is one-stage anchor-free object detection model, whose output contains the prediction of classes and the objects locations. The response-wise knowledge distillation is applied by minimizing the Kullback-Leibler divergence:

$$\mathcal{L}_{\text{resp}} = \frac{\sum_{i=1}^{W \times H} KL(H_i^t || H_i^s)}{W \times H}$$  \hspace{1cm} (7)

Where $KL$ denotes the Kullback-Leibler divergence, $H_i^t$ and $W'$ are the height and width of heatmaps, respectively. $H_i^t$ and $H_i^s$ are the pixel $i$ response of heatmaps in student and teacher networks, respectively. Through the response-wise knowledge distillation, the student network can directly learn the class information from the teacher network.

2.3. The loss function of the proposed conveyor belt damage detection network

The loss function of CenterNet consists of class heatmap loss, height-width regression loss and center point offset loss. The class heatmap loss is based on focal loss and focuses on the hard samples which would contribute to back-propagation more than easy samples. The class heatmap loss in the original CenterNet can be described as:

$$\mathcal{L}_{\text{cls}} = -\frac{1}{N} \sum x_i (1 - \hat{H}_{gy}) \gamma \log \hat{H}_{gx}$$  \hspace{1cm} (8)

where $x_i$ and $\gamma$ are hyperparameters useful to data-balance, and $N$ is the number of keypoints in an image. And $\hat{H}_{gx}$ is the modified probability:

$$\hat{H}_{gx} = \begin{cases} \hat{H}_{gx}, \text{if } y = 1 \\ 1 - \hat{H}_{gx}, \text{others} \end{cases}$$  \hspace{1cm} (9)

where $\hat{H}_{gy}$ is the heatmap of class $c$ in location of $(x, y)$, which is represented in 2D Gaussian kernel:

$$\hat{H}_{gy} = \exp \left(-\frac{(x - p_x)^2 + (y - p_y)^2}{2\sigma_p^2}\right)$$  \hspace{1cm} (10)

where $\sigma_p$ is an object size-adaptive standard deviation.

Fig. 3 The process of the spatial attention.
However, each type of conveyor belt damage has different probabilities of occurrence, and a certain type of belt damage is critical but scarce. Hence the experimental dataset for the conveyor belt contains three classes and has the typical characteristic of data-imbalance: the samples of scratch are much more than that of tear and crack. The imbalance dataset has the characteristic of long-tailed data distribution (few classes represent most data and most classes are not represented). The strategy of class-balance is introduced to address the class-imbalance problem. The class-balance weight is described as:

\[
\omega_i = \frac{1}{E_{ny}} = \frac{1 - \beta}{1 - \beta^n}
\]

where \(\beta\) is hyperparameter and \(E_{ny}\) denotes the effective number. \(n_y\) is the number of samples in ground-truth class \(y\). The original focal loss contains a parameter of \(x_n\), which serves as the class-balance weight. The weight \(w_i\) is introduced to replace \(x_n\) and solve the data-imbalance problem. So, the improved class heatmap loss with class-balance weight \(w_i\) can be described as:

\[
L_{hm} = \frac{1}{N} \sum_{c=x}^C \left\{ \omega_i \left(1 - \hat{H}_{syc}\right)^\gamma \log \hat{H}_{syc}, \text{if} \ y = 1 \right\} + \left(1 - \hat{H}_{syc}\right) \left(\hat{H}_{syc}\right)^\beta \log \left(1 - \hat{H}_{syc}\right) \text{, others}
\]

where \(\gamma\) and \(\beta\) are hyperparameters. The introduced weight, \(\omega_i\), can balance the loss of different classes for positive samples. The term of \(\left(1 - \hat{H}_{syc}\right) \left(\hat{H}_{syc}\right)^\beta \log \left(1 - \hat{H}_{syc}\right) \text{, others}\) weights the negative samples small value, which makes the model focus on the positive samples.

CenterNet does not contain the prior knowledge of anchor boxes and the size of objects are acquired by minimizing the height-width regression loss:

\[
L_{hw} = \frac{1}{N} \sum_{j=1}^N \left| \hat{S}_{p_k} - s_k \right|
\]

where \(\hat{S}_{p_k}\) and \(s_k\) are predictions and ground-truth of each object \(k\), respectively. Since the predicted object centers are offset to ground-truth. The offset loss is described as:

\[
L_{off} = \frac{1}{N} \sum_{p} \left| \hat{O}_p - \left(\frac{p}{R} - \hat{p}\right) \right|
\]

The FKD is proposed to compress and transfer features from teacher to student. The total loss of the proposed conveyor belt damage detection network consists of object detection loss and FKD loss and it has:

\[
L_{total} = L_{det} + \lambda_{feat}L_{feat} + \lambda_{resp}L_{resp}
\]

\[
L_{det} = L_{hm} + L_{hw} + L_{off}
\]

where \(\lambda_{feat}\) and \(\lambda_{resp}\) are hyperparameters to control the proportion of \(L_{feat}\) and \(L_{resp}\) in the total loss.

In order to present the proposed conveyor belt algorithm thoroughly, the pseudocode of the training process is described in Table 1.

3. Experiments and results

3.1. The implementation of the conveyor belt damage detection system

A conveyor belt damage detection system has been built to detect the damage on the surface of conveyor belt in real-time, and its schematic is shown in Fig. 4. The hardware of the damage detection system comprises an image acquisition module, a transmission module, a data processing and an execution module. The image acquisition module consists of linear array industrial cameras, light sources and the corresponding controller. During the operation of this system, the acquired belt images are firstly transmitted to the data processing module through the transmission module, which consists of a gigabyte industrial switch and gigabyte ethernet cables. Then, an industrial PC (IPC) with high-performance graphics processing unit (GPU) processes the belt images and predicts the results of damage types, size and location. Finally, after receiving signals from a center server, the PLC in the execution module can raise the alarm or shut down the conveyor if specific conveyor belt damages are detected. Connecting one or more sets of acquisition, transmission, and data processing modules to the execution module, the proposed conveyor belt damage detection system can inspect multiple nodes of the conveyor belt simultaneously.

The training procedure for the improved conveyor belt damage detection model is achieved by using a data processing server, which is equipped with an Intel i9-10900k CPU, a 32G RAM and two RTX2080s graphics cards. The detailed description of data processing server is listed in Table 2. To speed up the training process, the proposed FKD-CenterNet model was trained on the high-performance server with two NVIDIA GPUs. The proposed model is established by a popular deep learning framework, PyTorch, which is based on the Python programming language. Its primary data type is single-precision floating point. It can be seen from Table 2, for single-precision floating point arithmetic, the performance of GPU is 66 times higher than of CPU. Hence, the data server with two GPUs used in this paper can provide powerful computing support. Three types of damage images, i.e., scratch, crack and tear, of the conveyor belt in the train and evaluation dataset were obtained from a laboratory simulation environment as shown in Fig. 5.

Considering memory size of two GPUs and model performance, the resolution of belt damage images, 416 \times 416, is
appropriate for training the proposed FKD-CenterNet model based on RTX2080s. During the training process, the custom conveyor belt damage dataset has been augmented by horizontal and vertical flipping, 90% random cutting and $\pm 3^\circ$ rotation. The detailed description of the conveyor belt damage dataset is listed in Table 3. The samples of damaged belt images were acquired in the laboratory simulation environment and labeled carefully. Even though the data augmentation and cleaning were conducted, the data-imbalance of different classes of the conveyor belt damage dataset is still inevitable. To train the conveyor belt damage detection model well, the ratio of train, validation and test is set to 7:2:1. Each image may contain one or more detection objects. In order to balance the samples in the dataset, each number of classes $n_i$ is set to 767, 548 and 193, respectively.

The proposed algorithm consists of two stages: teacher training and student training, and Adam optimizer with momentum of $\beta_1 = 0.93$, $\beta_2 = 0.999$ is applied in both training stages. The batch size is set as 6 and initial learning rate is $\frac{1}{10^4}$ with decay rate $2\times10^{-5}$ per 8k iterations.

The optimizer plays an essential role to perform parameters update for a deep learning model. Hence, several different optimizers, such as SGD, Momentum, AdaGrad, RMSprop and Adam, have been tested. SGD (Stochastic Gradient Descent) is a basic optimizer, which tries to find the minimum in a random way. Momentum is a method that tries to accelerate optimization process and suppress oscillations in related directions. AdaGrad adapts the learning rate to the parameters and performs smaller updates for parameters. RMSprop optimizer is similar to Momentum and tries to dampen oscillations. Adam is a method that introduces adaptive policy for learning rate. The training results (Student model) of above optimizers are listed in Table 4. It can be seen that Adam optimizer per-

### Table 2 The detailed description of data processing server.

<table>
<thead>
<tr>
<th>No.</th>
<th>Device name</th>
<th>Type</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CPU</td>
<td>Intel I9-10900kf</td>
<td>Frequency: 3.7 GHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Turbo Clock: 5.3 GHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TDP: 125 W</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FP32 (float): 0.169</td>
</tr>
<tr>
<td>2</td>
<td>RAM</td>
<td>Kingston 16G DDR4 * 4</td>
<td>Dual channel, 4 slots</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2666 MHz</td>
</tr>
<tr>
<td>3</td>
<td>Hard driver</td>
<td>TOSHIBA 512G SSD</td>
<td>Interface: NVMe</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Speed: 3100 M/s</td>
</tr>
<tr>
<td>4</td>
<td>GPU</td>
<td>NVIDIA RTX 2080 s * 2</td>
<td>Memory Size: 8 GB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bandwidth: 495.9 GB/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FP32 (float): 11.15 TFLOPS</td>
</tr>
</tbody>
</table>

Fig. 4 The hardware framework of the conveyor belt damage detection system. It contains four modules: image acquisition module, transmission module, data processing module and execution module.

Fig. 5 The belt conveyor in the laboratory simulation environment.
forms excellent even though it takes more training time. Hence, Adam is selected as training optimizer.

3.2 The experimental results and comparisons.

The well-trained teacher model is necessary for training the lightweight student network. The teacher model consists of the ResNet50 backbone, decoder and head module. The decoder parses the latent feature maps from the backbone to three branches, i.e., heatmaps, object sizes and center offsets, which are used to predict objects in head module comprehensively. The proposed FKD served as soft labels and guided the student model in the training process. After the training process for the improved CenterNet model, 345 (10%) testing images in the augmented dataset are verified. The average precisions of teacher model with backbone ResNet50 and student model with backbone ResNet18 are 94.55% and 92.53%, respectively. In the meanwhile, the recalls are 96.34% and 93.85%, respectively. The above results are obtained with 45.4 minimum fps, and Intersection over Union (IoU) has reached 86.4%. The prediction results of the teacher model are exhibited in Fig. 6. The score threshold is set as 0.5, and the most of belt damages can be detected. Although samples with scratch containing multiple small features are the typical hard ones in this dataset, it can be labeled out accurately.

The comparison of teacher (ResNet50) and student (ResNet18) models is shown in Fig. 7. During the training of the teacher model, the backbone of ResNet50 is frozen in the first 45 epochs to make the best use of the pretrained backbone of ResNet50 and focus on training the decoder and head module. Therefore, as shown in Fig. 7(b), a turning point appears around 45 epochs in the loss curve of the teacher model when the backbone of ResNet50 is unfrozen. At the end of the training process, both teacher and student models are stable. It is seen from Fig. 7(a) that the average precisions of the teacher model in terms of crack, tear and scratch are generally larger than that of the student model, denoting that the teacher model outperforms the student model. However, considering these three kinds of damages, the mean average precision (mAP) of the student model achieves as high as 92.53%, which is only a little smaller than that of the teacher model (94.55%), indicating the compact student model learned the excellent feature extraction ability based on the proposed Fusion Knowledge Distillation and has achieved almost comparable performance of the teacher model.

To further verify the proposed Fused Channel-Spatial Attention and Fusion Knowledge Distillation, the backbones of MobileNet and Xception were introduced. And ResNet101 as another teacher model was introduced to verify the influence of different teacher models. Since the output sizes of different backbones are not compatible with the decoder of CenterNet, several convolutional and ReLU layers were appended to adjust the output size of the latent feature maps. To show the comparison more clearly, Logarithmic Model Efficiency (LME) is introduced as follows:

\[
LME = -\log(mAP \cdot FPS/Paras)
\]

where \(mAP\) denotes mean Average Precision, and \(FPS\) and \(Paras\) represents Frames Per Second and Parameters, respectively. The LME considers the influences of model size and performance, and takes the negative logarithmic results to make it more readable. The experimental results of models with different backbones and other object detection algorithms are listed in Table 5.

The smaller LME represents more balanced performance among precision, speed and compute cost. It can be seen from Table 5 that the proposed conveyor belt damage detection algorithm with Fusion Knowledge Distillation and Fused Channel-Spatial Attention can achieve excellent performance and make a favorable balance between precision and speed. Although the Xception model barely show model compression because of its complicated structure, the mAP of the Xception model with FKD strategy has been largely improved than that of same model without FKD, which can be inferred from the decreased LME. The comparison between teacher models, student models with and without FKD strategy are listed in Table 5. It can be concluded that teacher models obtained better mAP scores but larger storage occupations, which are suitable for scenarios with high-performance requirements. The FKD strategy can improve compact model performance obvi-

<table>
<thead>
<tr>
<th>Optimizers</th>
<th>SGD</th>
<th>Momentum</th>
<th>AdaGrad</th>
<th>RMSprop</th>
<th>Adam</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAP (%)</td>
<td>87.15</td>
<td>88.97</td>
<td>91.24</td>
<td>90.61</td>
<td>92.53</td>
</tr>
<tr>
<td>Final loss</td>
<td>1.648</td>
<td>0.939</td>
<td>0.793</td>
<td>0.811</td>
<td>0.746</td>
</tr>
<tr>
<td>Time consumption (h)</td>
<td>8.1</td>
<td>9.1</td>
<td>9.8</td>
<td>8.7</td>
<td>9.5</td>
</tr>
</tbody>
</table>

Table 3 The detailed description of the conveyor belt damage dataset.

<table>
<thead>
<tr>
<th>Capacity</th>
<th>Resolution</th>
<th>Scratch</th>
<th>Crack</th>
<th>Tear</th>
<th>Augmented capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>874</td>
<td>–</td>
<td>511</td>
<td>364</td>
<td>143</td>
</tr>
<tr>
<td>Validation</td>
<td>250</td>
<td>–</td>
<td>155</td>
<td>121</td>
<td>36</td>
</tr>
<tr>
<td>Test</td>
<td>125</td>
<td>–</td>
<td>101</td>
<td>63</td>
<td>14</td>
</tr>
<tr>
<td>Total</td>
<td>1249</td>
<td>416 × 416</td>
<td>767</td>
<td>548</td>
<td>193</td>
</tr>
</tbody>
</table>
ously, which make it balanced in performance and resource consumptions. But different teacher models with small performance gaps hardly have influences on training effect of student models applied the FKD strategy. Therefore, the proposed FKD strategy can enhance compact model performance and is relatively easy to implement. In addition, YOLOX [34], DetectoRS [35] and Swin Transformer [36] are studied and compared with the proposed FKD-CenterNet model based on the custom conveyor belt dataset. These models reached excellent benchmark performance on public datasets, such as COCO and ImageNet, but required dedicated fine-tuning to custom dataset. The test results of above networks on custom

Fig. 6  The experimental results of the teacher model. The score threshold is set to 0.5 and different damages are displayed in blue, green and red colors. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 7  The comparison of teacher (ResNet50) and student (ResNet18) models. (a) The AP of teacher and student models. (b) The loss curves of the teacher model. (c) The loss curve of the student model. Student model has a slight performance degradation compared with Teacher model, and it is within the acceptable range.
conveyor belt damage dataset are very competitive in a certain aspect, e.g., mAP or FPS, but these models, even compact version, contains a large number of parameters. Hence, the LME results of above three popular networks are not attractive and these models are not appropriate for end devices. In general, the proposed lightweight models with the backbone of ResNet18 or MobileNet are suitable for end devices. Meanwhile, the proposed Fusion Knowledge Distillation can also be performed in other networks to compress CNN models.

4. Application of the proposed FKD-CenterNet

After the verification via experiments, the FKD-CenterNet based conveyor belt damage detection system was deployed in a practical mining seam to inspect and detect the state of the belt conveyor surface in real-time, as demonstrated in Fig. 8. The inference is processed on industrial PCs, and the specification is listed in Table 6. The model deployed in the production environment is based on ResNet50 and trained by FKD strategy. The belt images are captured by CMOS industrial camera at fixed 25 fps in the actual environment. It has been verified that the proposed FKD-CenterNet model with the deployed industrial PC can reach the maximum 43 fps while detecting belt damage. The theoretical computing power of NVIDIA GTX 1660 s is 5.027 TFLOPs. The GPU resource occupancy rate is around 45%, when the proposed model is inferencing and deployed on the 1660 s card. Therefore, any supported GPU computing card with more than 5 TFLOPs computing power can meet the requirements. In the meanwhile, the speed of data access in memory is fast enough and would not restrict GPU inference speed. The performances of CPU, RAM and SSD are not very important in this case. It is capable of handling 130% normal computation load with the configuration in Table 6. Of course, a high-performance IPC would be fantastic. However, a higher FPS (greater than 43) does not improve the detection accuracy of the proposed model, and it is necessary to achieve a balance between cost and speed. Therefore, the configuration in Table 6 is ideal for this case. Each captured image is preprocessed (denoise and smooth) and fed into the well-trained CenterNet model. Due to the model inference does not require a high-performance GPU, the industrial PC is much more compact than data server used for training. Since conveyor belt damages tend to be found near driving roller or joint section, two detecting nodes are set near front and end conveyor machine, and one is set in the middle of 800-meter conveyor belt.

The lightweight model trained with FKD is found to suit the end device very well as it reduced data transmission delays and improved the stability of the damage detection system. During the industrial test, the proposed FKD-CenterNet model detect various conveyor belt damages with 97.9% mAP, in particular, 100% tear, 98.7% crack and 94.9% scratch. Considering the severity of different damage types and undesirable false detection of tear damage, the trial results are quite acceptable. The application of the belt damage detection system has greatly improved the level of coal mining automation and reduced the labor cost of the enterprise.

5. Conclusions and future works

In this paper, an improved conveyor belt damage detection method based on the FKD-CenterNet algorithm is proposed to address the damage detection problem for conveyor belt images. Firstly, The Fused Channel-Spatial Attention is proposed and the Fusion Knowledge Distillation is introduced. It makes model focus on essential features and strengthens the extraction capability of latent feature maps. Then, the improved loss function combined with Fusion Knowledge Distillation is introduced, which balances different classes and transfer compressed knowledge from the teacher network. Hence, the proposed loss function makes the training process effective. Finally, plenty of comparative experiments show that the proposed lightweight model reaches 92.53% mAP and 65.8
FPS. Based on the proposed evaluation indicator balanced accuracy and inference speed, the proposed lightweight model obtains best performance, 0.3875. Therefore, the comparisons between the proposed FKD-CenterNet and other popular models and industrial test proved that the proposed model can detect various belt damages and be deployed on end devices effectively. The application in the coal mining industry shows the effectiveness of the proposed conveyor belt damage detection method.

Harsh underground environment for coal mining leads to poor image quality, which affects the performance of conveyor belt damage detection based on machine vision. In the future, we will focus on algorithm development for image enhancement and make efforts to obtain high-resolution and clear belt images. And we will try to establish a cascade model of denoising and detection, which makes the training and detection processes more efficient and accurate.

### Table 6
The description of the industrial PC for the model inference.

<table>
<thead>
<tr>
<th>No.</th>
<th>Device name</th>
<th>Type</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CPU</td>
<td>Intel I5-8500</td>
<td>Frequency: 3.0 GHz, Turbo Clock: 4.1 GHz, TDP: 65 W</td>
</tr>
<tr>
<td>2</td>
<td>RAM</td>
<td>8G DDR4 * 2</td>
<td>Dual channel, 2 slots 2133 MHz</td>
</tr>
<tr>
<td>3</td>
<td>Hard drive</td>
<td>256G SSD + 1 T HDD</td>
<td>Interface: NVMe + SATA, Speed: 510 M/s</td>
</tr>
<tr>
<td>4</td>
<td>GPU</td>
<td>NVIDIA GTX 1660 s</td>
<td>Memory Size: 6 GB, Bandwidth: 336.0 GB/s, FP32 (float): 5.027 TFLOPS</td>
</tr>
</tbody>
</table>
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