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Abstract
Individuals and organisations based in the UK often fall foul of cybercriminals. 
Unfortunately, however, these kinds of crimes are underreported [68][123]
[133]. This underreporting hampers the ability of crime-fighting units to gauge 
the full extent of the problem, as well as their ability to pursue and apprehend 
cybercriminals [14][81]. 

To comprehend cybercrime underreporting, we need to explore the nature of 
UK cybercrime and its impact on UK-based victims. We investigated the entire 
landscape by carrying out a systematic literature review, covering both academic 
and grey literature. This review sought to answer three research questions. 

1. What characterises cybercrime in the UK?  
2. What is known about UK cybercrime victims?  
3. What influences and deters cybercrime reporting in the UK?

Our investigation revealed three types of reportable cybercrime, depending on the 
target: individuals, private organisations and public organisations. 

Victimhood varies depending on a number of identified dimensions, including 
vulnerability aspects, psychological perspectives, age-related differences and 
researcher attempts to model the victims of cybercrime. We also explored UK 
victims’ reported experiences in dealing with the consequences of falling victim to 
a cybercrime.

In terms of cybercrime reporting, we identified three kinds of reporting: human-
to-human, human-to-machine and machine-to-machine. In examining factors 
deterring reporting, we incorporated discussions of policing, and the challenges 
UK police forces face in coping with this relatively novel crime. Unlike in traditional  
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crimes, perpetrators possess sophisticated technological skills and may reside 
outside of the UK’s police jurisdiction. We discovered a strong social dimension 
to reporting incidence, with the UK government’s cyber-responsibilisation 
agenda likely playing a major role in deterring reporting. This strategy involves the 
government providing a great deal of advice and then expecting citizens to take 
care of their own cybersecurity. Within this, if citizens do not act on the advice, they 
have to accept the consequences. 

Improvements in cybercrime reporting have to date been technologically 
focused. This neglects the social dimensions of cybercrime victimhood and 
does not acknowledge the reporting-deterring side-effects of the UK’s cyber-
responsibilisation agenda. We thus conclude with suggestions for improving 
cybercrime reporting in the UK. 

1. Introduction
Cybercrime is a reality of everyone’s networked lives, and UK citizens are no exception, 
and are increasingly falling victim [52][60][105][113]. Indeed, Caneppele, and Aebi [24] 
report that between a third and half of the crimes committed in a country are likely to 
be cybercrimes. Cybercrime costs citizens and the UK dearly, as shown in Figure A1 in 
the Appendix. The consequences of falling victim to a cybercrime can be significant 
and are not limited to financial loss. Some victims suffer from poor mental health and 
other health consequences [102]. The UK’s cybercrime landscape is poorly understood, 
given that cybercrimes are significantly underreported [68][105][123][133]. Such 
underreporting makes it difficult for law enforcement to gauge the true extent of 
cybercrime [116] or to invest resources appropriately to address it [14][81].

One aspect that could be deterring reporting is the cyber-responsibilisation agenda 
pursued by the UK government, in common with other neoliberal governments [118]
[119]. Responsibilised citizens are given advice and then are expected to embrace the 
responsibility and accept the consequences if they do not follow it. Consequently, victims 
may be too embarrassed to report what has occurred if they did not, or could not, follow 
the government-issued advice [1]. Reporting a cybercrime may well be considered an 
embarrassing admission of negligence and signal irresponsibility. As such, reporting could 
trigger an additional trauma that victims may dread.

This paper focuses only on the UK because carrying out this kind of study globally 
would introduce noise emanating from a large variety of legal, economic and policing 
differences, and this might confound our analysis and obscure insights. Fortunately, UK 
findings related to underreporting can still offer lessons for other countries, especially 
those with neoliberal governments, given that a side-effect of responsibilisation may be 
to deter reporting.
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A systematic review was carried out to answer the following research questions with 
respect to the UK’s cybercrime landscape:

RQ1: What characterises cybercrime in the UK?

RQ2: What is known about UK cybercrime victims?

RQ3: What influences and deters cybercrime reporting in the UK?

Figure 1. Structure of the paper: Cybercrime, Victims and Reporting in the UK
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As Figure 1 shows, Section 2 outlines the systematic literature review methodology. 
Section 3 then reports our findings on UK cybercrime (Section 3.1), UK cybercrime 
victims (Section 3.2) and cybercrime reporting (Section 3.3). Section 4 returns to the 
research questions and discusses the findings. Section 5 concludes.

2. Systematic literature review methodology

Using the principles of systematic research as outlined by Pickering et al.
 
[112], a search 

was conducted across the following databases: Scopus, Web of Science and ProQuest. 
Keywords were chosen to meet the needs of each of the research questions. The 
search period commenced in 1999, based on publicly available information concerning 
the growth of online retail in the world, which saw its inception in the mid-1990s onward 
[93]. The earliest included article concerning the subject is by Fisher in 2008 [51]. The 
searches are depicted using the PRISMA diagrams supplied in the Appendix. Table 1 
maps the research questions to the PRISMA diagrams. 

Table 1. Systematic review process

PRISMA in Appendix 

RQ1: What characterises cybercrime in the UK? Figure A2

RQ2: What is known about UK cybercrime victims? Figure A3

RQ3: What influences and deters cybercrime reporting in the UK Figure A4
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We focused primarily on UK sources but included publications from outside of the UK 
where we considered that the applicability of their findings to the UK could be argued. 
Where we found research from other countries that offered lessons to the UK, we 
retained these. Table A1 in the Appendix provides a list of these references.

Filtering 

The documents were filtered based on their titles and abstracts, which were the core 
determinants for including them in the review. Documents that were included in the 
review were grouped according to common themes. 

Analysis 

The approach applied within was adapted from Robinson’s guidance on thematic analysis 
[120]. Specifically, an inductive approach was operationalised, which commences with 
data immersion (i.e., re-reading the identified articles) and results in several emergent 
themes. These themes are then contrasted against all the data to ensure a good fit.

3. Results

Previous research has shown that cybercriminals seek to understand victims in a 
predatory way so that they can insert themselves into their lives by exploiting their 
needs [17][43][66][89][106][140]. Johnson [74] reports that 20 per cent of UK survey 
respondents had found malicious software on their devices over the past three years. 
This demonstrates a measure of success in compromising UK citizens’ devices. We now 
consider what is reported about UK-related cybercrime.

3.1 Cybercrime in the UK

The National Crime Agency (NCA) estimated that 1 million cybercrimes were committed 
in 1999 across the UK’s households [105]. Similarly to in other countries, there is evidence 
that the number of cyber-offences is increasing: by 2021 it had doubled, to 1.8 million, 
relative to 2019 [50]. In December 2021 [130], it was reported that 48 per cent of UK 
citizens had experienced cybercrime, as compared with 76 per cent of Indians and only 
32 per cent of Japanese. According to Daniel Markuson [99], cybercriminals, like other 
criminals, look for opportunities. Countries where citizens spend more time online, and 
shop more online, are more at risk. The top 10 ‘at risk’ countries include the UK. 

Fraud was the most common type of cybercrime targeting UK citizens in the NCA 
survey in 2019 [105], with Internet-enabled fraud making up 54 per cent of all fraud 
cases. Romance fraud was another major type of crime, causing economic damage of 
£60 million, primarily targeting women with disposable funds.
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A major source of cybercrime incidents in the UK (by number) is illegal booter services, 
which allow criminals to target specific organisations with denial-of-service attacks. In 
2016, a 20-year-old British male was sentenced to 18 months in a youth detention centre 
and required to pay £800 damages for running four booter services [31].

In the UK, criminal networks are often responsible for attacks [83]. The NCA survey found 
that that Russian-language cybercrime groups posed the greatest threat to the UK [105]. 
Yet, Lavorgna [83] has warned against overestimating the extent of organised cybercrime 
within the UK lest public funds be unnecessarily depleted, because cybercriminals are 
not all affiliated with organised groups. Another common kind of crime that targets UK 
citizens is romance scams, which involve interaction with a fake profile [140]. People are 
tricked into sending money to these scammers in exchange for explicit media [66][107].

Research tracing individual cybercrime reports to offenders has revealed interesting 
results [17]. It emerges that a relatively small number of offenders are responsible for 
many offences. A deeper analysis of these reported results reveals that the offenders 
who attract the most reports are not always those who make the most money from 
their crimes.

In May 2022, the Director of the UK’s Government Communications Headquarters 
(GCHQ), Sir Jeremy Fleming, advised the public about the organisation’s proactive 
approach to cyber-fraud, which had spiked in conjunction with Russia’s illegal invasion of 
Ukraine. Specifically, GCHQ took down 2.7 million online scams during 2021 alone [52]. 
He argued that this approach mirrored the overall restructuring of the western security 
architecture, as summarised by the old Latin proverb: si vis pacem, para bellum – that is, ‘If 
you want peace, prepare for war.’

Typology of cybercrime

A three-dimensional typology of cybercrime emerged from the literature, reflecting 
attacks against (1) individuals, (2) private institutions and (3) public institutions. According 
to Levi [88], companies rather than individuals incur the largest financial losses. Yet 
the impact on individuals should not be downplayed, as they are likely to be seen as 
easy targets for cybercriminals [128]. The typology is critical for improving cybercrime 
reporting because it supports categorisation and coding of offences.

Even so, it should be noted that an attack on an individual can spread to their employer’s 
devices. A case in point occurred in Scotland in March 2022 [75], when the Scottish 
Association for Mental Health experienced a ransomware attack that sprang from an 
individual employee’s personal device. This resulted in passports and personal data being 
made public.

Cybercrime against individuals: In 2016, Levi [87] references a cybercrime survey of 
3.8 million cases. He found that individuals were most likely to experience bank card fraud. 
The total number of incidents of fraud in 2016 exceeded 2.5 million (66 per cent of all 
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incidents). Online shopping fraud totalled more than 1 million incidents (28 per cent of 
all incidents). Other authors highlight denial-of-service attacks on end users (i.e., game 
players) [31]. Shared computers constitute a particular problem given the ease with 
which users’ personal details can be collected and sold [3] and with which compromises 
can jump from one individual’s device to another’s and from individual to organisational 
devices. 

Kemp et al. [79] analysed the changes in cybercrime during the pandemic in the UK. They 
found a significant increase from over 2,000 reported offences before lockdown to nearly 
4,000 offences during lockdown. Kemp et al. found that the closing of physical shops led 
to an increase in online shopping, which sometimes resulted in fraud. On the other hand, 
a reduction in ticket-related leisure activities and aviation reduced ticket-related fraud. 
Cybercriminals exhibit adaptiveness and innovativeness. 

Cybercrime against private institutions: The 2022 Cyber Security Breaches Survey 
[47] reported that 39 per cent of UK businesses were attacked in 2022, mostly by 
phishing attempts (83 per cent). In the past, these have included attacks on banks via 
forged cheques [51]. Cybercriminals can also impersonate a CEO’s email, to achieve a 
speedy transfer of funds to a named ‘supplier’ (known as ‘CEO fraud’ or ‘business email 
compromise’ [91]. Small and medium-sized enterprises (SMEs) are particularly vulnerable 
to these kinds of attacks [90]. However, Kemp et al. [79] found that, during the pandemic, 
organisations experienced decreased levels of cybercrime. The suggested explanations 
relate to the closing of businesses and restructuring, which may have reduced attack 
surface and victimhood. 

Cybercrime against public institutions: Wirth [143] outlined the devastating effect of 
the WannaCry ransomware on the National Health Service (NHS) in 2017. WannaCry 
impacted 81 of 236 hospital trusts and 597 of 7,545 GP surgeries and resulted in the 
cancellation of 20,000 appointments. This sets these kinds of targeted cybercrime 
apart from other kinds of crime [39]. Criminals who burglarise or mug would not be able 
to attack this many targets simultaneously. A single cyber-attack can target multiple 
organisations and be hard to recover from, given the required technological expertise [5]. 
WannaCry 2017 is a case in point [106]. 

Summary 

The UK is clearly experiencing high levels of cybercrime. The profile is not identical to that 
in other EU countries [116]. For example, online shopping fraud affects 0.6–4 per cent of 
people annually based on a comparison of survey data vs police data, and the UK’s higher 
online shopping levels will mean that it is more affected than other countries where there 
is less shopping online. Online banking fraud, too, is less common in the EU than in the UK, 
at around 1–2 per cent. Less than 1 per cent of the EU population have been victimised 
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via advance fee fraud or identity fraud. Cybercriminal creativity and adaptivity target 
victims where the attack surface presents itself. With so many UK residents being online, 
the attack surface is large enough to facilitate attacks. 

The next section considers UK cybercrime victims. 

3.2 UK cybercrime victims

Action Fraud has highlighted a dramatic spike in cybercrime against individuals during the 
recent COVID-19 pandemic [17], so it is reasonable to argue that cyber-victimhood is 
increasing. How does the UK government respond? In 2008, Shadow Home Secretary 
David Davis MP, after his own victimisation, criticised the UK government for being 
ineffective in tackling cybercrime [63]. Hunter [63] critiqued the lack of a dedicated centre 
for tackling cybercrime and the police’s tendency to investigate only high-value crimes. At 
that point, Action Fraud, a designated centre for cybercrime reporting, was established. 
However, the problem with investigating only high-value offences persists. The difference 
is that Hunter complained that the police investigated only losses of more than £500. In 
2019, that figure increased to losses over £100,000 [35]. The literature also highlights the 
cost of an effective defence system to assist victims [11]. 

Böhme [11] argues that cyber-attacks must be quantified in terms of both financial and 
psychological damage but also acknowledges that it is difficult to quantify such attacks in 
terms of the latter. However, it is important to recognise both kinds of impact in terms of 
delineating the cybercrime landscape. 

Victims can experience adverse health consequences. Button et al. [22] found that 
some cyber-victims experienced headaches, flare-ups of existing conditions such as 
fibromyalgia and Crohn’s disease, withdrawal from relationships, isolation, depression, 
anxiety and suicide. Other research from UK psychiatry argues that, while it is difficult to 
develop an objective compensation for psychological distress, the affected party should 
be provided with psychological therapy to help them deal with the victimhood trauma [13]. 

Böhme and Moore [23] analysed the experiences of victims within the EU (which included 
the UK at the time of the study). They found that victims reduced their online shopping 
and online banking activities by 4–5 per cent. Moreover, people who had been exposed to 
information about cybercrime threats were twice as likely to diminish their online activity, 
as compared with actual victims, suggesting that dread and fear were preventing them 
from benefiting from the online world. Indeed, Cross et al. [44] revealed unrealistic risk 
perceptions, with respondents considering their risk of victimisation to be low despite 
most having reported falling victim to a cybercrime in the past. Considering these two 
studies, it seems that those who have fallen victim to cybercrime underestimate the risk, 
whereas those who merely hear about the possibility of falling victim deliberately reduce 
their risk by changing their behaviours.
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Individual victim profiles

There are several dimensions to consider here.

Vulnerability: Victims’ experiences are connected to their needs [86]. Feelings of 
loneliness and isolation lead to increased cybercrime victimisation [17]. Pet scams 
targeting pet owners have increased, with fraudsters requesting money, falsely claiming 
to have found a lost pet [89]. 

Crimes against the elderly increased during the COVID-19 pandemic [43], especially 
economic scams [113][36]. Correia [36] discovered that the average repeat victim was 
older than an average single case victim. Age also played a significant role with respect to 
romance fraud during the pandemic [17]. Seniors who fall victim are treated much less fairly 
in the UK and require special assistance to participate fully in criminal proceedings [14].

Psychological perspective: In terms of personality type, people high on neuroticism, low 
on conscientiousness and high on openness (to experience) are likelier to be victimised 
by cybercrimes [133]. Jones et al. [76] found that people who were able to proceed with 
cognitive reflection (i.e., suppressing incorrect information vs correct information) were 
moderately less prone to opening fraudulent emails. Moreover, people who scored high 
on sensation seeking (i.e., the personality trait of pursuing varied, novel, intense and 
complex experiences) were more inclined to give into automatic processes and to open 
fraudulent emails. Monteith et al.

 
[102] found that even previously mentally unaffected 

individuals could slide into mental illness because of falling victim to cybercrime. People 
with pre-existing mental health conditions are particularly vulnerable to economic 
cybercrime. It is likely that people with a mental health conditions will experience 
additional obstacles to reporting if, for instance, they suffer from paranoid delusions, 
which can make them question their authentic experiences.

Modelling cybercrime victims: To compile an accurate victim profile, the Routine Activity 
Theory (RAT) is helpful [104]. The theory can be summarised as follows: people who 
behave insecurely online are more likely to be victimised. Nasi et al. [104] surveyed 999 
respondents from the UK and matched their data with the assumptions from RAT. They 
found that being male, young, migrant, urban, not living with parents and unemployed 
with more social life online vs offline were all predictors of victimisation. Even so, caution 
should be exercised when discussing victim profiles so that the rhetoric does not slide 
into victim-blaming.

Private institution victim profiles

Bana and Hertzberg [6] found that, between 2012 and 2014, the UK’s top law firms’ 
prioritisation of cybersecurity doubled from 23 to 46 per cent. This means that nearly 
half of UK law firms had come to view cybersecurity as a priority, up from just under 
one-quarter two years earlier. This increase may have been influenced by an attack on 
ACS:Law, a prominent UK law firm, in 2010 [6]. Subsequent research has discussed the 
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unexpected dip in the number of victims from private institutions despite the increased 
number of attacks, because of improved cybersecurity [26]. Connolly et al.

 
[34] have 

found that private institutions suffer much greater harm than public institutions when 
attacked (p=0.044). This is because the former facing greater redundancies but also 
because public institutions can invest more in securing their systems. Donegan [49] 
argues that cybercriminals profile SMEs because these have more vulnerabilities. First, 
they often communicate payment correspondence via email. Second, their use of 
systems such as Office365 is another source of vulnerability. Third, SMEs often have 
publicly available information on the web that includes information about staff, which 
allows hackers to target those with access to funds using social engineering techniques. 
Connolly and Borrion [33] examine the trade-offs in victims’ decision-making processes 
when deciding whether to pay off a ransomware attacker. Private institutions pay when 
they have ineffective backup, when the data are critical to the business, when there is a 
real risk of bankruptcy or when they follow the advice of an IT consultant.

Public institution victim profile

The WannaCry attack of 2017 cost the NHS over £93 million. In addition, Johnson [71] 
reports on extensive attacks aimed at the public sector in the UK, claiming that the number 
of ransomware attacks between 2020 and 2021 more than doubled. In 2022, the pattern 
of attacks mentioned by Johnson impacted UK citizens’ ability to access health and social 
care, council tax and the like. In the case of Hackney Council, the effects of an attack 
cost £10 million and endangered human lives. However, the cybercrime landscape with 
respect to public institutions in the UK is nuanced. Take, for example, an attack on Advance 
in August 2022 by Ransomware [134][100]. Advance is a provider of digital services to 
the NHS (e.g., patient check-in) but is also a company, so is difficult to classify into one 
category. The attack had negative impacts on the NHS and the health of its patients. 

3.3 What deters cybercrime reporting in the UK?

The first question to consider is the extent to which cybercrime victims report 
cybercrimes if they do fall victim. There is a great deal of evidence to show that 
cybercrimes are underreported [93][81]. A survey carried out in 2006 in the UK revealed 
that only 13 per cent of victims of cybercrime incidents had reported them [141]. To 
address this, some countries have created specific cybercrime reporting portals – for 
example Nigeria [67], Taiwan [81], the UK [2] and India [78]. These efforts attempt to 
address the fact that people do not always know where to report cybercrimes [20][10].

Despite these efforts, cybercrime continues to be underreported. It is likely that the 
barriers to reporting are more complex and nuanced than a technical solution could 
address merely by coming into being. Consider that victims may well report these kinds 
of crimes to their banks [81] or to their Internet service provider [141]. They may feel that 
these entities are better placed to help them than some country-wide reporting service. 
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In contemplating cybercrime reporting, we can learn from more general crime reporting, 
which depends on the nature of the victimisation, trust in the police, expectation that 
reporting will be responded to and the convenience of reporting [77][144]. It may be 
that a minor virus infection, which is easily ameliorated, is considered too small to merit 
reporting. 

Some studies have specifically looked at cybercrime reporting. For example, van de Weijer 
et al. [136] found that Netherlands citizens would often not report cybercrime because 
they did not believe the police could do anything about what had happened (echoing 
[77][144]). McMurdie [98] suggests that people do not see any benefit in reporting 
cybercrimes, with Correia [37] confirming that people’s perceptions of the effectiveness 
of police responses either deter or encourage reporting. Chawki [27] says that cybercrime 
victims can lose more from reporting crimes than they have already lost from the crimes 
themselves. Even such a perception would deter reporting. Wall [138] suggests that 
cybercrime may seem less significant than a violent crime such as mugging, because it is 
informational. People may not consider it worth reporting, perhaps because they do not 
realise the future implications of the information loss.

Other researchers surmise that people will not report because of a fear of being ridiculed 
[69]. Chawki [27] highlights reporting barriers including embarrassment, legal fees 
and increased insurance premiums, citing Parker [110][109]. This would align with the 
country’s cyber-responsibilisation strategy, with citizens feeling they cannot complain 
since they did not follow the advice the government provided [118][119]. 

Reporting, or the lack thereof, is dependent on individual factors too. Gutierrez and Kirk 
[56] find that immigrants are less likely to report all kinds of crimes, and this is likely to 
apply to cybercrimes too. Holt et al. [60] find that those with less technological expertise 
underreport virus infections. Sometimes, cultural aspects prevent reporting, such as the 
need to save face [28].

Cross [40] argues that there is limited research documenting all the reasons for victims 
reporting, or not reporting, cybercrimes. With a relatively poorly understood range of 
deterrents or incentives, law enforcement does not get the reports, and cannot gain 
insights into the full extent of the country’s cybercrime. This means it is less able to 
compile robust statistics [72]. 

In examining cybercrime reporting rigorously, several dimensions are pertinent: what 
kinds of cybercrimes people would report and what kinds they would simply accept; to 
whom they would report the crimes; and what they want from the entity they would report 
to. We consider the research for each of these dimensions here. 

1. Kinds of cybercrimes: Crime type and seriousness are the largest predictors of 
reporting behaviour for other kinds of crimes [8][132][136]. Because cybercrime is 
underreported, it is difficult to answer this question definitively. What we do know is 



38 \ J. Sikra, K. V. Renaud and D. R. Thomas

that females are significantly more likely to report advance-fee fraud, with this effect 
being more pronounced in seniors [35][36]. This fraud requires victims to transfer a 
small amount of money with the promise of a significant return on their investment.

2. Whom to report to: Using a hypothetical and simulated setup, scientists presented 
595 participants with vignettes about cybercrime to explore whom they would report 
such crimes to. People were more likely to report the offence to an organisation as 
opposed to the police. The exception is identity theft, which people were equally 
likely to report to the police and to organisations [136]. A study in Saudi Arabia [4] 
found that, of 267 victims, 31 per cent would not know whom to report to but would 
ask their friends, 15 per cent would use the Saudi government e-portal and only 
7 per cent would report directly to the police. 

3. What victims want: Victims of cyber-fraud have pronounced emotional needs, 
which revolve around receiving recognition from society and the police for their 
ordeal, which is linked to being able to tell their story [86]. Leukfeldt et al. [86] 
found that cybercrime victims needed to receive regular updates regarding the 
investigative process. Prislan et al. [115] asked people what they wanted to see 
post-reporting. The vast majority experienced cybercrime as a form of psychological 
aggression (e.g., stalking). Most people expected to see positive results if they 
reported to a friend in hope of getting advice (77.9 per cent) followed by the police 
(76 per cent).

Taxonomy of cybercrime reporting mechanisms

Baror et al. [7] suggest low levels of cybercrime reporting could be caused by a lack of 
clear criteria that victims can follow when reporting a crime. In fact, cybercrimes can be 
reported in one of three ways. We present a taxonomy of crime reporting mechanisms 
developed via inductive thematic analysis derived from the work of Robinson [120]. This 
taxonomy considers three different mechanisms for reporting: human-to-human (H2H), 
human-to-machine (H2M) and machine-to-machine (M2M). It should be noted that 
these individual categories are not independent because we cannot exclude the human 
element from any reporting mechanism. As such, human discretion is present in all 
categories, albeit to varying degrees.

H2H cybercrime reporting: H2H poses novel demands on the reporting infrastructure, 
which is accustomed to accepting complaints about traditional crime. Bidgoli et al. [9] 
present excerpts from 10 interviews of how some of their participants reported economic 
cybercrime using the H2H approach. One victim reported online shopping fraud to their 
bank to cancel their card but also to the clothing retailer Abercrombie & Fitch because the 
fraudulent website was mimicking the designer brand. A victim from another case study 
reported the computer virus to Dell customer service.
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In another article, the author proposes a framework for businesses to share cybercrime 
knowledge [67]. The incentive for joining the voluntary initiative is the protection of the 
brand and service reputation. This is an example of businesses choosing to cooperate to 
tackle cybercrime because they realise that, while today it may be the competition that is 
attacked, tomorrow it could happen to them.

H2M cybercrime reporting: Heinonen et al. [58] describe reporting to the US Internet 
Crime Complaint Center (IC3), which receives complaints from members of the public via 
its online interface, but also from other organisations such as PayPal. The main strength 
of IC3 is that it provides helpful advice and tips on how people should protect themselves 
online. The main weakness is that IC3’s work is insufficiently publicised to citizens.

Bidgoli et al. [10] streamlined a procedure for reporting cybercrime in PayPal. They 
produced a user-friendly reporting interface achieving two important goals: (1) it 
effectively connected reports within PayPal and outside PayPal with the relevant entities 
and (2) it raised awareness of cybercrime. The authors suggest that their pilot project be 
used by the industry and law enforcement authorities alike, even though it had not been 
adopted at the time of publication.

Mapimele and Mangoale [97] devised an H2M reporting platform called the Cybercrime 
Combating Platform (CP3). The CP3 algorithms allow users to search for compromises 
of their data. The system makes use of databases to trawl through online cybercrime 
activities. The databases it engages with are HaveIBeenPwnd, Phishtank, Dshield and 
Breach Level Index.

An independent analysis of the ACORN system discovered that victims who reported 
to the ACORN online system experienced high levels of dissatisfaction [41]. Specifically, 
77 per cent of complainants were unhappy with the outcome of their complaint. This is 
perhaps because the data captured by ACORN were of poor quality. Moreover, reports 
were stored in an unorganised text format, which made investigation problematic. This 
highlights the fact that cybercrime reporting should not be reduced to a mere transfer of 
information about an offence. Rather, everything related to the reporting interface should 
be designed with great care and in consultation with members of the public. In particular, 
the way the information is stored and subsequently analysed should be transparent to 
reporters [46] and helpful to law enforcement in terms of apprehending the perpetrator.

M2M cybercrime reporting: Carpineto and Romano [25] designed an automated pipeline 
with two machine learning stages to identify sellers of counterfeit luxurious clothes. This 
prototype was found to be more effective than established trustworthiness systems and 
non-expert humans.

Sheikhalishahi et al. [126] designed an automated analysis and classification of spam 
email pilot. The authors proposed an automatic method and resulting framework founded 
on pioneering categorical divisive clustering, which was successfully tested on a dataset 
retrieved from honeypots. 
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A technological development by Singh et al. [127] delved into identifying the difference 
between a phishing website and a classical web page. This task was challenging because 
of its semantic structure. Singh et al.

 
managed to apply a phishing detection system by 

utilising deep learning mechanisms. The framework engages URLs via an application 
of the Convolutional Neural Network (CNN) with an accuracy of 98 per cent. The CNN 
is a type of deep learning algorithm capable of inputting, analysing, and differentiating 
between images. This system produces an outcome of its activity as a classification 
report where it classifies URLs as either ‘phishing’ or ‘legitimate’. Currently, this system is 
just a prototype awaiting deployment in the wider cybersecurity stratosphere. 

Policing cybercrime 

The way cybercrime is policed, and perceptions related to such policing, is inextricably 
linked to cybercrime reporting. Hence it is worth discussing these aspects when we are 
considering cybercrime reporting. Policing of cybercrime has several dimensions, which 
we discuss now.

Connection between traditional and cybercrime: Cybercrime researchers debate the 
policing of cybercrime. Some attempt to adapt the principles from traditional crime 
policing onto cybercrime [64][65]. Others highlight the insufficiency of the cybercrime-
related training of police forces [52][92][122]. This can be the result of a vicious circle 
whereby the police do not feel the same enthusiasm for pursuing cybercrime vs 
traditional crime, with which they are more familiar. This feeds into poor training standards 
and uptake. As a result, police are sometimes not equipped with the skills required to 
solve cybercrimes, which compromises their ability to pursue cybercriminals. Constables 
who engage in cybercrime training do indeed feel they are more prepared to deal with 
reported cybercrimes [12]. It has been found that face-to-face training is more effective 
than online training [30]. In addition, police forces would benefit from clear guidelines 
for cybercrime policing [12]. This is challenging because the English system is highly 
decentralised, which would create disagreement [72]. A human resources piece explored 
the new role of Digital Media Investigators (DMIs) in the UK [141]. The DMIs were created 
by up-skilling police officers to use technology to relieve the specialised teams from 
mundane tasks.

Challenges: Yadav et al. [147] reported on a case study of actual reporting related to an 
offender who had created abusive websites to target various actors in the art business 
and who had managed to extort over $3 million from his victims. The offender used 
multiple fake accounts, each of which had to be individually reported and linked to identify 
the single attacker. 

Cross [42] talks about the problems of jurisdiction that police face, such as cases when 
the offender commits the crime from abroad against a home national. This makes it 
difficult to determine in which jurisdiction the crime took place. 
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Meanwhile, victims who report cybercrimes often have misconceptions about the various 
policing bodies in Australia. Cross [42] argues for greater transparency as well as more 
awareness-raising about the competencies and limitations of investigations. 

Hadlington et al. [57] reported on interviews with 16 frontline police officers to examine 
the crucial aspects of cybercrime. The police staff said they continued to struggle 
with how to define cybercrime, with its constantly evolving nature and with the lack of 
appropriate training that would help them remain on the cutting edge. This is simply a new 
type of situation to which humanity needs time to adapt. 

Models: Hunton [64] has developed a model for cybercrime policing. In Stage 1, the 
investigation of the offence starts. During Stage 2, the cybercrime is modelled. During 
Stage 3, a specialist assessment of what is known takes place. The purpose of Stage 4 is 
risk assessment. Investigation planning takes place as a part of Stage 5. The activities in 
Stage 6 are focused on handling data to keep evidence intact. Stage 7 is the carrying-out 
of the intervention and Stage 8 presents the results.

Roles: Hunton [65] identifies five policing roles within the investigation framework, 
organised based on a hierarchical power principle. The main strengths of this model are 
its functional specialisation and division of labour. The main weakness may be its rigidity, 
which can get in the way of accepting ideas from staff seen as lower on the pecking order.

Organisation: The police are navigating their activity in a sector that originally fell under 
the private sector [138]. As an example of the increasing controversy surrounding this 
merger, a trend has been observed whereby the police rely on the private sector to 
assist with cybercrime policing [72]. The UK police have evaluated the effectiveness 
of local policing [48]. In 2018, it was found that the force did not have an established 
line of communication with the National Crime Agency to pass on information about 
cybercrime. This may have changed some four years later. It is also worth noting 
examples that highlight the analytical capabilities of the police [124]. Lastly, it is worth 
mentioning ‘influence policing’, which is based around the digital footprint of at-risk 
Internet users. This is used to tailor deterrence ads [32].

Human resources: Obstacles to cybercrime policing can range from inter-agency 
competition to lack of resources to hire specialised staff [129]. An integral part of human 
resources is development. The London Met have rolled out the Ncalt training package, 
which is an online cybercrime training that has drawn some criticism as most police 
officers from the study felt under-trained [45]. Problems with training are a theme that 
re-emerges in research [53][122]. As a solution to this issue, a local police force boosted 
its expertise by hiring a former hacker [92]. Since 2003, the problem of cyber-fraud is also 
policed by vigilantes [21]. 
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Jurisprudence: Current laws can challenge the policing of cybercrime [95]. Examples of 
challenges include using a fake social media profile to access information on social media, 
which is an offence under the Computer Misuse Act 1990. Moreover, specific national 
differences in legal definitions affect investigations and prosecutions. For example, not 
every group of organised criminals constitutes organised crime [85].

It has been argued that current legal approaches focus on conceptualising the systems 
of crime but fall behind offenders. What might be required is a bespoke force of dedicated 
online constables [121]. Lastly, Brexit has affected cybercrime jurisprudence. According 
to Stevens and O’Brein [131], Brexit affects the UK’s capabilities in terms of policing and 
sentencing cybercrime by loosening ties with Europol and the European courts.

Community policing: It has been suggested that the links between the local police and 
communities could provide a network that can work to improve cybercrime reporting in 
a democratic way. Horgan et al.

 
[62] suggest harnessing the power of community links 

with the police. It can only be added that the insider’s view of the community police may 
be useful in filling many of the holes that are contained within cybercrime reports. This 
argument is in line with the favourable view that Wooff et al. [145][146] have towards 
community policing.

Choi and Lee [29] find that, in the UK, citizens are willing to participate in voluntary policing 
in their communities because it gives them a sense of authority, respect and recognition 
as well as a potential trajectory into a policing career. Hence, broader engagement with 
community resources could mobilise citizens to help their vulnerable neighbours stay safe 
from and report economic cybercrime.

Cybercrime reporting: final comments

In Australia, Cross [38] found that people’s reporting experiences were often influenced 
by overestimation of the police force’s capabilities. She coined this the ‘CSI effect’, based 
on the popular TV crime show. This means that people’s expectations of the police are 
unrealistically high based on what they see on TV. On CSI, all investigations run smoothly 
and successfully. Consequently, victims are disappointed if their cases do not meet their 
expectations. 

Figure 2 summarises this section. The next section addresses each of the research 
questions in turn.
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Figure 2: Summary of the discussion in this section

4. Discussion
We now return to the original research questions.

RQ1: What characterises cybercrime in the UK?

The UK is clearly a target for cybercriminals, because of the high percentage of retail sales 
that occurs online in the UK (24.8 per cent [109]). This constitutes a massive opportunity 
for criminals, with the UK being in the top 10 countries targeted by cybercriminals. In 
2021, the UK lost £1.3 billion to cybercrime and fraud [124], so there is a considerable 
need to maximise cybercrime reporting to ensure cybercriminals are apprehended and 
prosecuted. 

RQ2: What is known about UK cybercrime victims?

It has been reported that one in five UK citizens has been a victim of cybercrime [54]. 
The same report found that Wales was the worst region for cybercrime, with Scotland 
least affected. However, these figures are based on data from Action Fraud and, since 
cybercrimes are underreported, the true figures could be much higher. 

RQ3: What influences and deters cybercrime reporting in the UK?

Responsibilisation is a strategy applied by the UK government, which provides a great deal 
of advice on how to prevent cybercrime and expects citizens to follow this. In the UK, this 
strategy may well be contributing to underreporting of cybercrimes in three ways.

1. The responsibilisation agenda assigns responsibility to citizens to take care of their 
own cybersecurity. If people fall victim to an attack, they are like to blame themselves 
for it. Reporting the crime may be perceived as an admission of their own failure. This 
may discourage reporting. 
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2. Raising awareness of the need for cybercrime reporting, and disseminating ways of 
doing this, is not receiving the investment it should, leaving citizens confused. 

3. The ‘Cybercrime Reporting’ section of the UK’s Victim Support website [137] says: 
‘Please note that it’s no longer possible to report fraud to your local police station – 
Action Fraud is the national fraud reporting service and is the starting point for any 
police investigation into your loss.’ This is bound to be confusing, given that all other 
crimes are reported to the police. 

Technological solutions are insufficient.
 
If reporting were dependent merely on a 

technical system being available to collect reports, underreporting should not persist, 
since such systems exist in the UK. It has become clear, then, that merely making such 
systems available does not, in and of itself, encourage reporting. Bossler [12] argues 
that cybercrime reporting could be improved with a set of ‘best practice’ procedures and 
guidelines rolled out across the board. This idea has been questioned by Johnson et al. 
[72] because the decentralisation of the English force makes this infeasible. In contrast, 
the centralised Scottish force may be able to test this idea [103]. Even so, merely having 
such a set of processes and procedures does not guarantee that citizens will engage 
in them.

Responses to reports must be seen as effective.
 
If people report an attack and do 

not believe the police have taken their cybercrime report seriously or attempted to 
apprehend the criminal, they may well not report further cybercrimes. 

An oft-neglected dimension to reporting is related to societal norms and context. Such 
societal aspects are likely to play an important role in the compilation of accurate reports. 
Previous research has also supplied inferential evidence to suggest that cybercrime 
reporting should be treated as a social interaction [80], which could improve reporting by 
vulnerable populations [98].

People may well believe they deserve to lose money because they have not followed the 
provided advice. They may also keep quiet if they think their peers would think less of 
them if they have fallen for a con. 

We must consider all these influences if we want to encourage cybercrime reporting – and 
not only the availability, accessibility and usability of the technical systems that people can 
use to report cybercrimes.

Research implications

 There is a clear need to develop reporting systems that people will be more likely to use. It 
would be helpful to model cybercrime reporting, and its deterrents, to better understand 
the factors that encourage and/or discourage cybercrime reporting. Once the influential 
factors have been identified, the next step would be to identify interventions to 
mitigate the deterring factors and to enhance those factors that motivate victims to 
report cybercrimes.
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5. Conclusion
A systematic literature review was conducted to explore questions around UK cybercrime, 
to answer the questions: What characterises cybercrime in the UK? What is known about 
UK cybercrime victims? and What influences and deters cybercrime reporting in the UK?

We discovered that UK is experiencing increasing levels of cybercrime, which has been 
exacerbated by the pandemic lockdowns. UK citizens tend to shop more online than 
do citizens of other countries, meaning that the potential to fall victim to cybercrimes 
is high. However, the full extent of UK citizen victimisation is not well understood, owing 
to cybercrime underreporting. The UK’s responsibilisation agenda may be contributing 
to low levels of cybercrime reporting: reporting is likely to remain low if victims blame 
themselves for their victimisation. To improve reporting prevalence, we must focus on all 
dimensions of underreporting systems, all the way from technical to societal deterrents.
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Appendix

Table A1. Annotated analysis of non-UK articles revealed via the systematic method 
(based on generalisability and/or universality assumptions) 

3.1 CYBERCRIME: Annotation of non-UK references

Reference References’ connection to the UK 

[43] ‘COVID-19’ and ‘older persons’ pertain to the UK

[66][111] ‘e-whoring’ is a crime occurring globally including in the UK

[128] Study focused on ‘classification’ transferable onto the UK

3.2 UK CYBERCRIME VICTIMS: Annotation of non-UK references

Reference References’ connection to the UK

[13] Victims’ psychotherapy needs extend onto the UK

[45] Victim-blaming may impede cybercrime reporting in the UK

[86] An analysis of victims’ needs extends onto the UK

[36] ‘Repeat victimisation’ pertains to the UK

[135] ‘Big Five Personality traits’ model is accepted in the UK

[102] Cybercrime and psychiatry have implications for UK patients

[104] Young people as a victim group warrant attention in the UK too

3.3 CYBERCRIME REPORTING: Annotation of non-UK references

Reference References’ connection to the UK

[8] Important for understanding generalisable reporting issues

[136] Comprehensive breakdown of generalisable reporting issues

[4] Compares UK to a country with low responsibilisation

[115] Extrapolates help-seeking behaviour to the UK context

[7] Includes criteria for improving cybercrime reporting applied to UK

[8] Undergraduates as a victim group warrant attention in UK too

[70] Models voluntary response to cybercrime reporting applied to UK

[58] Online counterfeits are a concern for Trading Standards UK

[10][9] Models effective reporting applicable to UK 

[97] Reference to an online platform applicable for research in UK

[41] Mentions cybercrime reporting mechanism analogous to UK

[46] Pertains to cybercrime reports’ structuring useful for UK 

[25] Online counterfeits are a concern for Trading Standards UK

[126] Supplies an automation for spam analysis useful for UK

[127] Supplies an automation for phishing detection useful for UK
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[147] Supplies a cybercrime typology generalisable onto UK

[42] Cybercrime jurisdiction obstacles impede policing in UK too

[38] Contrasts cyber expectations vs reality in a way that extends to UK

Figure A1. Average cost of cyber incidents to organisations in the UK as of 
2021, by industry 

Source: Statista
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Figure A2. Prisma 1 & 2 (RQ1: What characterises cybercrime in the UK?)
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Figure A3. Prisma 3 & 4 (RQ2: What is known about UK cybercrime victims?) 
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Figure A4. Prisma 5 & 6 (RQ3: What influences and deters cybercrime 
reporting in the UK) 
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