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A B S T R A C T

Contemporary Internet-of-Things (IoT) systems are hindered by several reliability-related issues,
especially, the dynamic behavior of IoT systems caused by limited and often unstable network
connectivity. Several intuitive ad-hoc approaches can be employed to test this behavior;
however, the effectiveness of these approaches in detecting defects and their overall testing
costs remain questionable. Therefore, we present a new specialized path-based technique to
test the processes of an IoT system in scenarios wherein parts of these processes are influenced
by limited or disrupted network connectivity. The proposed technique can be scaled using
two levels of test coverage criteria to determine the strengths of the test cases. For this
purpose, we propose two algorithms for generating test cases to implement the technique:
an ant colony optimization-based search and a graph-traversal-based test case composition.
We compared the efficiency of the proposed approach with possible solutions obtained using
a standard path-based testing approach based on prime paths computed by a set-covering
algorithm. We consider the total number of test case steps as the main proxy for test effort
in experiments employing 150 problem models. For the less intensive of the two used test-
coverage criteria, EachBorderOnce, an ant colony optimization-based algorithm, produced test
sets with the same averaged number of steps as the graph traversal-based test-case composition;
however, this algorithm performed with averaged number of steps 10% lower than a prime
paths-based algorithm. For the more intensive test coverage criterion, AllBorderCombinations,
these differences favoring the ant colony optimization-based algorithm were 18% and 25%,
respectively. For these two types of defined test coverage criteria, the ant colony optimization-
based search, graph-traversal-based algorithm, and standard path-based testing approach based
on prime paths achieved the best results for 93 and 78, 14 and 24, and 13 and 17 models for
AllBorderCombinations and EachBorderOnce criterion, respectively. Therefore, to guarantee the
best test set, all compared algorithms are combined in a portfolio strategy that yields the best
results based on the potential of the produced test sets to detect simulated defects caused by
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limited network connectivity. Additionally, this portfolio strategy also yields test sets, implying
the lowest test effort for experimental problem instances.

1. Introduction

Internet-of-Things (IoT) systems have progressed significantly over the last decade; these systems have evolved from an initial
ype to everyday technological realities that are integrated into people’s work processes and lives [1,2]. This growth in IoT systems
as introduced new significant challenges in terms of quality, usability, security, and reliability [3–5]. In this regard, ensuring
he reliable behavior of a dynamic IoT system when parts of the system or its processes need to operate with limited or unstable
etwork connectivity [3,4] is a critical issue. In this study, limited connectivity refers to a complete network connectivity outage,
ntermittent connectivity, significantly low bandwidth, high network-error rate, or any state that negatively influences the reliability
nd functionality of an IoT system.
Generally, the server side (back-end) is spatially static and connected to a stable network in a web-based client–server architecture

or information systems. In contrast, the client side can move physically and are subject to limited network connectivity or temporary
etwork outages. This scenario is typically observed in rural or maritime areas with weak or no wireless network coverage or for
unnels in urban areas. In such applications, users are prepared to endure network connectivity issues and interact with the system
ccordingly. However, in the case of dynamic IoT systems, connected devices, such as sensors, actuators, or back-end infrastructure,
an move spatially. Therefore, they are relatively more sensitive to limited or disrupted network connectivity. Certain types of IoT
ystems are affected by limited or disrupted network connectivity. Examples of dynamic sensor networks wherein the geographical
ocation of devices changes during system operation include smart farming, intelligent transportation, smart cars, and military and
ogistic systems [6,7].
The reliability of a service provided by a system to its users must be maintained if the network connectivity of particular parts

f an IoT system is limited or disrupted. In such a scenario, the functionality of the system should not be disrupted by an explicit
efect caused by a network-connectivity outage. In such a case, users can accept the restricted system functionality; however, they
ust be notified in adequate time. The system cannot interrupt actual transactions, lose data, revert to an unexpected state, crash, or
ecome unresponsive. In dynamic IoT systems subjected to network connectivity limitations, system behavior must be tested under
hese conditions. Moreover, testing must be performed optimally to ensure the effective detection of relevant defects and reduce
he costs associated with such testing [3,8], which is the main motivation driving our proposal.
Currently, established path-based testing techniques [9,10] can be applied only partially to test a System Under Test (SUT) under

imited network connectivity. By analyzing all the path-based testing and data-flow algorithms mentioned in this paper, could not
dentify any algorithm that directly addressed the problem described in Section 3 and formally defined further in Section 4.
As we further explain in Section 2.1, the only type of algorithms that can be utilized in this scenario are those that accept the

UT model  or its variant based on a directed graph and a set of test requirements. Certain examples are reported by Li et al. [9]
or prime paths, namely brute force, prefix-graph-based, and set-covering algorithms. In our proposal, we utilized the set-covering
lgorithm and augmented with a special procedure to prepare the test requirements, as presented in Section 7.3. This algorithm
serves as a baseline for evaluating original algorithms designed directly to solve the limited network connectivity problem, presented
in this paper.

Therefore, this study proposes a limited network connectivity test (LNCT) technique, which is a new and specialized technique
for generating test cases to test the behavior of an IoT system under limited network connectivity. The contributions of this study
are as follows:

1. Three algorithms are presented to generate test cases for the path-based testing approach to limited connectivity testing in
IoT systems. These algorithms include two novel algorithms designed specifically for the discussed problem in a way that has
not been employed in the previous literature. These two algorithms are based on the shortest-path composition principle and
a novel application of the ACO principle. The third algorithm is the baseline formulated by extending a previous algorithm
that uses the established concept of test requirements.

2. An approach based on the concept of the test requirements is compared with specific algorithms designed for the discussed
case.

3. An evaluation study is conducted with experimental data wherein the proprieties of the generated test cases are discussed
comparatively. The cost of testing measured in the number of test steps and the potential of test cases to detect defects present
in an SUT are investigated.

4. A portfolio strategy employing all related algorithms is presented to achieve the optimal result for various possible SUT
models in industrial settings, which is an approach not previously reported in the literature for this specific type of problem.

The remainder of this paper is organized as follows. Section 2 analyzes the related work and motivation behind the proposed
technique. Section 3 presents the principle of the proposed technique, and Section 4 defines the SUT model utilized in the technique.
Sections 5 and 6 present the test coverage and evaluation criteria, respectively. Section 7 presents the three algorithms that generate
2

est sets from the SUT model. Section 8 describes the experimental design and presents the results of individual algorithms. Section 9
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details a portfolio strategy combining the algorithms and summarizes the results. Section 10 discusses the experimental results.
Section 11 analyzes the threats to validity and presents steps for minimizing their possible effects. Finally, in the last section,
conclusions are drawn based on the findings of this study.

2. Related work

There are three primary directions of related work that must be analyzed considering our proposal: (1) existing path-based testing
techniques and algorithms, (2) existing data-flow testing techniques that overlap with path-based testing techniques, (3) ant colony
optimization and nature-inspired algorithms, and (4) alternative approaches for reliability testing of IoT systems under conditions
of weak network coverage.

2.1. Path-based testing

Starting with the state-of-the-art path-based testing, an established model of an SUT is available in the literature, and a number
of algorithms that generate test cases for various coverage criteria have been published [9,11–14]. The typical notation of an SUT
model in path-based testing is based on a directed graph  = (𝑁,𝐸, 𝑛𝑠, 𝑁𝑒), where 𝑁 is a nonempty finite set of nodes, 𝐸 ⊆ 𝑁 ×𝑁 is
finite set of edges, 𝑛𝑠 denotes the start node of  with no incoming edges, and 𝑁𝑒 denotes a set of end nodes of  with no outgoing

edges [9,10,12]. The nodes model decision points, actions, or function calls in an SUT workflow or process, and the edges model
transitions between them.

A test case is defined as the path from 𝑛𝑠 to any node from 𝑁𝑒. The set of test cases must satisfy a defined test-coverage criterion.
he edge, edge pair, and prime path coverage are the most common criteria [10,12].
Individual algorithms differ in their ability to provide a near-to-optimum solution satisfying the given test coverage criteria [9,11–

4]. Therefore, combining them with a portfolio strategy is a practical alternative from the perspective of a testing practitioner [12].
owever, these common algorithms fail to address the goal of our study directly because they are designed for common path-based
esting problems, which are different from the specific goal of limited network connectivity testing.
The reasons for this are as follows: Considering the goal and principle of the proposed technique, as explained in Section 3, the

existing concepts that allow the touring of the defined sequences of two non-adjacent edges in a path need to be analyzed; here,
the main established concept is a set of test requirements. The test requirements are paths in 𝐺 that must be presented as subpaths
in the test cases generated for the SUT model [10].

If not explicitly designed to satisfy a particular test-coverage criterion, algorithms that create test cases usually accept test
requirements as an input, such as those reported by Li et al. [9]. The test requirements are a partially applicable concept for solving
defined problems.

We define 𝑅 = {𝑟𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑒𝑑 , 𝑟𝑟𝑒𝑠𝑡𝑜𝑟𝑒𝑑} to model our problem using test requirements, and assume only one subprocess exists for
the tested process (a subgraph of ) wherein the network connection can be interrupted and restored. Herein, 𝑟𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑒𝑑 and 𝑟𝑟𝑒𝑠𝑡𝑜𝑟𝑒𝑑
are one edge long; 𝑟𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑒𝑑 models an SUT function wherein the network connectivity is interrupted, and 𝑟𝑟𝑒𝑠𝑡𝑜𝑟𝑒𝑑 models an SUT
function therein the network connectivity is restored. In this example, 𝑟𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑒𝑑 must be followed by 𝑟𝑟𝑒𝑠𝑡𝑜𝑟𝑒𝑑 in the test case, and
the path from 𝑛𝑠 to any node from 𝑁𝑒 must be minimal.

However, algorithms that accept 𝑅 as the input optimize the final set of test cases for their minimal length, and no factor
guarantees that 𝑟𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑒𝑑 will be followed by 𝑟𝑟𝑒𝑠𝑡𝑜𝑟𝑒𝑑 . To the best of our knowledge, no algorithm accepts additional constraints
that define the required order of the input test requirements. Furthermore, no motivation exists for achieving such functionality
in standard path-based testing, and the algorithm that generates such a test set becomes unnecessarily complex. However, in our
problem described in Section 3, such functionality is essential. Thus, our proposal is an original contribution to the field of limited
network connectivity testing.

The concept of test requirements can be partially utilized when, in the discussed example, 𝑅 = {a path from 𝑟𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑒𝑑 to 𝑟𝑟𝑒𝑠𝑡𝑜𝑟𝑒𝑑}.
Certain algorithms that accept 𝑅 can be employed [9] and must be accompanied by an additional algorithm that can prepare a set
of test requirements. Furthermore, in this study, we employed such an algorithm, EPP, as a baseline for the experimental evaluation
of the proposed algorithms.

It cannot be validated if such an approach would guarantee the best solution because a greater number of pairs of ‘‘𝑟𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑒𝑑
and 𝑟𝑟𝑒𝑠𝑡𝑜𝑟𝑒𝑑 ’’ may exist in the model. This aspect motivated us to explore new alternative algorithms, aiming to derive an optimal
solution to the limited network connectivity testing problem, as considered in this study.

2.2. Data-flow testing

Another field that may provide relevant work is that of data-flow testing (DFT) [15], which overlaps with general path-based
testing. Dynamic DFT is relevant to this study based on the available DFT subtypes. As the main working principle driving DFT,
the SUT variables are verified by inspecting their definitions and uses, which is achieved by extracting definition-use (def-use) pairs
from the code. Each pair is examined with respect to the selected coverage criteria [15]. Although several coverage criteria are
available for utilization, research suggests that the all-uses criterion, which requires covering every definition at least once and
using an association in the program, is the most effective approach for detecting defects [16]. The dynamic data-flow testing process
includes (1) construction of the program’s control flow graph (CFG), (2) identification of relevant paths in the CFG that satisfy the
3

given coverage criterion, and (3) test data generation to execute the set of paths.
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Generally, the construction of path-based test cases that contain defined def-use pairs is a potentially applicable concept for
olving the problem of limited network connectivity testing as discussed in this study. However, DFT techniques potentially fail to
olve the problem entirely owing to the following reasons presented in this section.
Although the CFG (constructed from the source code of the SUT) is used as the underlying model of the problem, it differs from

ur problem model specified in Section 4, rendering this problem definition and solution an original contribution to testing research
and praxis. The idea of determining paths containing specific pairs of nodes in the CFG and subsequently ensuring their presence
in the test cases is similar to sequencing 𝑟𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑒𝑑 and 𝑟𝑟𝑒𝑠𝑡𝑜𝑟𝑒𝑑 SUT-model elements.

However, for the coverage criteria specified in Section 5, it is important to restrict the path between 𝑟𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑒𝑑 and 𝑟𝑟𝑒𝑠𝑡𝑜𝑟𝑒𝑑 to lead
inside the SUT model part affected by limited network connectivity. Specifically, the path should not leave it from any other node
than those present in 𝑟𝑟𝑒𝑠𝑡𝑜𝑟𝑒𝑑 . This requirement can be theoretically satisfied by the definition of adequate def-use pairs in an SUT
model. An algorithm, defining these def-use pairs to satisfy the test coverage criteria defined in our proposal, must be formulated
as the first stage of the computation. However, such a solution is unlikely to yield near-optimum results from the viewpoints of
complexity and path construction principle. The test paths should be kept minimal while satisfying the test coverage criteria, which
is the reason underlying the aforementioned inadequacy. Hence, the definition of a completely new algorithm, which is designed
directly to solve the defined problem, renders a more viable solution with a higher probability of yielding near-optimum results.

2.3. Ant colony optimization and nature inspired algorithms

A number of algorithms for solving combinatorial problems have been inspired by nature. In addition to genetic algorithms,
a pioneering algorithm is the Particle Swarm Optimization algorithm (PSO), which is for instance employed in communication
protocols [17] as well as in system testing [18,19]. In PSO, search space exploration imitates the behavior of swarms, such as
schools of fish or flocks of birds. Windisch et al. proposed a method for performing structural testing using PSO and revealed that
compared to genetic algorithm, this technique is much simpler, easier to implement, and possesses fewer parameters that the user
needs to adjust [19].

Furthermore, a nature-inspired approach is the Ant Colony Optimization (ACO) approach, which we employed in our proposal.
The use of ACO in test case generation has recently been proposed in several studies. To model the SUT, Srivastava et al. employed
CFG. Ants traverse the SUT from the start node to the end node, leading to a combination of pheromone disposal and heuristic value
at the edges, prioritizing those not yet visited. This leads to the completion of all paths coverage [20].

To effectively generate test sequences, considering the importance of states and the need to cover the most critical states,
Srivastava et al. leveraged the statistical MBT based on the Markov chain, in addition to the ACO algorithm. In this method, the
SUT model contains the probabilities of transitions between individual application states based on which test cases are effectively
generated that match the desired importance. The proposed method yields good coverage of critical nodes using a small number of
test sequences [21]. Sayyari and Emadi proposed a similar approach [22].

Let us describe this situation using our SUT model elements as explained in more detail in Section 4. Although the analyzed
techniques offer the possibility of defining the critical states that must be present in 𝑇 (which could potentially be used in our
defined model to cover the LCZ border nodes), they do not ensure the sequence of nodes required in the test cases. In contrast, our
concept ensures this aspect. Notably, uncertainty exists concerning the LCZ IN node 𝑛𝑖𝑛 ∈ 𝑖𝑛(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) preceding the reachable
LCZ OUT node 𝑛𝑜𝑢𝑡 ∈ 𝑜𝑢𝑡(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) in zone 𝐿 ∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑). Therefore, we cannot guarantee the fulfillment of the selected
coverage criterion using such a technique. Our proposed approach primarily focuses on fulfilling these criteria, which renders it a
novel contribution among the established path-based testing techniques.

2.4. Alternative techniques for testing IoT system functionality with a limited network connection

Muthiah and Venkatasubramanian focused on network connectivity testing and introduced the term connectivity testing [23].
Murad et al. mentioned the need to perform these connectivity tests in their study focusing on the healthcare industry [24]. Sirshar
et al. used the same term in their preprint [25]. Furthermore, Esquiagola et al. performed connectivity tests on IoT platforms [26].

Alternatives to our approach, which focus on system functionality, primarily focus on the lower levels of an SUT, typically at
the network level [27–29]. As a process-based viewpoint is insufficiently covered in the current literature, this makes the approach
presented in this study an original contribution to the current research field.

The topic has been explored primarily by existing studies on quality of service (QoS) testing [3,28,30]. These studies tended
to assess the reliability of a network, and higher levels of SUT functionality were not tested. However, testing IoT functionalities
remains underexplored from a behavioral perspective.

In 2017, White et al. analyzed 162 research articles for a systematic mapping of state-of-the-art techniques employed in QoS
approaches for IoT [28]. They discovered that the physical, link, and network layers of the OSI model were the most researched
layers of IoT infrastructure as yet. However, the fields of deployment, middleware, and cloud layers required further research - the
current research mainly concentrates on the individual layers of the IoT system infrastructure, among which the lower levels are
better covered. In the current research, the high-level process viewpoint of the system, including integration and end-to-end testing,
is rather neglected.

Moreover, testing system functionality under limited network connectivity is influenced by the volume and frequency of data ex-
change, typically for sensors and actuators in an IoT system. This is affected by the selected data-compression technique [31,32] and
4

the use of methods for aggregating the data measured via sensors, thereby reducing the amount of communication required [33–35].
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These mechanisms improve the overall energy efficiency of the sensor network, which allows for frequent repeated communication
in case of a network failure and restoration [36,37].

Rudeš et al. conducted a study in this direction to present a concrete example of QoS assurance for IoT systems [27]. In
their study, they tested a prototype of a small sensor network that shares its data with a server in the lab over the Internet.
However, the tests were aimed only at the quality of network communication and not its influence on the overall process. Moreover,
Matz et al. reported an analysis of quality assurance for network communication between IoT systems in the physical and application
layers [30]. The authors measured the quality of a narrowband-IoT technology that enables energy-efficient and long-range network
access to IoT devices on a cellular network (e.g., LTE or 5G in the future). Furthermore, Kim et al. proposed a service-based automatic
IoT testing framework to resolve constraints on the coordination, costs, and scalability issues of traditional software testing [38]. In
particular, this framework performs remote-distributed interoperability, scalable, automated conformance, and semantic testing. The
set of test cases on the SUT is predefined; thus, exhaustive process testing cannot be achieved under a limited network connection.

The analyzed studies in this area assessed network reliability and related topics. Higher levels of SUT functionality (functional
correctness from the system user’s viewpoint or flawless integration) are not tested; therefore, techniques for testing IoT functionality
are underexplored from the perspective of system behavior. No specific path-based or data flow techniques directly address the goals
of this study. This conclusion was also confirmed by our recent independent systematic mapping study on the aspects of quality
assurance in IoT systems [3]. The development of specific test-design techniques to test IoT systems operating with limited network
connection [3] is a subject area that has not been explored sufficiently. Thus, considering the gap in literature, this subject area
was aimed at in the present study. Hence, as process-viewpoint testing of the functionality of an IoT system under limited network
connectivity remains unexplored and, as explained in this section, established path-based techniques are suboptimal for this purpose.
Considering these aspects, we propose a new alternative technique in our study.

2.5. Summary and motivation

In IoT systems, especially mission-critical systems, reliable and safe system functionality must be ensured. This reliable and safe
operation must also be guaranteed during network outages and restoration situations. As analyzed in Section 2, this area has not
been adequately explored.

Although no unified definition exists for the system types belonging to the IoT family, all of these systems certainly employ
the Internet as the connecting element, which is essential for operating the individual components of the system. Considering
the use cases of individual IoT systems, wireless networks are primarily used to connect these components [39,40]. A wireless
network can experience a connection outage owing to the users’ mobile nature. Such situations involve mobile devices in locations
with inadequate network coverage (e.g., uninhabited areas, tunnels, and subways), or when an energy shortage occurs in the
communication infrastructure, or occasional hardware defects.

Tests for limited network connectivity should be approached from a process perspective, as performed in this study, owing to
a number of reasons. First, a potential combinatorial explosion occurs in the number of use cases owing to the number of possible
models and versions of the individual parts of the IoT system created in the general manner [41]. Second, smart device testers may
need to test their devices in the real world, outside the lab, where Internet connectivity may be intermittent. Any test performed in
this manner requires considerable time and resources. This application scenario favors the MBT approach because this algorithm can
automatically generate a precisely optimized set of test cases using only the most important cases. Third, the demand for automating
the IoT system-testing process is rising [8,42], and the process perspective yields an excellent basis for the approach presented herein.

Currently established path-based testing techniques and algorithms do not address the specificity of the problem model considered
in this study (see Section 4).

This model contains several limited connectivity zones (LCZs) that represent a system undergoing network disruption. These
LCZs are connected to the stable parts of the IoT system through the LCZ IN and LCZ OUT nodes, and they must be present in the
test cases. Moreover, placing the LCZ IN node before the LCZ OUT node in 𝑡 is essential for covering the pair of LCZ IN and OUT
odes on the LCZ border 𝑧 in a test case 𝑡. The sequence of nodes between the LCZ IN and LCZ OUT nodes in 𝑡 must not leave 𝑧.
his rule is described in the coverage criteria introduced in Section 5.
This specific rule was not observed in the path-based testing techniques that were investigated. The concept of test requirements is

the only exception in the field that can be utilized, and we have used this option in our proposal. As explained in Section 7.3 in detail,
e transformed the coverage criteria EachBorderOnce and AllBorderCombinations (defined in Section 5) into the test requirements
roposed by Li et al. by using their set cover algorithm to generate a set of test cases that satisfy these requirements [9]. However,
part from the algorithm by Li et al., we could not identify a more recent suitable algorithm that could be used in related work.

. Principle of the Limited Network Connectivity Test (LNCT)

In the testing process, test designers construct a set of test scenarios for an IoT system to verify whether its functionality is
ffected by limited network connectivity or outage. The process focuses on testing the following two principal scenarios [43]:
(1) The network connectivity is interrupted in one part of the process handled by the SUT (or it is limited to an extent that affects

roper functionality of the SUT). In such cases, testing the SUT functionalities should include scenarios such as1

1 The given scenarios are only examples, and the list may not be complete; certain scenarios may not be relevant to all types of IoT systems.
5
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Fig. 1. Initial example of an SUT affected by network connectivity outage in its module and a path-based test case enabling the test of the SUT behavior in
such a scenario.

(1) Assume that an SUT subsystem is isolated from network connectivity for a certain time when collecting data. Are these data
orrectly transmitted and stored offline when the network connectivity is available again, or are the collected data lost? (2) The SUT
ubsystem accepts signals (e.g., commands or API calls) from other devices or subsystems. This receiving subsystem is temporarily
nconnected to the network. Are other devices sending signals to properly notify the missing (offline) subsystem that cannot react
o these signals? (3) Is an SUT user notified properly such that the functionality may be limited for a certain time period because
f a network connectivity outage?
(2) The network connectivity is restored after an outage. The following typical scenarios may be tested when network connectivity

is available again:
(1) If SUT data must be processed transactionally, can this transactionality be maintained despite a network connectivity outage?

Will the affected transactions be discarded correctly or completed via available caches when connectivity is restored? Are the
cached transactions completed correctly, including the logical order of their steps? (2) Are these cached data transmitted to receive
SUT modules correctly when network connectivity is restored when SUT devices, modules, or subsystems cache the data during
a connectivity outage? Is such a temporary decrease acceptable to users and system safety, although this transmission may affect
the responsiveness or performance of the SUT? (3) Are the data stored and processed by the SUT consistent when the network
connectivity is restored, and are the locally stored data transmitted or transactions completed? (4) Is the user of the SUT adequately
informed that the disabled functionality will be available again?

In this study, we approached the problem from the perspective of process testing (or path-based testing). The principle of the
proposed technique involves executing a process in an SUT to test its functionality when affected by a network connection outage or
limitation. Path-based test cases are constructed to test the aforementioned situations. We follow events when network connectivity
is interrupted (or limited) by events wherein connectivity is restored [43]. An example of this situation is illustrated in Fig. 1.

Fig. 1 shows a sample of a fictional IoT system comprising three subsystems (devices and back-end systems). Subsystems A and
represent IoT devices: Subsystem A is connected to a stable network, whereas subsystem C is a mobile device operating in areas
here network connectivity may be limited (e.g., rural, maritime, or subterranean areas). Subsystem B is the back-end part of the
ystem connected to a stable network, and subsystem A handles two separate parts of the process.
In the test, we assume that Subsystem C operates without network connectivity. Furthermore, we exercise various process-flow

ariants to learn the system behavior under such a restriction. In our example, Functions 4, 6, and 7 and Decision 2 are influenced
y network connectivity outages, and they are depicted with a red background. We need to exercise a transition from Function 3
o Decision 2, Decision 2 to Function 2, Function 5 to Function 6, and Function 7 to Function 10 to test the outlined scenarios
these transitions are indicated in red in Fig. 1). Fig. 1 illustrates (in bold arrows) an example of a test case that sequences the event
when the network connectivity is interrupted or limited (arrow incoming to Decision 2) with an event in which the connectivity is
restored (arrow outgoing from Function 7).

Various test paths that chain the events of network connectivity outages with connectivity restoration events can be composed
using an SUT model. However, most test cases are not optimal considering the overall testing cost. Therefore, this study focuses on
6

the generation of optimal test sequences that address the limited network connectivity problem.
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Fig. 2. Illustration of defined model elements in the introduced IoT system example.

4. Problem model

We generate test cases for the SUT process that can be impacted by a possible network connection outage (CO), which is
bstracted as a directed graph 𝐺 = (𝑁,𝐸, 𝑛𝑠, 𝑁𝑒), where 𝑁 ≠ ∅ and 𝐸 ⊆ 𝑁 ×𝑁 represent a finite set of nodes and a nonempty set
of edges 𝑒 ∈ 𝐸, respectively. Node 𝑛𝑠 ∈ 𝑁 represents the initial/start node of graph 𝐺, 𝑁𝑒 = {𝑛𝑒 ∣ 𝑛𝑒 ∈ 𝑁 with no outgoing edge},
defining a non-empty set of end nodes of graph 𝐺. The nodes serve as an abstraction of SUT actions, functions, or decision points,
and the edges are the transitions between them in the process flow. In the proposed method, 𝐺 does not allow parallel edges.

Test case 𝑡 represents a sequence of nodes 𝑛1, 𝑛2,… , 𝑛𝑛 with a sequence of edges 𝑒1, 𝑒2,… , 𝑒𝑛−1, where 𝑒𝑖 = (𝑛𝑖,𝑛𝑖+1), 𝑒𝑖 ∈ 𝐸. The
test case 𝑡 starts with the start node 𝑛𝑠 (𝑛1 = 𝑛𝑠) and ends with the 𝐺 end node (𝑛𝑛 ∈ 𝑁𝑒). Test set 𝑇 represents a set of test cases.

The edge connection outage probability (COP) denoted by 𝑐𝑜𝑝(𝑒) is defined for 𝑒 ∈ 𝐸, and represents the percentage number
indicating the abstract probability of a connection outage at this edge. If 𝑐𝑜𝑝(𝑒) is established, 𝑒 is a transition in the IoT system
process influenced by possible limited network connectivity.

The threshold COP, denoted by 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 indicates the threshold connection outage probability for which the test set 𝑇 is
created. By setting 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 to 𝑛, we assume that all edges with an LC probability greater than or equal to 𝑛 are affected by a
hypothetical tested connection outage.

We used the limited connectivity zone (LCZ) concept as follows: the LCZ edge is an edge 𝑒 ∈ 𝐸 for which 𝑐𝑜𝑝(𝑒) ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,
and the non-LCZ edge is an edge 𝑒 ∈ 𝐸 for which 𝑐𝑜𝑝(𝑒) < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑. The LCZ 𝐿 is a coherent subgraph of 𝐺 comprising only the
LCZ edges, and 𝐺 can contain more than one LCZs, denoted by (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) for a specific 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑.

The IN node of LCZ 𝐿 is node 𝑛 that satisfies one of the following conditions:

1. 𝑛 = 𝑛𝑠 and 𝑛 possess an outgoing edge that is an LCZ edge of 𝐿.
2. 𝑛 possess an outgoing edge that is an edge of 𝐿 and an incoming edge that is not an LCZ edge of 𝐿.

𝑖𝑛(𝐿) ⊂ 𝑁 denotes all IN nodes of 𝐿, and 𝑖𝑛(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) ⊂ 𝑁 denotes all IN nodes of (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑).
The OUT node of LCZ 𝐿 is node 𝑛 that satisfies one of the following conditions:

1. 𝑛 ∈ 𝑁𝑒 and 𝑛 possess an incoming edge that is an edge of 𝐿.
2. 𝑛 has an incoming edge that is an LCZ edge of 𝐿 and outgoing edge that is not an LCZ edge of 𝐿.

𝑜𝑢𝑡(𝐿) ⊂ 𝑁 denotes all OUT nodes of 𝐿, and 𝑜𝑢𝑡(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) ⊂ 𝑁 denotes all OUT nodes of (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑).
The border node of the LCZ is either an IN or OUT node of the LCZ.
The concepts defined above are illustrated in Fig. 2 using the fictional IoT system described in Fig. 1 as a running example.

In this example, 𝑁𝑒 = {𝑛11, 𝑛16}; 𝐿 comprises 𝑛5, 𝑛6, 𝑛7, and 𝑛8; 𝑖𝑛(𝐿) = {𝑛5, 𝑛7}; and 𝑜𝑢𝑡(𝐿) = {𝑛5, 𝑛8}. The sample test case
𝑡 = 𝑛𝑠, 𝑛1, 𝑛2, 𝑛3, 𝑛4, 𝑛5, 𝑛7, 𝑛8, 𝑛15, 𝑎𝑛𝑑𝑛16.

The LNCT test case-generation problem is summarized as follows: given an SUT model, 𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, and a test coverage criterion
7

 (specified in Section 5), we determine a test set 𝑇 that satisfies .
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Table 1
Test case evaluation criteria  .
Evaluation criterion Description

|𝑇 | Number of test cases in test set 𝑇

|𝑡| = 1
|𝑇 |

|𝑇 |
∑

𝑖=1
|𝑡𝑖|, 𝑡𝑖 ∈ 𝑇 Average length of test cases in test set 𝑇

l(𝑇 ) =
|𝑇 |
∑

𝑖=1
|𝑡𝑖|, 𝑡𝑖 ∈ 𝑇 Total length of test set 𝑇 measured in number of edges

s(𝑇 ) =

√

√

√

√

√

√

|𝑇 |
∑

𝑖=1
(|𝑡𝑖| − |𝑡|)2

|𝑇 | − 1 , |𝑇 | > 1 Length dispersion of the test cases in test set 𝑇 , expressed by
standard deviation of test case lengths; test case length is
measured in number of edges.

u_nodes(𝑇 ) Number of unique nodes in test set 𝑇

u_edges(𝑇 ) Number of unique edges in test set 𝑇

b_nodes(𝑇 ) Number of border nodes in test set 𝑇 for all LCZs of 𝐺

eff_edges(𝑇 ) =
u_edges(𝑇 )

l(𝑇 ) ⋅ 100% Ratio of unique edges in test set 𝑇 to total number of edges
in test set 𝑇

eff_b_nodes(𝑇 ) = b_nodes(𝑇 )
l(𝑇 ) + |𝑇 |

⋅ 100% Ratio of number of border nodes in test set 𝑇 to total
number of nodes in test set 𝑇

5. Test coverage criteria

Various test-coverage criteria  can be defined for the limited connectivity problem. In this study, we employed two test-coverage
riteria: EachBorderOnce and AllBorderCombinations.
A test set 𝑇 must contain each node of 𝑖𝑛(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) and 𝑜𝑢𝑡(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) to satisfy the EachBorderOnce criterion. Furthermore,

for all 𝐿 ∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑), if 𝑡 ∈ 𝑇 contains a node 𝑛𝑖𝑛 ∈ 𝑖𝑛(𝐿), then this node must be followed by a node 𝑛𝑜𝑢𝑡 ∈ 𝑜𝑢𝑡(𝐿) later in the
path but not necessarily immediately. The proposed technique allows 𝑛𝑖𝑛 to be equal to 𝑛𝑜𝑢𝑡, considering that in certain scenarios,
the LCZ may be entered and exited through the same node. In practice, this test coverage criterion requires that all LCZ border
nodes be visited at least once in certain test cases, regardless of the manner in which the IN nodes are entered and the OUT nodes
are exited.

The second coverage criterion, AllBorderCombinations, requires that for each 𝐿 ∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑), the test set 𝑇 must contain
each combination of a node 𝑛𝑖𝑛 ∈ 𝑖𝑛(𝐿) and a node from 𝑛𝑜𝑢𝑡 ∈ 𝑜𝑢𝑡(𝐿), for which a path exists from 𝑛𝑖𝑛 to 𝑛𝑜𝑢𝑡 within 𝐿. Furthermore,
or all 𝐿 ∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑), if 𝑡 ∈ 𝑇 contains a node 𝑛𝑖𝑛 ∈ 𝑖𝑛(𝐿), then this node must be followed by a node 𝑛𝑜𝑢𝑡 ∈ 𝑜𝑢𝑡(𝐿)
later in the path but not necessarily immediately. Notably, 𝑛𝑖𝑛 is equal to 𝑛𝑜𝑢𝑡. Thus, this test coverage criterion requires that
ll possible combinations of IN and OUT nodes of LCZ borders, for which a path exists inside the LCZ from an IN node to an
UT node, be visited by the test cases, regardless of which edges we enter the IN and leave the OUT nodes in the test case. sfy
he ComprehensiveAllBorderCombinations, for each 𝐿 ∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑), the test set 𝑇 must contain each combination of a node
𝑖𝑛 ∈ 𝑖𝑛(𝐿) and a node from 𝑛𝑜𝑢𝑡 ∈ 𝑜𝑢𝑡(𝐿) for which exists a path from 𝑛𝑖𝑛 to 𝑛𝑜𝑢𝑡 inside the 𝐿. Further, 𝑛𝑖𝑛 must be entered by a non
CZ edge in some 𝑡 ∈ 𝑇 and 𝑛𝑜𝑢𝑡 must be exited by a non LCZ edge in this 𝑡.

. Test set evaluation criteria

Several evaluation criteria for path-based testing have been discussed in literature [9,44,45]. We employed the options
ummarized in Table 1 for the problem discussed in this study as a test-set evaluation criterion  .
Considering length dispersion (𝑠(𝑇 )), this criterion aims to prevent excessively long and short test cases. Test analysts consider

ong test cases impractical because the probability that the test case is interrupted by a defect and the rest of the test case cannot
e finished increases with the length.
In the experiments, we utilized  to evaluate the properties of 𝑇 created by the algorithms discussed for the different SUT models.

. Proposed algorithms

We compare three algorithms that generate 𝑇 from 𝐺 for the LNCT technique. The first two algorithms are our proposed
pproaches, and the third one is based on an established algorithm:

1. The shortest paths composition algorithm (SPC) is based on the principle of finding the shortest paths between identified
points in 𝐺 and chaining them in the test cases (description follows in Section 7.1),

2. The ant colony optimization-based algorithm (ANT) is based on the general ant colony optimization principle for
determining the optimal test cases (description is given in Section 7.2),

3. The enforced prime paths algorithm (EPP) employs a previous path-based algorithm that supports the test requirements
(description is provided in Section 7.3).
8
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7.1. Shortest Path Composition algorithm (SPC)

The main routine of SPC is defined in Algorithm 1, which accepts 𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, and  as inputs and produces 𝑇 as an output
while maintaining a set of unvisited LCZ IN nodes 𝑈𝑖𝑛 and a set of unvisited LCZ OUT nodes 𝑈𝑜𝑢𝑡. Algorithm 1 starts by determining
he shortest paths between 𝑖𝑛(𝐿) and 𝑜𝑢𝑡(𝐿) within all LCZ 𝐿 ∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) of the given 𝐺, which is achieved using the subroutine
𝑖𝑛𝑑𝑃𝑎𝑡ℎ𝑠𝐼𝑛𝑠𝑖𝑑𝑒𝐿𝐶𝑍𝑠 described in Algorithm 2.
The subroutine 𝐹 𝑖𝑛𝑑𝑃𝑎𝑡ℎ𝑠𝐼𝑛𝑠𝑖𝑑𝑒𝐿𝐶𝑍𝑠 operates on the breadth-first search principle, starting in the 𝑜𝑢𝑡(𝐿) nodes of each LCZ
∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑). The nodes that must be traversed are stored in queue 𝑄. The distance from a particular node 𝑛𝑜𝑢𝑡 ∈ 𝑜𝑢𝑡(𝐿) is
tored for all the explored nodes; this distance is denoted by 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑛1, 𝑛2). For each 𝐿, the paths of each 𝑖𝑛(𝐿) with the shortest
istance to 𝑜𝑢𝑡(𝐿) are selected as the output, which is denoted by 𝑃 . In Algorithm 2, 𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛) denote the set of parents of node 𝑛.
The main routine of Algorithm 1 is to continue by exploring 𝐺 using the breadth-first search principle. The exploration history

s expanded by 𝑝 when this search reaches the starting node of any path 𝑝 ∈ 𝑃 . Then, the end node of 𝑝 is added to the set of
odes from which further exploration of the graph is conducted. This behavior is performed using the 𝐺𝑒𝑡𝑁𝑒𝑥𝑡𝑆ℎ𝑜𝑟𝑡𝑒𝑠𝑡𝑃 𝑎𝑡ℎ𝐼𝑛𝐿𝐶𝑍
rocedure described in Algorithm 3. For AllBorderCombinations, this procedure removes 𝑝 from 𝑃 , and for EachBorderOnce, all paths
′ ending with the already visited LCZ OUT nodes (nodes that are not in 𝑈𝑜𝑢𝑡) are removed from 𝑃 . We can remove 𝑝′ from 𝑃 if
here exists any subpath 𝑝′ of 𝑝 connecting some unvisited LCZ IN nodes to the LCZ OUT node.
Further exploration of 𝐺 continues to reach the start node of another 𝑝 ∈ 𝑃 , which then follows by repeating the behavior

escribed above. A test case is composed based on the exploration history and added to a set of test cases 𝑇 produced as the output
f the algorithm if an end node of 𝐺 is reached during exploration.

Algorithm 1: 𝑆𝑃𝐶(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,): Identify all relevant shortest paths inside the LCZs and between LCZs of 𝐺, start node
and end nodes of 𝐺, then combine them in the test cases

Input : SUT model 𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, and coverage criterion 
Output: set of test cases 𝑇

1 𝑇 ← ∅, 𝑈𝑖𝑛 ← 𝑖𝑛(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑), 𝑈𝑜𝑢𝑡 ← 𝑜𝑢𝑡(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)
2 𝑃 ← 𝐹 𝑖𝑛𝑑𝑃𝑎𝑡ℎ𝑠𝐼𝑛𝑠𝑖𝑑𝑒𝐿𝐶𝑍𝑠(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)
3 while 𝑃 ≠ ∅ do
4 PUT 𝑛𝑠 ∈ 𝐺 to 𝑄 ; ⊳ 𝑄 is a queue of nodes to traverse
5 set 𝑝𝑎𝑡ℎ as empty ; ⊳ 𝑝𝑎𝑡ℎ is a sequence of nodes
6 while 𝑄 is not empty do
7 𝑛← POP from 𝑄 ; ⊳ 𝑛 is a currently traversed node
8 if 𝑛 ∈ in(𝐺) and 𝑃 contains a path that starts in 𝑛 then
9 𝑝← 𝐺𝑒𝑡𝑁𝑒𝑥𝑡𝑆ℎ𝑜𝑟𝑡𝑒𝑠𝑡𝑃 𝑎𝑡ℎ𝐼𝑛𝐿𝐶𝑍(, 𝑃 , 𝑛, 𝑈𝑖𝑛, 𝑈𝑜𝑢𝑡)
10 𝑃 ← 𝑃 ∖ {𝑝}
11 𝑜← the last node of 𝑝 ; ⊳ 𝑜 ∈ 𝑜𝑢𝑡(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)
12 for each 𝑛𝑝 ∈ 𝑝 do
13 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙_𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠_𝑇𝐶_𝑠𝑡𝑒𝑝(𝑛𝑝) ← 𝑝𝑎𝑟𝑒𝑛𝑡(𝑛𝑝)
14 end
15 SET 𝑄 as empty, PUT 𝑜 to 𝑄
16 end
17 else if 𝑛 ∈ 𝑁𝑒 then
18 𝑡 is a path containing only 𝑛, 𝑡𝑒𝑚𝑝← 𝑛
19 while 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙_𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠_𝑇𝐶_𝑠𝑡𝑒𝑝(𝑡𝑒𝑚𝑝) has been set do
20 add 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙_𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠_𝑇𝐶_𝑠𝑡𝑒𝑝(𝑡𝑒𝑚𝑝) at the beginning of 𝑡
21 𝑡𝑒𝑚𝑝← 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙_𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠_𝑇𝐶_𝑠𝑡𝑒𝑝(𝑡𝑒𝑚𝑝)
22 end
23 𝑇 ← 𝑇 ∪ 𝑡
24 end
25 else
26 for each 𝑑 ∈ 𝑑𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝑠(𝑛) do
27 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙_𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠_𝑇𝐶_𝑠𝑡𝑒𝑝(𝑑) ← 𝑛
28 end
29 end
30 end
31 end
32 return 𝑇
9
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Algorithm 2: 𝐹 𝑖𝑛𝑑𝑃𝑎𝑡ℎ𝑠𝐼𝑛𝑠𝑖𝑑𝑒𝐿𝐶𝑍𝑠(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑): Find all relevant shortest paths inside LCZs present in the SUT model 𝐺
Input : SUT model 𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
Output: set of shortest paths between 𝑖𝑛(𝐿) and 𝑜𝑢𝑡(𝐿) inside the LCZ 𝐿 for all 𝐿 ∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑), denoted as 𝑃

1 𝑃 ← ∅
2 for each LCZ 𝐿 ∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) do
3 for each 𝑛𝑜𝑢𝑡 ∈ 𝑜𝑢𝑡(𝐿) do
4 SET 𝑄 as empty ; ⊳ 𝑄 is a queue of nodes to traverse
5 PUT 𝑛𝑜𝑢𝑡 to 𝑄
6 for each 𝑥 in 𝐿 except 𝑛𝑜𝑢𝑡 do
7 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑛𝑜𝑢𝑡, 𝑥) ← ∞ ; ⊳ distance equals to number of nodes of a path from 𝑛𝑜𝑢𝑡 to 𝑥
8 end
9 while 𝑄 is not empty do
10 𝑛← POP from 𝑄
11 for each 𝑝 ∈ 𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛) do
12 if 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑛𝑜𝑢𝑡, 𝑝) > 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑛𝑜𝑢𝑡, 𝑛) then
13 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑛𝑜𝑢𝑡, 𝑝) ← 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑛𝑜𝑢𝑡, 𝑛) + 1
14 PUT 𝑝 to 𝑄
15 end
16 end
17 end
18 for each 𝑛𝑖𝑛 ∈ 𝑖𝑛(𝐿) do
19 SET 𝑝𝑎𝑡ℎ as empty ; ⊳ 𝑝𝑎𝑡ℎ is a sequence of nodes
20 𝑛← 𝑛𝑖𝑛 ; ⊳ 𝑛 is a currently traversed node
21 while 𝑛 ≠ 𝑛𝑜𝑢𝑡 do
22 𝑛← 𝑥 ∈ 𝐿 such that 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑛, 𝑥) is minimal
23 ADD 𝑛 at the end of 𝑝𝑎𝑡ℎ
24 end
25 ADD 𝑛 at the end of 𝑝𝑎𝑡ℎ
26 if |𝑝𝑎𝑡ℎ| > 1 then
27 𝑃 ← 𝑃 ∪ 𝑝𝑎𝑡ℎ
28 end
29 end
30 end
31 end
32 return 𝑃

7.2. Ant-colony-optimization-based algorithm (ANT)

The ANT algorithm uses the ACO principle introduced by Dorigo [46]. According to this principle, a specific algorithm was
ormulated to solve the discussed problem. The main routine of ANT is described in Algorithm 4, which accepts 𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, and
as inputs, and produces 𝑇 as the output. The following section presents the algorithm variables, their initiation, algorithm steps,
nd details on how the desirability levels are obtained and the best ant is selected.

.2.1. Algorithm variables
The following variables are used in the ANT algorithm.

• 𝛼: A constant that represents the weight of the pheromone level in the calculation.
• 𝛽: A constant that represents the weight of the desirability level in the calculation.
• 𝑁𝐶: A constant that represents the number of repetitions of an ant’s search for a path.
• 𝜌: A coefficient that represents the level of pheromone evaporation after each iteration of the ant’s search for a path.
• 𝑚: A constant that represents the number of ants is used for graph exploration.
• 𝜏𝑖𝑗 : An edge pheromone intensity (𝑖, 𝑗), {𝑖, 𝑗} ∈ 𝑁 ∈ 𝐺.
• 𝐻[(𝑖, 𝑗)]: Desirability of the edge (𝑖, 𝑗), {𝑖, 𝑗} ∈ 𝑁 ∈ 𝐺.
• 𝑐: Initial level of the 𝜏𝑖𝑗 variable.

During the experiments, the following values of the variables were found after extensively fine-tuning the algorithm to yield the
10

est results for the ANT algorithm: 𝛼 = 1, 𝛽 = 3, 𝑁𝐶 = 10, 𝜌 = 0.5, 𝑄 = 1.0, 𝑚 = 50, and 𝑐 = 1.0.
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Algorithm 3: 𝐺𝑒𝑡𝑁𝑒𝑥𝑡𝑆ℎ𝑜𝑟𝑡𝑒𝑠𝑡𝑃 𝑎𝑡ℎ𝐼𝑛𝐿𝐶𝑍(, 𝑃 , 𝑛𝑖𝑛, 𝑈𝑖𝑛, 𝑈𝑜𝑢𝑡): Return the shortest path inside LCZ from 𝑛𝑖𝑛 with respect to
iven coverage criterion 
Input : coverage criterion , set of shortest paths 𝑃 , an LCZ IN node 𝑛𝑖𝑛, set of unused LCZ IN nodes 𝑈𝑖𝑛, and set of

unused LCZ OUT nodes 𝑈𝑜𝑢𝑡
Output: next shortest path 𝑝

1 𝑛𝑜𝑢𝑡 ← a node to which there exists a path from 𝑛𝑖𝑛 present in 𝑃
2 if  = 𝐸𝑎𝑐ℎ𝐵𝑜𝑟𝑑𝑒𝑟𝑂𝑛𝑐𝑒 then
3 if 𝑛𝑜𝑢𝑡 ∉ 𝑈𝑜𝑢𝑡 and 𝑃 contains a path that ends in an 𝑛′𝑜𝑢𝑡 ∈ 𝑈𝑜𝑢𝑡 then
4 𝑛𝑜𝑢𝑡 ← 𝑛′𝑜𝑢𝑡
5 end
6 end
7 𝑝← a path from 𝑛𝑖𝑛 to 𝑛𝑜𝑢𝑡 that is present in 𝑃
8 𝑃 ← 𝑃 ∖ {𝑝}
9 for each 𝑛 ∈ 𝑝 do
10 for each path 𝑝′ from 𝑛 that is present in 𝑃 do
11 𝑛′𝑜𝑢𝑡 ← the end node of path 𝑝′
12 if 𝑛′𝑜𝑢𝑡 follows 𝑛 in the path 𝑝 then
13 𝑃 ← 𝑃 ∖ {𝑝′}
14 end
15 end
16 end
17 if  = 𝐸𝑎𝑐ℎ𝐵𝑜𝑟𝑑𝑒𝑟𝑂𝑛𝑐𝑒 then
18 𝑃 ← 𝑃 ∖ { 𝑝 | 𝑝 ∈ 𝑃 , 𝑝 starts in 𝑛𝑖𝑛, 𝑝 leads to an 𝑛𝑥 ∉ 𝑈𝑜𝑢𝑡 }
19 end
20 return 𝑝

7.2.2. Algorithm initiation
The main ANT routine is specified in Algorithm 4. The algorithm accepts 𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, and  as inputs, and produces 𝑇 as an

utput. In the initial step, we create a map  that contains a set of reachable nodes 𝑈 ⊂ 𝑜𝑢𝑡(𝐿) for every node 𝑛 ⊂ 𝑖𝑛(𝐿). This map
s constructed for all LCZs 𝐿.
In Algorithm 4, the out node 𝑟 ⊂ 𝑈 that is reachable from node 𝑛 indicates that a directed path exists from 𝑛 to 𝑟. The method for

enerating  traverses 𝐿. This traversal begins at the 𝑛𝑖𝑛 ∈ 𝑖𝑛(𝐿) nodes and ends at the 𝑛𝑜𝑢𝑡 ∈ 𝑜𝑢𝑡(𝐿) nodes using the BFS algorithm.
The ANT algorithm continues by repeatedly calling the ANTCore procedure (see Algorithm 5), which produces a path that

contains the LCZ border-node pairs that are then removed from the map  . Algorithm 4 continues until the map  is not empty.

.2.3. The ANTCore algorithm
The ANTCore procedure described in Algorithm 5 manages the traversal of ants through 𝐺. The ants were led by a combination

f desirability and pheromone disposal at the edges of 𝐺. In this algorithm, we created a list of 𝑚 ants. The map of desirabilities 𝐻 is
nitialized by calling the 𝐼𝑛𝑖𝑡𝐷𝑒𝑠𝑖𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠 procedure specified in Algorithm 6, which is further described in Section 7.2.5. Algorithm
initializes the mapping , which for each node 𝑥 ∈ 𝑁 ∈ 𝐺 returns the LCZ border nodes that are reachable (mapping  returns
set (𝑅𝑖𝑛, 𝑅𝑜𝑢𝑡), where the reachable LCZ IN nodes are stored in the set 𝑅𝑖𝑛 and the reachable LCZ OUT nodes in the set 𝑅𝑜𝑢𝑡).

.2.4. Beginning of the ant’s traversal
We start by traversing 𝐺 at node 𝑛𝑠 for each ant 𝑡 ∈ 𝐴. We initialize temporary variables, such as the 𝑡 path, stored in 𝑃 , or

ets of the LCZ IN and LCZ OUT nodes 𝐵𝑖𝑛 and 𝐵𝑜𝑢𝑡 that 𝑡 covers. The traversal of 𝐺 by 𝑡 is driven by a combination of pheromone
limination and the level of desirability at the edges.

.2.5. Obtaining the desirability levels
The process of obtaining the desirability levels stored on a map 𝐻 begins with the execution of Algorithm 6, which, for each

𝑒 ∈ 𝑁𝑒, uses the 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑅𝑒𝑎𝑐ℎ𝑎𝑏𝑙𝑒𝐵𝑁𝑠 procedure specified in Algorithm 7 to create the mapping , introduced in the previous
ection. Algorithm 7 traverses 𝐺 from the end nodes to the start node using the DFS algorithm, which stores the LCZ IN and LCZ
UT nodes that are reachable from all nodes of 𝑁 ∈ 𝐺.

.2.6. Traversing 𝐺 and covering LCZ border nodes
After calculating the desirabilities of the edges, we calculated the probabilities of the moving ant from its current location 𝑖 ∈ 𝑁

o a neighboring node 𝑗 ∈ 𝑁𝑖 using edge (𝑖, 𝑗), which was inspired by Dorigo’s formula (1) in [47]. Using this probability, the ant
11

elects the node 𝑗 ∈ 𝑁𝑖 to which it moves. We use the procedure 𝑀𝑎𝑛𝑎𝑔𝑒𝐶𝑜𝑣𝑒𝑟𝑒𝑑𝐵𝑜𝑟𝑑𝑒𝑟𝑁𝑜𝑑𝑒𝑠 described in Algorithm 9 to update
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Algorithm 4: 𝐴𝑁𝑇 (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,): Main routine of the ANT Algorithm which explores 𝐺 via ants and maintains a map of
covered LCZ border nodes 

Input : SUT model 𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, coverage criterion ,
Output: Set of test cases 𝑇

1  is a map where a key is an LCZ IN node 𝑘 ∈ 𝑖𝑛(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) and a value is a set of LCZ OUT nodes from 𝑜𝑢𝑡(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)
that can be reached from 𝑘 in 𝐺. In  , an empty set can be stored for a particular key.

2 Initiate  for 𝐺 and 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑.
3 𝑇 ← ∅
4 while  is not empty do
5 (𝑎, ,𝑖𝑛,𝑜𝑢𝑡) ← 𝐴𝑁𝑇𝐶𝑜𝑟𝑒(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,, )
6 𝑇 ← 𝑇 ∪ {[𝑎]}
7 for each 𝑛𝑖𝑛 ∈ 𝑖𝑛[𝑎] do
8 for 𝑛𝑜𝑢𝑡 ∈ 𝑜𝑢𝑡[𝑎] do
9 REMOVE 𝑛𝑜𝑢𝑡 from  [𝑛𝑖𝑛]
10 end
11 end
12 for each 𝑛𝑖𝑛 ∈ 𝑖𝑛[𝑎] do
13 if  [𝑛𝑖𝑛] = ∅ then
14 REMOVE a key 𝑛𝑖𝑛 from  ; ⊳ Remove in  LCZ IN node covered by 𝑎
15 end
16 end
17 end
18 return 𝑇

Algorithm 5: 𝐴𝑁𝑇𝐶𝑜𝑟𝑒(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,, ) (1st part):
Traverse the SUT model by ants, who are trying to visit as much LCZ border nodes as possible; return the champion when
finished

Input : SUT model 𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, coverage criterion , a map of uncovered nodes 
Output: Ant’s champion 𝑎, who found the best path among the others,  , which is a map of ant paths, where key is an ant

and value is its path, 𝑖𝑛 and 𝑜𝑢𝑡, which are maps of LCZ IN and LCZ OUT, nodes covered by ants, where key is
an ant and the values are the nodes covered by this ant.

1 Set the constants for the ANT algorithm defined in 7.2.1 to: 𝛼 = 1, 𝛽 = 3, 𝑁𝐶 = 10, 𝜌 = 0.5, 𝑄 = 1.0, 𝑚 = 50, and 𝑐 = 1.0.
2 𝐴 is a set 𝑚 ants (see Section 7.2.1)
3  is a mapping of a node 𝑛 ∈ 𝐺 to a set (𝑅𝑖𝑛, 𝑅𝑜𝑢𝑡), 𝑅𝑖𝑛 ⊂ 𝑁 ∈ 𝐺, 𝑅𝑜𝑢𝑡 ⊂ 𝑁 ∈ 𝐺, where nodes from 𝑅𝑖𝑛 are reachable from 𝑛

and nodes from 𝑅𝑜𝑢𝑡 are reachable from 𝑛. This mapping is created for all 𝑁 ∈ 𝐺 and (𝑥) denotes particular (𝑅𝑥𝑖𝑛, 𝑅
𝑥
𝑜𝑢𝑡) for

a node 𝑥.
4  ← 𝐼𝑛𝑖𝑡𝐷𝑒𝑠𝑖𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,  ) ; ⊳ Find LCZ border nodes reachable from each 𝑛 ∈ 𝑁 ∈ 𝐺
5 𝑐𝑜𝑢𝑛𝑡 ← 0
6 ... continues on the next page

the sets 𝐵𝑖𝑛 and 𝐵𝑜𝑢𝑡 of the covered LCZ IN and LCZ OUT nodes, respectively, based on the current path of the ant and the nature
f node 𝑗 (e.g., the LCZ IN node, uncovered LCZ OUT node, or other types).

.2.7. Choosing the best ant
The algorithm selects the best ant 𝑎 ∈ 𝐴 (champion) when all ants finish their paths and find an end node 𝑛𝑛 ∈ 𝑁𝑒. The process

f finding the champion is specified in Algorithm 10, which iterates 𝐴 and selects the best ant based on the found path. The best
ath contains the highest number of LCZ border nodes that are not yet covered and has the shortest length.

.2.8. ANTCore repetitions
The steps described in Sections 7.2.4 to 7.2.7 are repeated 𝑁𝐶 several times so that the pheromone levels have a more significant

effect. After completing the repetition, we select the champion 𝑎 ∈ 𝐴 again using the 𝐹 𝑖𝑛𝑑𝐶ℎ𝑎𝑚𝑝𝑖𝑜𝑛 procedure (Algorithm 10) and
eturn it to the main 𝐴𝑁𝑇 routine (Algorithm 4). The map of the uncovered LCZ border nodes  is updated based on 𝑎’s path and
he LCZ border nodes that it contains.

.3. Enforced Prime Path algorithm (EPP)

The EPP algorithm first creates a set of test requirements to satisfy the test coverage criteria . Then, it uses an existing
et-covering algorithm for prime path search to find 𝑇 .
12
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Algorithm 5: 𝐴𝑁𝑇𝐶𝑜𝑟𝑒(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,, ) (2nd part)
6 while 𝑐𝑜𝑢𝑛𝑡 ≤ 𝑁𝐶 do
7 𝑐𝑜𝑢𝑛𝑡 ← 𝑐𝑜𝑢𝑛𝑡 + 1
8 for 𝑒𝑎𝑐ℎ 𝑡 ∈ 𝐴 do
9 Place ant 𝑡 to position 𝑛𝑠
10 𝑃 ← empty path ; ⊳ 𝑃 is a path of ant 𝑡
11 𝑃𝐿 ← empty path ; ⊳ 𝑃𝐿 is a path of ant 𝑡 through an LCZ 𝐿 ∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)
12 𝐵𝑖𝑛 ← ∅ ; ⊳ A set of LCZ IN nodes covered by ant 𝑡
13 𝐵𝑜𝑢𝑡 ← ∅ ; ⊳ A set of LCZ OUT nodes covered by ant 𝑡
14 𝑛𝑖𝑛 ← 𝑛𝑖𝑙 ; ⊳ The last LCZ IN node reached by ant 𝑡 during its path
15 while 𝑡 ℎ𝑎𝑠 𝑛𝑜𝑡 𝑟𝑒𝑎𝑐ℎ𝑒𝑑 𝑛𝑒 do
16 𝑖 ← current position of 𝑡 ; 𝑁𝑖 ← set of 𝑖 descendants ; ⊳ 𝑖 is a currently iterated node
17 𝐻 ← 𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝐷𝑒𝑠𝑖𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠(𝐺,  , , 𝑖, 𝑛𝑖𝑛, 𝑃 , , 𝐵𝑖𝑛, 𝐵𝑜𝑢𝑡)
18 𝐸𝑁𝑖 is a map where a value is a number < 0, 1 > of the probability that the ant 𝑡 moves to 𝑗 ∈ 𝑁𝑖 through the

edge 𝑥 incoming to 𝑗 and the key is 𝑥
19 for all nodes 𝑗 ∈ 𝑁𝑖 do

20 𝐸𝑁𝑖 [(𝑖, 𝑗)] ←
(𝜏𝑖𝑗 )𝛼 ⋅ (𝐻[(𝑖, 𝑗)])𝛽
∑

𝑙∈𝑁𝑖

𝜏𝑖𝑙 ⋅𝐻[(𝑖, 𝑙)]
; ⊳ Store the probability of ant 𝑡 moving to node 𝑗 by edge (𝑖, 𝑗)

21 end
22 Randomly select the next node 𝑗 ∈ 𝑁𝑖 to move the ant 𝑡 in, using edge (𝑖, 𝑗). In this selection, the probability

𝐸𝑁𝑖 [(𝑖, 𝑗)] is used.
23 if 𝑐𝑜𝑝((𝑖, 𝑗)) ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 then
24 Add (𝑖, 𝑗) at the end of 𝑃𝐿
25 end
26 Add (𝑖, 𝑗) at the end of 𝑃 ; Move 𝑡 from node 𝑖 to the neighboring node 𝑗 using edge (𝑖, 𝑗)
2727 if 𝑗 is a key in  then
2828 𝑛𝑖𝑛 ← 𝑗 ; ⊳ node 𝑗 is uncovered LCZ IN node
29 end
3030 else if 𝑗 is anywhere in values of  then
3131 𝐵𝑖𝑛 = 𝐵𝑖𝑛 ∪ {𝑛𝑖𝑛}, 𝐵𝑜𝑢𝑡 = 𝐵𝑜𝑢𝑡 ∪ {𝑗}
3232 for each node 𝑥 in 𝑃𝐿 from the beginning of 𝑃𝐿 do
3333 𝑃 ′

𝐿 ← part of 𝑃𝐿 starting with 𝑥
3434 for each node 𝑝′ in 𝑃 ′

𝐿 from the beginning of 𝑃 ′
𝐿 do

3535 (𝐵𝑖𝑛, 𝐵𝑜𝑢𝑡) ←𝑀𝑎𝑛𝑎𝑔𝑒𝐶𝑜𝑣𝑒𝑟𝑒𝑑𝐵𝑜𝑟𝑑𝑒𝑟𝑁𝑜𝑑𝑒𝑠(𝑥, 𝑝′, 𝐵𝑖𝑛, 𝐵𝑜𝑢𝑡,  , , 𝑃𝐿)
36 end
37 end
38 end
3939 [𝑡] ← 𝑃 , 𝑖𝑛[𝑡] ← 𝐵𝑖𝑛, 𝑜𝑢𝑡[𝑡] ← 𝐵𝑜𝑢𝑡
4040 𝑎← 𝐹 𝑖𝑛𝑑𝐶ℎ𝑎𝑚𝑝𝑖𝑜𝑛(𝐴,𝑖𝑛,𝑜𝑢𝑡,) ; ⊳ Select the champion 𝑎 from the set of ants 𝐴
4141 for each edge (𝑖, 𝑗) in [𝑎] do ; ⊳ |[𝑎]| denotes the number of nodes in path
4242 𝜏𝑖𝑗 ← 𝜏𝑖𝑗 +

1
|[𝑎]| ; ⊳ Deposit pheromone on edges that were used, for 𝜏𝑖𝑗 refer to Section 7.2.1

43 end
4444 for each (𝑖, 𝑗) ∈ 𝐸 ∈ 𝐺 do
4545 𝜏𝑖𝑗 ← (1 − 𝜌) ∗ 𝜏𝑖𝑗 ; ⊳ Pheromone decay of all edges, for 𝜌 refer to Section 7.2.1
46 end
4747 𝑎← 𝐹 𝑖𝑛𝑑𝐶ℎ𝑎𝑚𝑝𝑖𝑜𝑛(𝐴,𝑖𝑛,𝑜𝑢𝑡,) ; ⊳ The best in the last iteration
4848 return (𝑎, ,𝑖𝑛,𝑜𝑢𝑡)

The core of the EPP is based on a greedy set-covering algorithm, and it aims to solve the minimum-cost test-path problem by
dopting approximation algorithms for the shortest superstring problem. This algorithm was introduced by Li et al. [9]. We have
ot yet identified a more recent algorithm that can solve the problem suggested in this study. The inputs to the greedy set-covering
lgorithm are a set of test requirements 𝑅 and a small set of test paths 𝑇𝑃 , where a test path is a path in 𝐺. A set of test requirements
is a set of elements of a system that must be covered by tests. In our case, it is a set of specific paths through 𝐺. The test paths
are prime paths, which implies that they are simple and do not appear as sub-paths of other simple paths. Furthermore, simple paths
13

have no internal loops, and only the first and last nodes of the path can repeat.
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Algorithm 6: 𝐼𝑛𝑖𝑡𝐷𝑒𝑠𝑖𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,  ): Traverse 𝐺 and find which LCZ border nodes are reachable from each
𝑛 ∈ 𝑁 ∈ 𝐺

Input : SUT model 𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 and a map of uncovered nodes 
Output: Mapping  that for each node 𝑥 ∈ 𝑁 ∈ 𝐺 returns which LCZ border nodes can be reached from 𝑥

1  ← ∅
2 for each 𝑛𝑒 ∈ 𝑁𝑒 do
3 𝑉 ← ∅ ; ⊳ A set to store visited nodes
4 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑅𝑒𝑎𝑐ℎ𝑎𝑏𝑙𝑒𝐵𝑁𝑠(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,  , , 𝑉 , 𝑛𝑒) ; ⊳ Fill the map 
5 end
6 return 

Algorithm 7: 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑅𝑒𝑎𝑐ℎ𝑎𝑏𝑙𝑒𝐵𝑁𝑠(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,  , , 𝑉 , 𝑛): Traverse the SUT model 𝐺 to find from which nodes we can
reach which LCZ border nodes

Input : SUT model 𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, a map of uncovered LCZ border nodes  , a set of already visited nodes 𝑉 , mapping 
that for each node 𝑥 ∈ 𝑁 ∈ 𝐺 returns which LCZ border nodes can be reached from 𝑥, traversed node 𝑛

Output: Updated  after all recursive iterations of this subroutine
1 for each 𝑝 ∈ 𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛) do
2 if 𝑝 ∉ 𝑉 then
3 𝑉 ← 𝑉 ∪ 𝑝
4 (𝑅𝑝𝑖𝑛, 𝑅

𝑝
𝑜𝑢𝑡) ← (𝑝)

5 if 𝑛 ∈ 𝑖𝑛(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) and 𝑛 is a key in  then
6 𝑅𝑝𝑖𝑛 ← 𝑅𝑝𝑖𝑛 ∪ 𝑛
7 end
8 if 𝑛 ∈ 𝑜𝑢𝑡(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) and  contains a value 𝑛 for any key then
9 𝑒 is an edge from 𝑝 to 𝑛
10 if 𝑐𝑜𝑝(𝑒) ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 then
11 𝑅𝑝𝑜𝑢𝑡 ← 𝑅𝑝𝑜𝑢𝑡 ∪ 𝑛
12 end
13 end
14 (𝑝) ← (𝑅𝑝𝑖𝑛, 𝑅

𝑝
𝑜𝑢𝑡)

15 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑅𝑒𝑎𝑐ℎ𝑎𝑏𝑙𝑒𝐵𝑁𝑠(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,  , , 𝑉 , 𝑝)
16 end
17 end

7.3.1. The main algorithm
The main procedure of the EPP is described in Algorithm 11, it begins with a sub-routine for constructing a set of test requirements

𝑅 defined in Algorithm 12, which iterates  and determines the shortest paths from all 𝑥 ∈ 𝑖𝑛(𝐿) to all 𝑦 ∈ 𝑜𝑢𝑡(𝐿). This step is
only necessary if the AllBorderCombinations coverage criterion is selected. We added all of the shortest paths that we found to 𝑅.
therwise, the algorithm reduces the set of paths found when EachBorderOnce coverage is selected. We sorted the paths by their
engths and stored them in a new list  . Subsequently, we traverse  and add to 𝑅 only those paths that contain LCZ IN or LCZ
UT nodes that have not yet been added to 𝑅.

.3.2. Greedy set-covering algorithms
The set of test requirements 𝑅 is an input to Li’s 𝑠𝑒𝑡𝐶𝑜𝑣𝑒𝑟𝑖𝑛𝑔𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 procedure [9], chaining them together into one long path,

alled the super-test requirement ∏. The 𝑔𝑒𝑡𝑆𝑚𝑎𝑙𝑙𝑆𝑒𝑡𝑂𝑓𝑇 𝑒𝑠𝑡𝑃 𝑎𝑡ℎ𝑠 procedure traverses 𝐺 and generates a set of all possible test
aths, 𝑇𝑃 . Finally, 𝑇𝑃 , ∏, and 𝐺 are inputs to Li’s 𝑠𝑝𝑙𝑖𝑡𝑆𝑢𝑝𝑒𝑟𝑇 𝑒𝑠𝑡𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡 procedure [9] based on 𝑇𝑃 , which splits a super-test
equirement ∏ into a set of final test paths 𝑇 that starts in 𝑛𝑠 and ends in one of 𝑛𝑒 ∈ 𝑁𝑒. The selected test-coverage criterion is
atisfied by 𝑇 because the selected test-coverage criterion is reflected by the set of test requirements 𝑅.

. Experimental evaluation

In the experiments, we compared the test cases created by the proposed SPC, ANT, and EEP algorithms for a set of 150 SUT
odels and test coverage criteria introduced in Section 5. The evaluation criteria defined in Section 6 were employed to compare
he test cases. In this section, we illustrate the experimental method and its setup, and present the results of the experiments.
14
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Algorithm 8: 𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝐷𝑒𝑠𝑖𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠(𝐺,  , , 𝑖, 𝑛𝑖𝑛, 𝑃 , , 𝐵𝑖𝑛, 𝐵𝑜𝑢𝑡) (1st part): Calculates desirabilities of the edges according
to the number of not yet covered border nodes reachable from surrounding nodes.

Input : SUT model 𝐺, map of uncovered LCZ border nodes  , coverage criterion , node 𝑖, uncovered LCZ IN node 𝑛𝑖,
path 𝑃 of ant, mapping  that for each node 𝑛 ∈ 𝑁 ∈ 𝐺 returns which LCZ border nodes it reaches, set of covered
LCZ IN nodes 𝐵𝑖𝑛, set of covered LCZ OUT nodes 𝐵𝑜𝑢𝑡,

Output: Map 𝐻 for ant-routing to neighbors of 𝑖 where, key is an edge and value is a desirability.
1 Set 𝐻 as empty
2 For 𝑒𝑎𝑐ℎ 𝑒𝑑𝑔𝑒 𝑡 𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔 𝑓𝑟𝑜𝑚 𝑛𝑜𝑑𝑒 𝑖 do
3 ℎ𝑡 ← 0 ; ⊳ Number of reachable uncovered LCZ border nodes when using edge 𝑡
4 𝑗 ← target node of edge 𝑡
5 (𝑅𝑗𝑖𝑛, 𝑅

𝑗
𝑜𝑢𝑡) ← (𝑗) ; ⊳ Symbols defined in Algorithm 5

6 𝑅𝑗𝑖𝑛
′ ← ∅ ; ⊳ Uncovered LCZ IN nodes reachable from 𝑗

7 𝑅𝑗𝑜𝑢𝑡
′ ← ∅ ; ⊳ Uncovered LCZ OUT nodes reachable from 𝑗

8 if 𝑗 ∈ 𝑅𝑗𝑖𝑛 then
9 𝑅𝑗𝑖𝑛

′ ← 𝑅𝑗𝑖𝑛 ⧵ 𝐵𝑖𝑛
10 end
11 if 𝑗 ∈ 𝑅𝑗𝑜𝑢𝑡 then
12 for each LCZ OUT node 𝑟 ∈ 𝑅𝑗𝑜𝑢𝑡 do
13 if 𝑟 ∉ 𝐵𝑜𝑢𝑡 then
14 𝑅𝑗𝑜𝑢𝑡

′ ← 𝑅𝑗𝑜𝑢𝑡
′ ∪ {𝑟}

15 end
16 end
17 end
18 ... continues on the next page

Fig. 3. Oxygen application with an SUT model, highlighted LCZs, and a test case.
15
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Algorithm 8: 𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝐷𝑒𝑠𝑖𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠(𝐺,  , , 𝑖, 𝑛𝑖𝑛, 𝑃 , , 𝐵𝑖𝑛, 𝐵𝑜𝑢𝑡) (2nd part)

18

19 if 𝑡 is a LCZ edge then
20 𝐿 is a LCZ which contains 𝑡
21 if 𝑛𝑖𝑛 is not nil then
22 𝑅𝑗𝑜𝑢𝑡

′ ← 𝑅𝑗𝑜𝑢𝑡
′ ⧵ {𝑖} ; ⊳ Because 𝑖 is uncovered LCZ OUT node

23 𝑅𝑗𝑖𝑛
′ ← 𝑅𝑗𝑖𝑛

′ ⧵ 𝑖𝑛(𝐿)
24 ℎ𝑡 ← 1 + |𝑅𝑗𝑖𝑛

′
| + |𝑅𝑗𝑜𝑢𝑡

′
|

25 end
26 else if last edge of path 𝑃 is not a LCZ edge and 𝑖 ∈  and 𝑖 ∉ 𝐵𝑖𝑛 then
27 𝑅𝑗𝑖𝑛

′ ← 𝑅𝑗𝑖𝑛
′ ⧵ {𝑗} ; ⊳ Because 𝑗 is uncovered LCZ IN node

28 ℎ𝑡 ← 1 + |𝑅𝑗𝑖𝑛
′
| + |𝑅𝑗𝑜𝑢𝑡

′
|

29 end
30 else
31 𝑅𝑗𝑖𝑛

′ ← 𝑅𝑗𝑖𝑛
′ ⧵ 𝑜𝑢𝑡(𝐿)

32 end
33 end
34 else if 𝑛𝑖𝑛 is not nil and (𝑖 ∈  or  = 𝐸𝑎𝑐ℎ𝐵𝑜𝑟𝑑𝑒𝑟𝑂𝑛𝑐𝑒) then
35 end
36 ℎ𝑡 ← 1 + |𝑅𝑗𝑖𝑛

′
| + |𝑅𝑗𝑜𝑢𝑡

′
|

37 else if 𝑛𝑖𝑛 is nil and 𝑖 ∈  and 𝑖 ∉ 𝐵𝑖𝑛 then
38 ℎ𝑡 ← 0 ; ⊳ To avoid reaching the border of LCZ zone
39 end
40 else
41 ℎ𝑡 ← |𝑅𝑗𝑖𝑛

′
| ; ⊳ 𝑡 is leading to a LCZ OUT node

42 end
43 if ℎ𝑡 > 0 then
44 ℎ𝑡 ←

1
−2ℎ𝑡

+ 1

45 end
46 else
47 ℎ𝑡 ← 0
48 end
49 PUT ℎ𝑡 to 𝐻 with key 𝑡
50 end
51 return 𝐻

8.1. Implementation of the algorithms

SPC, ANT, and EEP algorithms were implemented in Oxygen.2 Oxygen is an MBT platform developed by our research group. It
is an open-source freeware platform created in Java 1.8 [48]. We extended the graphical editor of the SUT model for the creation
of 𝐺.

An example of an SUT model constructed with oxygen is depicted in Fig. 3. The figure presents the UML Activity Diagram of a
Smart Home inspired by the system proposed by Aravindan et al. [49]. The central server of the Smart Home communicates over
a network with three subsystems. The first is a database server, and nodes B - C - D - E - F - Q model a subprocess handled by this
subsystem. The second subsystem constitutes a central IoT server (the sub-process handled by this subsystem is modeled by nodes
H - I - J - K). The last subsystem is a Raspberry Pi with connected sensors and actuators (the subprocess provided by this subsystem
is modeled by nodes N - O - P - END T ). The probability of a network outage is higher than the 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 level when the central

2 Java 1.8 executable JAR file packed into a ZIP archive available at http://still.felk.cvut.cz/download/oxygen_lnct.zip.
16
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Algorithm 9: 𝑀𝑎𝑛𝑎𝑔𝑒𝐶𝑜𝑣𝑒𝑟𝑒𝑑𝐵𝑜𝑟𝑑𝑒𝑟𝑁𝑜𝑑𝑒𝑠(𝑛𝑖𝑛, 𝑛𝑜𝑢𝑡, 𝐵𝑖𝑛, 𝐵𝑜𝑢𝑡,  , , 𝑃𝐿): Cover the LCZ IN and LCZ OUT nodes in the
parameters by adding them to 𝐵𝑖𝑛 and 𝐵𝑜𝑢𝑡

Input : LCZ IN node 𝑛𝑖𝑛 and LCZ OUT node 𝑛𝑜𝑢𝑡 to be covered, a set of covered LCZ IN nodes 𝐵𝑖𝑛 and LCZ OUT nodes 𝐵𝑜𝑢𝑡,
a map  of uncovered LCZ border nodes, coverage criterion , a set 𝑃𝐿 where a path through LCZ 𝐿 is stored

Output: Updated sets 𝐵𝑖𝑛 and 𝐵𝑜𝑢𝑡
1 if 𝑛𝑖𝑛 ∈ 𝐵𝑖𝑛 then
2 if 𝑛𝑜𝑢𝑡 ∈ 𝐵𝑜𝑢𝑡 then
3 𝐵𝑜𝑢𝑡 = 𝐵𝑜𝑢𝑡 ∪ {𝑛𝑜𝑢𝑡}
4 if 𝑛𝑖𝑛 = 𝑛𝑜𝑢𝑡 and 𝑛𝑖𝑛 ∈ 𝐵𝑜𝑢𝑡 and |𝑃𝐿| > 0 then
5 𝐵𝑜𝑢𝑡 = 𝐵𝑜𝑢𝑡 ∪ {𝑛𝑖𝑛}
6 end
7 end
8 end
9 if  = 𝐸𝑎𝑐ℎ𝐵𝑜𝑟𝑑𝑒𝑟𝑂𝑛𝑐𝑒 then
10 for each 𝑢𝑜𝑢𝑡 anywhere in values of  do
11 if 𝑢𝑜𝑢𝑡 = 𝑛𝑜𝑢𝑡 then
12 𝐵𝑜𝑢𝑡 = 𝐵𝑜𝑢𝑡 ∪ {𝑛𝑜𝑢𝑡}
13 end
14 end
15 𝐵𝑖𝑛 = 𝐵𝑖𝑛 ∪ {𝑛𝑖𝑛}
16 end
17 else
18 if  [𝑛𝑖𝑛] ⊂ 𝐵𝑜𝑢𝑡 then
19 𝐵𝑖𝑛 = 𝐵𝑖𝑛 ∪ {𝑛𝑖𝑛}
20 end
21 end
22 return (𝐵𝑖𝑛, 𝐵𝑜𝑢𝑡)

Algorithm 10: 𝐹 𝑖𝑛𝑑𝐶ℎ𝑎𝑚𝑝𝑖𝑜𝑛(𝐴,𝑖𝑛,𝑜𝑢𝑡,): Iterate a set of ants 𝐴 and find the one that visits the biggest number of
uncovered yet LCZ border nodes using the smallest number of steps

Input : Set of ants 𝐴, map of LCZ IN nodes 𝑖𝑛 visited by each ant, map of LCZ OUT nodes 𝑜𝑢𝑡 visited by each ant, map
of each ant paths 

Output: Ant 𝑎 that found the most efficient path
1 𝑎← any ant from 𝐴
2 for each 𝑡 ∈ 𝐴 do
3 if (𝑖𝑛[𝑡] + 𝑜𝑢𝑡[𝑡]) > (𝑖𝑛[𝑎] + 𝑜𝑢𝑡[𝑎]) then
4 𝑎← 𝑡
5 end
6 else if (𝑖𝑛[𝑡] + 𝑜𝑢𝑡[𝑡]) = (𝑖𝑛[𝑎] + 𝑜𝑢𝑡[𝑎]) then
7 if |[𝑡]| < |[𝑎]| then
8 𝑎← 𝑡
9 end
10 end
11 end
12 return a

server communicates with external subsystems. Therefore, LCZ zones were formed and visually separated from the rest of the graph
by a light brown color. Additionally, the symbols of the LCZ IN and LCZ OUT nodes are light brown. In the left application panel,
the 𝑃 generated by the SPC algorithm is visible, and these are denoted as test situations.

A pop-up window opens with individual test cases when the user clicks on the item. This test case is visually highlighted in the
model when the user selects test cases from the list. In the sample presented in Fig. 3, we can observe the highlighted test case
(composed of nodes START - A - B - F - C - G - H - J - R - P - O - END T ).

Part of the Oxygen platform (development version) includes a module for comparing algorithms, which we configured for this
study. This comparison module allows multiple algorithms to be executed on a given set of SUT models (saved in oxygen format).
17
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o

Algorithm 11: EPP(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, ): The main routine of the EPP algorithm which creates a set of test requirements 𝑅 to
tour through LCZs and using this set, it constructs 𝑇 as a set of prime paths containing these test requirements

Input : SUT model 𝐺, coverage criterion , 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
Output: set of test cases 𝑇

1 𝑅 ← getTestRequirements(𝐺, , 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)
2
∏

← setCoveringAlgorithm(𝐺, 𝑅) ⊳ Defined in [9]
3 𝑇𝑃 ← getSmallSetOfTestPaths(𝐺) ⊳ Defined in [9]
4 𝑇 ← splitSuperTestRequirement(𝐺, ∏, 𝑇𝑃 ) ⊳ Defined in [9]
5 return 𝑇

Algorithm 12: 𝐺𝑒𝑡𝑇 𝑒𝑠𝑡𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡𝑠(𝐺,, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑): Construct a set of test requirements 𝑅 that would be used in generation
of 𝑇 to tour all 𝐿 ∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) so that  would be satisfied.

Input : SUT model 𝐺, coverage criterion , 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
Output: set of test requirements 𝑅

1 𝑅 ← ∅
2 if  = 𝐴𝑙𝑙𝐵𝑜𝑟𝑑𝑒𝑟𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 then
3 for each 𝐿 ∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) do
4 for each 𝑥 ∈ 𝑖𝑛(𝐿) do
5 for each 𝑦 ∈ 𝑜𝑢𝑡(𝐿) do
6 𝑅 ← 𝑅 ∪ { the shortest path from 𝑥 to 𝑦 leading through nodes inside 𝐿 }
7 end
8 end
9 end
10 return 𝑅
11 end
12 if  = 𝐸𝑎𝑐ℎ𝐵𝑜𝑟𝑑𝑒𝑟𝑂𝑛𝑐𝑒 then
13 for each 𝐿 ∈ (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) do
14 for each 𝑥 ∈ 𝑖𝑛(𝐿) do
15 for each 𝑦 ∈ 𝑜𝑢𝑡(𝐿) do
16 𝑅𝑙 ← 𝑅𝑙 ∪ { the shortest path from 𝑥 to 𝑦 leading through nodes inside 𝐿 }
17 end
18 end
19  ← list of paths from 𝑅𝑙 sorted in ascending order of lengths
20 𝐿𝑖𝑛 ← 𝑖𝑛(𝐿), 𝐿𝑜𝑢𝑡 ← 𝑜𝑢𝑡(𝐿)
21 for each 𝑝 ∈  starting with the shortest path do
22 𝑝𝑖𝑛 ← the first node in 𝑝, 𝑝𝑜𝑢𝑡 ← the last node in 𝑝
23 if 𝑝𝑖𝑛 ∈ 𝐿𝑖𝑛 then
24 𝐿𝑖𝑛 ← 𝐿𝑖𝑛∖{𝑝𝑖𝑛}, 𝐿𝑜𝑢𝑡 ← 𝐿𝑜𝑢𝑡∖{𝑝𝑜𝑢𝑡}
25 𝑅 ← 𝑅 ∪ {𝑝}
26 end
27 else if 𝑝𝑜𝑢𝑡 ∈ 𝐿𝑜𝑢𝑡 then
28 𝐿𝑜𝑢𝑡 ← 𝐿𝑜𝑢𝑡∖{𝑝𝑜𝑢𝑡}
29 𝑅 ← 𝑅 ∪ {𝑝}
30 end
31 end
32 end
33 return 𝑅
34 end

refer to Section 6). Subsequently, the module exports the results in a consolidated summary report in the CSV file, which enables
further analysis and processing of the data.

8.2. Experiment method and set-up

To compare the SPC, ANT, and EEP algorithms, we prepared 150 models for different SUTs that varied by |𝑁|, |𝐸|, number
f LCZs (denoted as ||), number of potential LCZ IN and OUT nodes (denoted as |𝑖𝑛(𝐺)| and |𝑜𝑢𝑡(𝐺)|), number of cycles (𝑐𝑦𝑐𝑙𝑒𝑠),
18
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Table 2
Overall properties of SUT models used in the experiments.

|𝑁| |𝐸| 𝑑𝑒𝑔(𝑛) |𝑁𝑒| 𝑐𝑦𝑐𝑙𝑒𝑠 || |𝑖𝑛(𝐺)| |𝑜𝑢𝑡(𝐺)| |𝜒(𝐺)|

𝑀𝐼𝑁 19 26 2.39 1 0 1 1 1 1
𝑀𝐴𝑋 442 606 4.26 21 54 4 18 18 32
𝑥 66.95 101.73 3.15 3.24 6.85 2.23 4.79 5.15 5.53
𝑥 40 60.5 3.15 3 3 2 4 5 4

average node degree (𝑑𝑒𝑔(𝑛)), and |𝑁𝑒|. Various methods were generated to create the SUT model. We considered 11 real projects
with documented process models,3 which we transformed into directed graphs with LCZs. We created 11 other models by relocating
the LCZs in these models. We constructed another 98 models that varied according to the number of nodes, edges, and LCZs. These
models do not represent certain existing systems. However, they are based on the topology of existing system models created to
closely resemble their topology. In particular, they possess sufficient flexibility for creating sufficient model variants for experiments.
We generated another 30 models using a specialized generator that we implemented to further extend the variability of the input
set. The inputs to this generator are |𝑁|, |𝐸|, |𝑁𝑒|, 𝑐𝑦𝑐𝑙𝑒𝑠, the number of LCZs ||, and for each LCZ 𝐿, the number of nodes, edges,
cycles, 𝑖𝑛(𝐿), and 𝑜𝑢𝑡(𝐿). 𝐺 is generated as the output.

We extend the SUT models by simulating the defects caused by limited network connectivity to evaluate the effectiveness of the
generated 𝑇 in detecting these defects. Two scenarios can occur based on the problem description presented in Section 3. First, a
defect is present at the border node of an LCZ; this defect is activated when the border node is visited during a process flow in the
SUT. Given the test coverage criteria defined in Section 5, these defects were detected via LNCT. Thus, adding such defects to the
evaluation was not considered a necessary step.

Second, a defect can be more complex and simulated as a pair (𝑛𝑜𝑢𝑡, 𝑛𝑏𝑎𝑐𝑘), where 𝑛𝑜𝑢𝑡 ∈ 𝑁 denotes a node of an SUT process
model 𝐺 in which the network connectivity is disrupted, which affects the SUT, and the defect is activated and demonstrated if the
process flow goes to a node 𝑛𝑏𝑎𝑐𝑘 ∈ 𝑁 . We added a set of such simulated defects (𝑛𝑜𝑢𝑡, 𝑛𝑏𝑎𝑐𝑘) to the created SUT models; we denote
the set of these defects in an SUT model 𝐺 as 𝜒(𝐺).

The number of (𝑛𝑜𝑢𝑡, 𝑛𝑏𝑎𝑐𝑘) defect pairs in each 𝐺 was set as a random number in the interval ranging from 1
3 || to

2
3 ||, and

both interval boundaries were rounded to the nearest integer. In every LCZ, where defect pairs are generated, their number was
equal to a random number in the interval ranging from 1

3 to
2
3 of the total number of combinations of the reachable LCZ IN and

CZ OUT nodes of this LCZ, both of which are rounded to the nearest integer.
The overall properties of the SUT models employed in the experiments are summarized in Table 2, in which we present the

minimal (𝑀𝐼𝑁), maximal (𝑀𝐴𝑋), average (𝑥), and median (𝑥) values for the individual model properties, as discussed previously.
The computation of 𝑇 was performed on a machine running the Windows 10 platform and Java version 15.0.1 with the following

hardware configuration: Intel(R) Core(TM) i5-10210U CPU @ 1.60 GHz, clock frequency of 2.11 GHz, 16 GB RAM, with an SSD
disk.

8.3. Evaluation results

We describe the results of the EPP, SPC, and ANT algorithms for the coverage criteria specified in Section 5. The overall results
of the algorithm are presented in Section 8.3.1. As presented in Section 8.3.2, the algorithm is analyzed, which yields the optimal
results for the individual SUT models. Finally, we analyzed the effectiveness with which test cases produced by the individual
algorithms detected the simulated limited connectivity network defects that are present in the SUT models.

8.3.1. Properties of test sets produced by the compared algorithms
First, we compare the properties of 𝑇 generated by the individual algorithms using the evaluation criteria  introduced in Table 1.

The results are averaged for all 150 SUT models for the AllBorderCombinations test-coverage criterion summarized in Table 3 and
are presented in Fig. 4. The results for the EachBorderOnce criterion are summarized in Table 4 and are further visualized in Fig. 6.

For the AllBorderCombinations coverage, the ANT algorithm exhibits a significantly lower average value of |𝑇 | than the EPP
nd SPC algorithms, yielding similar results for this criterion. The average ANT |𝑇 | is 50% smaller than the average |𝑇 | of the EPP
lgorithm. The average |𝑇 | of EPP is only 1.8% smaller than the average |𝑇 | of the SPC (see Table 3 and Fig. 4). Furthermore,
he ANT algorithm outperformed the EPP and SPC in terms of the average total length of test cases 𝑙(𝑇 ). The ANT’s average 𝑙(𝑇 )
s 15% smaller than the EPP and 20% smaller than the SPC. Considering the criterion 𝑏_𝑛𝑜𝑑𝑒𝑠 that represents the average number
f border nodes in 𝑇 , the ANT algorithm yields the superior result, which is approximately 26% less than the EPP, and its result
s approximately 1.5% smaller than that of the SPC algorithm. The results of the ANT algorithm for |𝑇 |, 𝑙(𝑇 ), and 𝑏_𝑛𝑜𝑑𝑒𝑠 are
ompensated by the longer test cases produced by this algorithm. Considering |𝑡|, the average value of the results rendered by the
ANT algorithm is 85% higher than that of the SPC algorithm and 90% higher than that of the EPP algorithm.

Table 3 lists the average runtimes of the compared algorithms in milliseconds. For this criterion, EPP emerges as the fastest
algorithm with an average runtime of 3.96 ms, which is followed by SPC with an average runtime of 8.44 ms. The ANT algorithm

3 List of the projects is available in XLSX, CSV, Open Excel, and PDF formats at: http://still.felk.cvut.cz/lnct/.
19

http://still.felk.cvut.cz/lnct/


Internet of Things 22 (2023) 100706M. Klima et al.

a
i

c

a
w

Fig. 4. Algorithm and portfolio strategy comparison for 𝐴𝑙𝑙𝐵𝑜𝑟𝑑𝑒𝑟𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 coverage through the evaluation criteria  .

considered a considerably longer time to compute 𝑇 , i.e., 190.05 ms on average. The longest run time measured during the
experiments are 65.30 ms for EPP (for SUT model 𝑖𝑑 = 137, |𝑁| = 221, and |𝐸| = 377, refer to Table 2), followed by 0.54 s
for SPC (SUT model 𝑖𝑑 = 121, |𝑁| = 83, and |𝐸| = 144) and by 6.22 s for ANT (SUT model 𝑖𝑑 = 148, |𝑁| = 376, and |𝐸| = 522).
For the largest SUT model (|𝑁| = 442 and |𝐸| = 606, 𝑖𝑑 = 150 in Table 2), the runtime of the SPC algorithm is 13.90 ms, followed
by those of the EPP algorithm with 51.88 ms and ANT algorithm with 1.39 s.

The results for |𝑇 | are similar to those for AllBorderCombinations for the EachBorderOnce coverage criteria. The ANT algorithm
possesses the smallest average size of the produced test set, which is 41% smaller than that of the average |𝑇 | for the test sets
produced by SPC, and 41% smaller than that of the average |𝑇 | for the EPP algorithm (refer to Table 4 and Fig. 6). In contrast, the
verage 𝑙(𝑇 ) differs for EachBorderOnce coverage compared to AllBorderCombinations coverage. The average 𝑙(𝑇 ) is approximately
dentical for the ANT and SPC algorithms, with a difference of only approximately 0.5
The average numbers of unique nodes 𝑢_𝑛𝑜𝑑𝑒𝑠(𝑇 ) and unique edges 𝑢_𝑒𝑑𝑔𝑒𝑠(𝑇 ) contained in 𝑇 for the EachBorderOnce coverage

criteria are similar to those for the previous AllBorderCombinations coverage. The ANT algorithm visits the largest number of unique
nodes and edges on average, whereas the EPP algorithm visits the smallest number of unique nodes and edges on average. The ANT
possesses 11% more 𝑢_𝑛𝑜𝑑𝑒𝑠(𝑇 ) and 13% more 𝑢_𝑒𝑑𝑔𝑒𝑠(𝑇 ) on average compared with the same criteria for the test sets produced by
the EPP algorithm, and 9% more 𝑢_𝑛𝑜𝑑𝑒𝑠(𝑇 ) and 7% more 𝑢_𝑒𝑑𝑔𝑒𝑠(𝑇 ) produced by the SPC algorithm.

The trend in the average value of |𝑡| is similar for the EachBorderOnce criterion compared to the previous AllBorderCombinations
overage. The test sets produced by the ANT algorithm exhibit more than an 87% larger average |𝑡| than those produced by the
SPC algorithm. Moreover, they have a 97% larger average |𝑡| than the EPP algorithm, which produced test sets with the shortest
verage length of test cases. For EachBorderOnce, the EPP algorithm outperformed the others in the length dispersion criterion 𝑠(𝑇 )
hich is 15% lower than the average 𝑠(𝑇 ) of the SPC algorithm and 62% lower than the average 𝑠(𝑇 ) of the ANT algorithm.
The SPC and EPP algorithms yielded the same result equal to 0.19 for the average 𝑒𝑓𝑓 _𝑏_𝑛𝑜𝑑𝑒𝑠(𝑇 ) ratio, which is 17% less than

the average 𝑒𝑓𝑓 _𝑏_𝑛𝑜𝑑𝑒𝑠(𝑇 ) of 0.23.
Considering the average runtime of the algorithms (refer to the last line of Table 4), the EPP emerges as the fastest algorithm

with an average runtime of 3.27 ms, which is closely followed by the SPC with an average runtime of 4.45 ms. Similarly, as in the
AllBorderCombinations coverage criterion, the ANT algorithm required the longest time to compute 𝑇 , i.e., 135.40 ms on average.
The longest runtime measured during the experiments for the EachBorderOnce test-coverage criterion is 44.84 ms for the EPP (for
SUT model 𝑖𝑑 = 137, |𝑁| = 221, and |𝐸| = 377, refer to Table 2), followed by 0.27 s for the SPC (SUT model 𝑖𝑑 = 121, |𝑁| = 83,
and |𝐸| = 144), and by 4.08 s for ANT (SUT model 𝑖𝑑 = 148, |𝑁| = 376, and |𝐸| = 522).

The SUT models for which the EPP, SPC, and ANT algorithms required the longest time to compute 𝑇 for the AllBorderCombi-
nations and EachBorderOnce test-coverage criteria are the same. For the largest SUT model (|𝑁| = 442 and |𝐸| = 606, 𝑖𝑑 = 150 in
20
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Fig. 5. Overall statistics of the test set selection strategy for 𝐴𝑙𝑙𝐵𝑜𝑟𝑑𝑒𝑟𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠.

Table 2), the runtime of the SPC algorithm is 12.25 ms, which is followed by those of the EPP and ANT algorithms at 44.29 ms and
1.33 s, respectively.

8.3.2. Algorithms that produced superior test sets for particular SUT models
The averaged properties of 𝑇 produced by the individual algorithms, as discussed in Section 8.3.1, yielded beneficial insights

into the performance of the algorithms. However, it is only one of the possible viewpoints on the results. Moreover, we aimed to
determine the algorithm showing the optimal result (considering a particular ) for the individual SUT models.

First, the results for AllBorderCombinations coverage are presented in Fig. 5, and the results for EachBorderOnce coverage are
illustrated in Fig. 7. In Figs. 5 and 7, the 𝑦-axis presents the individual test-set evaluation criteria introduced in Section 6 on the
𝑥-axis, which are individual algorithms. Each number at the intersection of the axes represents the number of cases in which a
specific algorithm returns the optimal 𝑇 considering specific evaluation criteria. This number is visually emphasized by the size of
its surrounding bubble.

The difference between Figs. 5(a) and 5(b) lies in the comparison operator employed to select the winning algorithm. The ≥
comparator is utilized for the a part (left side) in these graphs. Therefore, if 𝑇1 exhibits a better value for the evaluation criterion
in the test sets 𝑇1 and 𝑇2 produced by Algorithms 1 and 2, then Algorithm 1 is considered the winner. Algorithms 1 and 2 are
considered winners when the value of the evaluation criterion is identical for both 𝑇1 and 𝑇2. For the b part (right side) of the graph
in Figs. 5 and 7, the > comparator is utilized such that when in the test sets 𝑇1 and 𝑇2 produced by Algorithms 1 and 2, 𝑇1 offers a
etter value for the evaluation criterion, and Algorithm 1 is considered the winner. No algorithm is considered a winner when the
alue of the evaluation criterion is identical for 𝑇1 and 𝑇2. The same difference applies to Figs. 7(b) and 7(a).
First, we characterized the performance of the algorithms using a > comparator. Fig. 5(b) indicates that the ANT algorithm

outperforms the others in several criteria for AllBorderCombinations coverage. This algorithm achieved the optimal result in 78%
of the SUT models for |𝑇 | in more than 75% of the models for 𝑒𝑓𝑓 _𝑒𝑑𝑔𝑒𝑠(𝑇 ), which is approximately 65% of the models for
𝑒𝑓𝑓 _𝑏_𝑛𝑜𝑑𝑒𝑠(𝑇 ), 64% for 𝑏_𝑛𝑜𝑑𝑒𝑠(𝑇 ), and 62% for 𝑙(𝑇 ). However, the EPP algorithm achieved the optimal results in the case of
50% and approximately 45% of the models for the |𝑡| and 𝑠(𝑇 ) criteria, respectively. Both the ANT and EPP algorithms returned
imilar results for the 𝑢_𝑛𝑜𝑑𝑒𝑠(𝑇 ) and 𝑢_𝑒𝑑𝑔𝑒𝑠(𝑇 ) criteria. For EachBorderOnce coverage, Fig. 7(a) illustrates a scenario similar to the
revious coverage criterion. The ANT algorithm outperformed the others in over 50% of the models for the |𝑇 |, 𝑙(𝑇 ), 𝑒𝑓𝑓 _𝑒𝑑𝑔𝑒𝑠(𝑇 ),
nd 𝑒𝑓𝑓 _𝑏_𝑛𝑜𝑑𝑒𝑠(𝑇 ) criteria. For 𝑏_𝑛𝑜𝑑𝑒𝑠(𝑇 ), the results are not as satisfactory, i.e., the ANT algorithm clearly wins for only 41% of
the models.

The EPP algorithm achieved the optimal value of |𝑡| for 56% of the models and 𝑠(𝑇 ) for approximately 45% of the models. This
scenario is similar to the case of the AllBorderCombinations criterion for the 𝑢_𝑛𝑜𝑑𝑒𝑠(𝑇 ) and 𝑢_𝑒𝑑𝑔𝑒𝑠(𝑇 ) criteria, wherein the ANT and
EPP algorithms won an equal number of cases.

The ANT algorithm achieved superior results for more than 80% of the cases considering |𝑇 |, 𝑒𝑓𝑓 _𝑒𝑑𝑔𝑒𝑠(𝑇 ), 𝑏_𝑛𝑜𝑑𝑒𝑠(𝑇 ),
𝑓𝑓 _𝑏_𝑛𝑜𝑑𝑒𝑠(𝑇 ), and 𝑙(𝑇 ) for the AllBorderCombinations coverage (depicted in Fig. 5(a)) criteria when more than one winner could be
llowed for the given criteria (using the > comparator). None of the other algorithms performed optimally for any of the remaining
riteria.
The results for the EachBorderOnce coverage criterion (Fig. 5(a)) cannot achieve a clear conclusion, i.e., the ANT algorithm wins

in more than 80% of the cases only in the |𝑇 | criteria.
21
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Table 3
Average values of evaluation criteria over all G for the AllBorderCombinations coverage criterion.
Evaluation criterion Algorithm

EPP SPC ANT Portfolio

|𝑇 | 6.46 6.58 3.24 3.24
l(𝑇 ) 96.47 102.79 81.82 71.08
u_edges(𝑇 ) 39.97 42.75 44.99 37.75
u_nodes(𝑇 ) 35.62 37.76 39.89 34.3
|𝑡| 12.48 12.85 23.82 12.27
s(𝑇 ) 3.22 3.56 8.35 2.83
b_nodes(𝑇 ) 25.13 25.52 19.96 18.7
eff_edges(𝑇 ) 0.58 0.6 0.75 0.75
eff_b_nodes(𝑇 ) 0.17 0.16 0.22 0.23
time [ms] 3.96 8.44 190.05 1.74

Table 4
Average values of evaluation criteria over all G for the EachBorderOnce coverage criterion.
Evaluation criterion Algorithm

EPP SPC ANT Portfolio

|𝑇 | 5.43 4.88 2.87 2.86
l(𝑇 ) 75.8 69.3 68.89 58.29
u_edges(𝑇 ) 38.25 39.7 43.22 36.43
u_nodes(𝑇 ) 34.85 36.37 38.95 33.68
|𝑡| 11.97 12.61 23.53 11.8
s(𝑇 ) 3.04 3.56 8.08 2.65
b_nodes(𝑇 ) 19.35 17.38 16.53 14.9
eff_edges(𝑇 ) 0.65 0.69 0.78 0.8
eff_b_nodes(𝑇 ) 0.19 0.19 0.23 0.24
time [ms] 3.27 4.45 135.40 1.18

Fig. 6. Algorithm and portfolio strategy comparison for 𝐸𝑎𝑐ℎ𝐵𝑜𝑟𝑑𝑒𝑟𝑂𝑛𝑐𝑒 coverage through the evaluation criteria  .
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Fig. 7. Overall statistics of the test set selection strategy for 𝐸𝑎𝑐ℎ𝐵𝑜𝑟𝑑𝑒𝑟𝑂𝑛𝑐𝑒.

8.3.3. Effectiveness of the detection of limited network connectivity defects in the SUT
A 𝑇 value satisfying the AllBorderCombinations test-coverage criterion activates 100% of the defect pairs defined in 𝐺, resulting

from the definition of AllBorderCombinations. Therefore, the results for EachBorderOnce warrant a more detailed analysis. In the
experiments, 𝑇 generated by the EPP detected 88% of the defect pairs on average for all SUT models. 𝑇 generated by SPC detected
88%, and 𝑇 generated by ANT detected 93% of these defects; these values are denoted as 𝜓 .

These results must be considered in the context of the 𝑇 size, i.e., 𝑙(𝑇 ). Herein, we consider 𝛹 = 𝜓∕ 𝑙(𝑇 ) as an indicator, and
e determine the effectiveness of 𝑇 in the activation (visiting) of defect pairs inserted in all SUT models in the experiment; 𝑙(𝑇 )
s the average of 𝑙(𝑇 ) for all SUT models. A higher 𝛹 indicates an improved effectiveness of the test sets generated by a particular
lgorithm. The 𝛹 values are 0.0116 for EPP, 0.0127 for SPC, and 0.0135 for ANT.

. Portfolio strategy

This project utilizes two levels of test coverage criteria  owing to the problem complexity, variability in 𝐺 topology, and
rinciple of individual algorithms that can generate 𝑇 . For a variety of test set evaluation criteria  , a portfolio strategy must be
sed to generate the most close-to-optimum 𝑇 for a general 𝐺.
As defined in Algorithm 13, the proposed portfolio strategy accepts 𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, , and  as inputs, generating 𝑇 as the output.

his strategy computes the individual 𝑇 for 𝐺 and 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 using the SPC, ANT, and EPP algorithms. Subsequently, it determines
he optimal 𝑇 by considering  . In particular, the SPC, ANT, and EPP algorithms can be executed concurrently to optimize the
omputation runtime.

Algorithm 13: 𝑝𝑜𝑟𝑡𝑓𝑜𝑙𝑖𝑜(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,, ): Compute 𝑇 for 𝐺 and 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 by SPC, ANT and EPP algorithms and determine
he best 𝑇 by 
Input : SUT model 𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, coverage criterion  and test set optimality criterion 
Output: set of test cases 𝑇

1 𝑇𝑆𝑃𝐶 ← ∅, 𝑇𝐴𝑁𝑇 ← ∅, 𝑇𝐸𝑃𝑃 ← ∅
2 𝑇𝑆𝑃𝐶 ← 𝑆𝑃𝐶(𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,)
3 𝑇𝐴𝑁𝑇 ← 𝐴𝑁𝑇 (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,)
4 𝑇𝐸𝑃𝑃 ← 𝐸𝑃𝑃 (𝐺, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,)
5 𝑇 ← a test set from {𝑇𝑆𝑃𝐶 , 𝑇𝐴𝑁𝑇 , 𝑇𝐸𝑃𝑃 } having the best value of given 
6 return 𝑇

The results of the portfolio strategy are presented in Fig. 4 for the AllBorderCombinations and in Fig. 6 for the EachBorderOnce
riteria. The average |𝑇 | for the AllBorderCombinations coverage is the identical to that for the ANT algorithm in terms of the results
f the portfolio strategy, which is approximately 50% smaller than the average |𝑇 | of the EPP and 51% smaller than the average
𝑇 | of SPC. The portfolio strategy returned 𝑇 with 13% smaller 𝑙(𝑇 ) (the total length of the test cases) than the ANT algorithm, 26%
maller than the EPP algorithm, and approximately 31% smaller than the SPC algorithm for the total length of the test cases.
Considering 𝑢_𝑒𝑑𝑔𝑒𝑠(𝑇 ), the portfolio strategy generates a value approximately 6% smaller than that of the EPP algorithm, which

s approximately 12% smaller than that of the SPC algorithm and more than 16% smaller than the results of this criterion for 𝑇
23
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generated by the ANT algorithm. For the 𝑢_𝑛𝑜𝑑𝑒𝑠(𝑇 ) criterion, only a 4% difference is observed between the results of the portfolio
strategy and EPP algorithm. Otherwise, the portfolio strategy has 9% smaller 𝑢_𝑛𝑜𝑑𝑒𝑠(𝑇 ) than the SPC algorithm, and 14% smaller
nodes than the ANT algorithm. Considering the average number of border nodes 𝑏_𝑛𝑜𝑑𝑒𝑠 in 𝑇 , the portfolio strategy yields a value
reater than 6%, which is smaller than the ANT algorithm, i.e., approximately 26% less than the EPP algorithm and 27% smaller
han the SPC algorithm.
The average |𝑇 | value is nearly the same for both the portfolio strategy and the ANT algorithm for EachBorderOnce coverage.

owever, the portfolio strategy returns 𝑇 with more than 41% lower |𝑇 | than the SPC algorithm and more than 47% lower values
han the EPP algorithm. The average value for the results generated using the portfolio strategy is more than 15% lower than that
f the ANT algorithm for the 𝑙(𝑇 ) criterion, which is nearly 16% lower than that of the SPC algorithm and more than 23% lower
han that of the EPP algorithm. Considering the 𝑢_𝑒𝑑𝑔𝑒𝑠(𝑇 ) criterion, the portfolio strategy achieves a nearly 5% lower value of this
riterion compared to the EPP algorithm, which is more than 8% smaller than the SPC algorithm, and nearly 16% smaller than the
NT algorithm. For the 𝑢_𝑛𝑜𝑑𝑒𝑠(𝑇 ) criterion, the portfolio strategy produces 𝑇 with a value more than 3% lower than that of the
PP algorithm; this is more than 7% smaller than that of the SPC algorithm, and nearly 14% smaller than that of the ANT algorithm.
The portfolio strategy selects the best 𝑇 for the individual results provided by the SPC, ANT, and EPP algorithms. Therefore, it

s not included in the overall statistics presented in Figs. 5 and 7.
For AllBorderCombinations, the portfolio strategy produced 𝑇 that detected 100% of the defect pairs defined in 𝐺. For

achBorderOnce, on average, the portfolio strategy produced 𝑇 which activated 95.6% of the defect pairs defined in individual
in the experiments. For the portfolio strategy, 𝑙(𝑇 ) is 58.29, and 𝛹 is 0.0164, which is 21%, 29

10. Discussion

The main finding from the performed experiments is that, despite the ANT yielding the best results for the number of criteria and
most SUT models (Figs. 5 and 7), it is not a clear winner that would yield the best 𝑇 considered for all SUT models. This scenario
occurs only once for |𝑇 | and AllBorderCombinations.

Fig. 5(a) shows that even the SPC algorithm for some criteria (e.g., 𝑢_𝑛𝑜𝑑𝑒𝑠(𝑇 ), 𝑒𝑓𝑓 _𝑏_𝑛𝑜𝑑𝑒𝑠(𝑇 ), or |𝑡|) returns results comparable
o those generated by the other two algorithms. Furthermore, the results generated by this algorithm seem to be better distributed,
specially when we look at those for the EachBorderOnce coverage depicted in Fig. 7(b). The SPC algorithms return results almost as
ood as the other two algorithms for all measured criteria, which range from the |𝑇 | criteria, which have the same size as the winner
n 22% of the cases, to the 𝑒𝑓𝑓 _𝑏_𝑛𝑜𝑑𝑒𝑠(𝑇 ) criteria, which return the same result as the winner in 48% of the cases. Thus, using the
hree algorithms examined in this study in the portfolio strategy presented in Section 9 is the optimal option for constructing the
est 𝑇 for 𝐺.
An analysis of the differences between the test sets generated using the portfolio strategy and the algorithm achieving the optimal

esult for the compared criteria for |𝑇 | indicates that 𝑢_𝑛𝑜𝑑𝑒𝑠(𝑇 ), |𝑡|, 𝑒𝑓𝑓 _𝑒𝑑𝑔𝑒𝑠(𝑇 ), and 𝑒𝑓𝑓 _𝑏_𝑛𝑜𝑑𝑒𝑠(𝑇 ) are close (less than 5%). Thus,
these results conclusively indicate that the winning algorithms are adequately designed and achieve optimal results for these criteria.
In contrast, the most significant difference between the results of the portfolio strategy and winning algorithms for both coverage
criteria is 15.4%, which corresponds to the 𝑙(𝑇 ) criterion for 𝑇 generated by the ANT algorithm under EachBorderOnce coverage.

The ANT algorithm generates a lower number (|𝑇 |) of longer test cases but with fewer steps in total (𝑙(𝑇 )), as revealed by
analyzing the functionality of individual algorithms. This result corresponds well with the algorithm principle: ants attempt to visit
more LCZs in a single test case. Shorter test cases are produced in the case of SPC; however, they may involve more steps in total.
This is a result of this algorithm’s ‘‘greedy’’ nature when traversing 𝐺. In contrast to ANT, SPC does not consider the proximity of
the individual LCZs. Moreover, the performance of EPP is slightly superior than that of the SPC optimization part presented in its
set-covering algorithm and by splitting the super test requirement to 𝑇 (refer to Algorithm 11).

The maximum runtime of the ANT algorithm during the entire experiment (6.22 s) was considered acceptable. This runtime was
for the SUT model with 376 nodes and 522 edges, which is a rare scenario in industrial praxis. We expect that models with more
than 100 nodes are less common. An analysis of the highest runtime versus runtime for the largest SUT model indicates that not
only does the 𝐺 size in terms of |𝑁| and |𝐸| play a role, but the graph topology combined with the presence of LCZs is more critical.
Interestingly, the SUT models for which the algorithms required the longest time to compute 𝑇 were identical for all algorithms and
both test coverage criteria. During runtimes, the principle of the algorithms and number of cycles present in 𝐺 play a significant
role.

Simulated defect pairs were defined in the SUT models for the effectiveness of 𝑇 in detecting limited network connectivity. The
ANT algorithm achieved the best results for the 𝛹 criterion in EachBorderOnce. Furthermore, the portfolio strategy outperformed
ANT by 21% in terms of 𝛹 . A simple defect type of limited network connectivity, activated by visiting either the LCZ IN or LCZ
OUT node, will be activated by the test set for both test coverage criteria proposed in this study. This scenario was also observed
with the AllBorderCombinations test-coverage criterion for defect pairs. The presented simulation yields initial insight. However, real
defects in an SUT must be investigated in a forthcoming study to evaluate this type of effectiveness more accurately.

11. Threats to validity

Several concerns can be raised regarding the validity of these experiments. First, the experimental data could be biased owing
to the small sample size. We executed all the algorithms in the experiment on 150 various SUT models to mitigate this potential
24
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problem, yielding a sufficient variety of situations in which the algorithms can exercise to draw conclusions. The SUT models are
elucidated in Section 8.2.

Second, the relevance of used SUT models to real-life cases of the workflows in real-time IoT systems is an issue of concern.
he analysis of 50 or more different real-time IoT systems is not feasible because of the confidential nature of internal structures
mployed in industrial IoT systems. A balance between the number of SUT models used in the experiments and their similarity to
eal-world cases should be determined to solve this problem. We utilized the process described in Section 8.2 to ensure that the SUT
odels approximated the real systems. The initial set of 22 workflows was based on real systems, and an extended set comprised the
emaining 98 models. Selected details of the workflows were applied to maintain the topology of the workflows in the remaining
UT models. Only 30 SUT models used in the experiments were generated using specialized software; these models were utilized
o ensure heterogeneous topology of the models.
Another concern was identified regarding the EPP algorithm used for comparison with the discussed algorithms. Among the

vailable algorithms suitable for serving as the baseline, the algorithm proposed by Li et al. [9] is the most recent. Furthermore, a
ossible bias may have resulted from the incorrect implementation of the EPP core, the set-covering algorithm [9]. This issue was
ircumvented by employing the original implementation of the algorithm reported by Offutt, Ammann, Li, Xu, and Deng.4
The algorithms were compared using the evaluation criteria related to 𝑇 (see Section 6). The defect detection power, i.e., the

umber of defects in an SUT discovered by a particular 𝑇 , was analyzed by simulating the defects concerning limited network
onnectivity in the SUT model. An initial insight into this effectiveness was obtained; however, further experiments are required to
btain more accurate data. Mutation testing [50,51] or defect-injection experiments [52] are required for several SUT instances with
ifferent sets of inserted defects to obtain more data. However, in principle, defects concerning limited network connectivity are
ifficult to simulate using code mutations or defect insertion. Therefore, an appropriate experiment must be designed to maintain
he objectivity of the experiment.

2. Conclusion

We proposed a novel technique for path-based testing of the behavior of an IoT system wherein the functionality of its components
as influenced by limited network connectivity. For example, when the network connectivity outage or bandwidth was limited, it
ould affect the functionality of a system component. This technique was based on modeling an SUT process or workflow aspect,
nd could capture the network outage probability in the model. The test cases included a flow of SUT functions, such that they
ere sequenced according to the test coverage criterion when the network connectivity was disrupted and restored. In contrast, the
umber of steps in other parts of the SUT model was minimal. Using this principle, the testing costs were minimized, and they were
ompared to other ad hoc approaches that could be considered for solving the problem. No previous path-based testing algorithms
ould be utilized directly because the direct support to follow a particular node (edge) after another node (edge) visited in the test
ase was not present in these algorithms.
The major contributions of this paper include: (1) the definition of LNCT in an IoT system from the viewpoint of system

unctionality, (2) two algorithms (a new SPC using the principle of the shortest path composition and ANT, a novel application of the
CO principle to solve the problem discussed), (3) a detailed evaluation of these algorithms in comparison to EPP as an alternative
ased on the established prime-path composition approach, and (4) a portfolio strategy that employed all of these algorithms to
btain the superior 𝑇 .
The ANT algorithm achieved the best results for most of the 150 SUT models employed in the experiments, considering the

valuation criteria of the defined test set, total number of test steps, average length of test cases, and other parameters (Table 1).
owever, SPC and EPP yielded better results than ANT in certain SUT instances.
We could consider 𝑙(𝑡) as the main criterion that approximated the potential effort required to execute the test cases for

ighlighting key findings. For the AllBorderCombinations test-coverage criterion and > comparator, the ANT algorithm clearly
chieved the optimal test set for 93 SUT models, whereas the SPC and EPP algorithms achieved the optimal test set for 14
nd 13 models, respectively. Observably, the ANT algorithm computed the best test set for the 78 SUT models concerning the
achBorderOnce and > comparator; the SPC and EPP algorithms computed the superior test set for 24 and 17 models out of 150
otal models. Therefore, although ANT was considered the best option (owing to the individual options of  used in this study)
o guarantee the optimal 𝑇 , all the algorithms examined must be combined in the portfolio strategy presented in this paper.
urthermore, this strategy achieved the best results, considering the potential of the produced test sets in detecting simulated defects
oncerning limited connectivity. In future research, we shall enhance the portfolio strategy by including other algorithms to compute
. The core principle of these algorithms will differ primarily from SPC, ANT, and EPP, aiming to improve the probability that the
dded algorithm will contribute to the computation of 𝑇 as optimally as possible for any given topology of the SUT model.
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