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ABSTRACT

Improved strategies are required for testing nanomaterials (NMs) to make hazard and risk assessment
more efficient and sustainable. Including reduced reliance on animal models, without decreasing the
level of human health protection. Acellular detection of reactive oxygen species (ROS) may be useful
as a screening assay to prioritize NMs of high concern. To improve reliability and reproducibility, and
minimize uncertainty, a standard operating procedure (SOP) has been developed for the detection of
ROS using the 2/,7’-dichlorodihydrofluorescein diacetate (DCFH,-DA) assay. The SOP has undergone an
inter- and intra-laboratory comparison, to evaluate robustness, reliability, and reproducibility, using
representative materials (ZnO, CuO, Mn,03, and BaSO4 NMs), and a number of calibration tools to nor-
malize data. The SOP includes an NM positive control (nanoparticle carbon black (NPCB)), a chemical
positive control (SIN-1), and a standard curve of fluorescein fluorescence. The interlaboratory compari-
son demonstrated that arbitrary fluorescence units show high levels of partner variability; however,
data normalization improved variability. With statistical analysis, it was shown that the SIN-1 positive
control provided an extremely high level of reliability and reproducibility as a positive control and as a
normalization tool. The NPCB positive control can be used with a relatively high level of reproducibil-
ity, and in terms of the representative materials, the reproducibility CuO induced-effects was better
than for Mn,0s. Using this DCFH,-DA acellular assay SOP resulted in a robust intra-laboratory repro-
duction of ROS measurements from all NMs tested, while effective reproduction across different labo-
ratories was also demonstrated; the effectiveness of attaining reproducibility within the interlaboratory
assessment was particle-type-specific.
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Introduction However, the use of ‘New Approach Methodologies (NAMs)’
in safety assessment requires robust and reliable in vitro and
in chemico tools to enable confidence in the toxicological
data obtained (ECHA 2016).

Intrinsic reactive oxygen species (ROS) production by NMs
represents a key mechanism by which certain NMs cause cel-
lular toxicity via oxidative stress. Measurement of intrinsic
ROS production in a cell-free environment may be used as a
screening tool to identify NMs which may be considered to

be biologically reactive and require further toxicity testing.

Nanotechnology is a key enabling technology of the 21st
century, with the exploitation of nanomaterials (NMs) in a
range of applications associated with many benefits for soci-
ety and the global economy. However, uncertainties regard-
ing the possible risks posed by the increasing number of
NMs and their diverse nanoforms (NFs) to human health and
the environment need to be better understood in order to
facilitate the success of this technology. With the continued

advancement of the 3R’s principle, advocating Replacement,
Reduction, and Refinement of animal studies, suitable and
reliable alternatives to animal testing are required for the
sustainable safety assessment of NMs in the future. In fact,
there is a legal obligation under REACH, EC No 1907/2006
(EC 2006) for companies to pursue alternative testing strat-
egies in lieu of data obtained from the use of animal models.

However, standardization of common techniques used to
detect ROS production by NMs is lacking and has led to the
generation of conflicting results and uncertainty in the utility
of these approaches for assessing potential hazards.

The lipophilic non-fluorescent molecule 2’-7'-dichlorodihy-
drofluorescein diacetate (DCFH,-DA) is a commonly used
tool to study cellular and acellular ROS produced in response
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to substances including combustion-derived particles (Wilson
et al. 2002; Wilson et al. 2007) and engineered NMs
(Foucaud et al. 2007; Rothen-Rutishauser et al. 2010; Sauvain
et al. 2013), and as such it is paramount that a robust
Standard Operating Procedure (SOP) is made available for
this method. The assay is based on measuring the oxidation
of the non-fluorescent probe 2',7'-dichlorodihydrofluorescein
(DCFH,), which when exposed to ROS yields the highly fluor-
escent 2',7'-dichlorofluorescein (DCF). DCFH,-DA was devel-
oped for use in oxidation experiments as a replacement for
fluorescin, which is relatively instable and can be oxidized to
its fluorescent form fluorescein. The improved stability in
long term storage obtained by acetylation (Brandt and
Keston 1965) did not influence the fluorescence properties of
the probe, and being an acetyl group could easily be
removed by hydrolysis in response to an alkaline solution or
enzyme activity (Brandt and Keston 1965). Later, this probe
was adopted in the assessment of ROS generated intracellu-
larly (Bass et al. 1983), with the diacetate moiety allowing
entry into cells, and subsequent cleavage of the diacetate by
cytosolic esterases (Bass et al. 1983).

Due to the high sensitivity of the probe to oxidants, the
DCFH,-DA assay is not specific to any one ROS and allows
for detection of a vast range of ROS/RNS (reactive nitrogen
species), such as RO-,, RO-, OH:, HOCIl, and ONOO (Doak
et al. 2009). For some free radicals, however, there is an
incongruence in opinions, singlet oxygen ('0,), for example,
has been reported to oxidize DCFH, (Daghastanli et al. 2008)
and conversely, to not react with DCFH, at all (Bilski et al.
2002). The non-discriminatory nature of the DCFH, probe has
led to its frequent use in vitro and in cell-free settings, deter-
mining ROS production by NMs such as carbon nanotubes,
fine and ultra-fine carbon black, titanium dioxide, zinc oxide,
silver, silver oxide, gold, copper phthalocyanine and copper
oxide (Karlsson et al. 2008; Rothen-Rutishauser et al. 2010;
Pal et al. 2012; Aranda et al. 2013; Schlinkert et al. 2015;
Hellack et al. 2017; Pang et al. 2017). In a comparison of
three acellular tests for assessing the oxidation potential of
NMs, Sauvain et al. (2013) found that ascorbic acid assay
(AA-assay) was not sufficiently sensitive nor robust enough
to detect ROS from carbonaceous and metal/metal oxide
(Me/MeOx) NMs. In addition, they found the DCFH, assay
was approximately 10 times more sensitive than the dithio-
threitol (DTT) assay in detection of intrinsic ROS generation.
Moreover, the DCFH, assay is quick, inexpensive and does
not require specialized equipment or technical expertise,
which should facilitate the potential wide-spread adoption of
this method.

Consensus on the appropriateness of the assay for detec-
tion of ROS by NM has been hindered by uncertainty in
results due to both inherent limitations of the assay itself
and differences in protocols leading to conflicting results.
One major problem inherent to DCFH, assay use is its
unstable nature. The DCFH, dye is slowly oxidized to the
fluorescent DCF species in the air and is also prone to
photo-oxidation by the laser light utilized for fluorescence
excitation. Thus, DCF detection can generate false-positive
results (Sarvazyan 1996; Wang and Joseph 1999) and

background values increase with time. Furthermore, there is
a lack of harmonization between protocols commonly used.
Variations amongst procedures relate to the use of oxidation
enhancing materials (e.g. horseradish peroxidase) to mimic
cellular conditions, and differences in incubation time, the
concentration of probe, particle preparation, suspension buf-
fer used, sonication conditions, and fluorescent wavelength
(Foucaud et al. 2007; Pal et al. 2012). Coupled with the
DCFH, sensitivity to auto-oxidation, differences in these vari-
ables across protocols will heavily influence their results,
making interpretation and comparisons with other literature
more difficult. Lack of quantitative representation of the
DCFH,-DA assay results also hinders the potential to com-
pare data between laboratories as results are most com-
monly represented as arbitrary fluorescent units (AU). This
issue could be potentially resolved with the use of reliable
methods for data normalization, such as the adoption of a
chemically stable fluorescein dose-response curve, or the
determination of reliable positive controls. Either approach
could facilitate the quantitative reporting of results and help
correlate the DCF signal generated in different laboratories,
or to compare studies conducted over time.

The DCFH,-DA assay, like most of the other conventional
colorimetric (dye-based) assays that have been used for NM
toxicity evaluations, was originally standardized and opti-
mized for chemical compounds and has often been adopted
with little modifications and method evaluation of the poten-
tial for NM interference. For example Doak et al. (2009)
reported that dextran-coated iron oxide NMs were able to
interfere with the fluorescence emission of DCF, the degree
of which varied according to the concentration of the dye
and the oxidation state of the NMs. The potential for interfer-
ence by the test NMs will need to be mitigated to increase
confidence in the assay results.

The limitations of the DCFH,-DA assay have previously
been addressed and basic assay conditions, such as selection
of suspension media, or operational parameters such as son-
ication method have been identified as highly influential to
the assay results (Pal et al. 2012), highlighting the need to
standardize the assay. Building on this previous work, this
paper describes an SOP that has been developed for a com-
monly used method for the detection of ROS via the DCFH,-
DA assay. The SOP has undergone an inter- and intra-labora-
tory comparison, which has included repeat testing on either
side of optimization procedures. We transparently describe
the testing of assay parameters which led to the develop-
ment of a provisional SOP, which underwent further refine-
ment during interlaboratory comparison of ROS generation
of a panel of representative NMs. Numerous procedures, per-
taining to data handling processes and assay controls, have
been employed to systemically assess which methods are
optimum for obtaining good reproducibility across different
laboratories, and with different operators.



Materials and methods
Development of standard operating procedure

Parameters tested before finalizing the SOP

During the development of the SOP a number of parameters
were evaluated to ensure the optimal conditions were used
and critical factors influencing the DCFH,-DA assay were
addressed within the SOP. The details of these are recorded
within supplemental material and included: selection of
appropriate positive controls, suitability of DCFH,-DA concen-
trations, the impact of proteins present in exposure medium,
the effect of storage of fluorescein diacetate (F-DA) on fluor-
escence signal, the effect of batch preparation on fluorescein
fluorescence reproducibility, assessment of fluorescence
quenching and enhancement due to NMs, and the impact of
plate location bias or cross-well contamination on fluores-
cence signals.

Final SOP
The full SOP is provided as supplemental material, and given
only briefly here.

Chemicals and materials. 3-Morpholinosydnonimine hydro-
chloride (SIN-1 hydrochloride) was sourced from Abcam; the
representative materials used included NMs of zinc oxide
(ZnO, JRCNMO01100a, formally NM-110) and barium sulfate
(BaSO4, NM-220) which were obtained from the European
Joint Research Center (JRC, Ispra, Italy) (JRC), manganese
oxide (Mn,0s) from Skyspring Nanomaterials, and copper
oxide nanopowder (ca. 15nm) (CuO) from PlasmaChem
(Berlin, Germany); Printex 90 nanoparticle carbon black
(NPCB) from Evonik/Degussa was used as a NM positive con-
trol; all other reagents/chemicals were sourced from Sigma.

DCFH,-DA assay. Hydrolysis of DCFH,-DA to DCFH, was per-
formed with incubation of 200 uM DCFH,-DA in 0.01 M NaOH
for 30min at room temperature, protected from light, fol-
lowed by the addition of 0.1 M PBS solution (pH7.4) to stop
the deacetylation. This provided 50 uM DCFH,, which was
further diluted to 10 uM with 0.01 M PBS. This solution was
kept on ice until use. The fluorescein diacetate (F-DA) stand-
ard curve was prepared with incubation of 200 uM F-DA in
0.01 M NaOH for 5min at room temperature, protected from
light. The reaction was stopped using 0.1 M PBS, generating
a fluorescein concentration of 50 uM, this was further diluted
with 0.01M PBS to 1uM followed by serial dilutions to
achieve the standard curve of 0.001, 0.004, 0.012, 0.037,
0.111, 0.333, 1.000 puM.

The representative materials, positive NM control (NPCB)
and positive chemical control (SIN-1) were prepared in phe-
nol red-free medium (MEM), either in the absence or pres-
ence of 2% fetal calf serum (FCS). Test particles and NPCB
were suspended at 1mg/ml, vortexed, and then ultra-soni-
cated in a sonicating water bath for 15min prior to dilution
to the required highest concentration (125 pg/ml for NPCB,
while test particles remained at 1 mg/ml); SIN-1 (stored in ali-
quots of 200mM in H,0) was diluted to 100 uM in MEM.
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Samples were vortexed before use, and further dilutions
were made using a 96-well, round-bottomed ‘loading’ plate
as depicted in the supplemental material, providing the fol-
lowing concentrations for test materials: 16, 31, 63, 125, 250,
500, 1000 pg/ml, for NPCB: 16, 31, 63, 125 ug/ml, and for SIN-
1: 12.5, 25, 50, 100 uM. These provided final assay concentra-
tions of 1.6, 3.1, 6.3, 12.5, 25, 50, 100 pg/ml for test materials,
1.6, 3.1, 6.3, 12.5ug/ml for NPCB, and 1.3, 2.5, 5, 10 uM for
SIN-1.

All reagents were added to a black clear-flat-bottom 96-
well plate (plate layout is provided in the supplemental
material) in triplicate. A volume of 250 pul of each fluorescein
standard curve concentration was added first, followed by
25ul of the no treatment (medium only), positive controls,
and test materials using a multi-channel pipette from the
loading plate, followed by 225ul DCFH, reaction mix. The
samples in the plate were then read immediately at ex/em
485/530, and then after 30, 60, and 90 min; between meas-
urements, the plate was stored at 37 °C, protected from light.
The assay was conducted with at least three independ-
ent replicates.

Particle interference. Any dose-dependent auto-fluorescence
or fluorescence quenching (or enhancement) was assessed
using PBS or an F-DA solution, respectively. The particles
were prepared as described above and added to a black
clear-bottom 96-well plate (plate layout is provided in the
supplemental material) in triplicate, instead of adding DCFH,,
225 pl of either PBS or 0.1 uM F-DA was added; the sample in
the plate were then read immediately using ex/em 485/530.

Refinement of SOP between first and second interlabora-
tory comparison. The method used in the two independent
interlaboratory comparison studies was similar, however in
the second study a strict order of reagent preparation was
used, and a common strategy for particle dilution and han-
dling was devised; the SOP provided in the supplemental
material is the final SOP, as used in the second interlabora-
tory comparison study.

Data analysis

A data analysis template is provided as supplemental mater-
ial, which includes considerations of the test for particle
interference in the DCFH,-DA assay, with an assessment
based on the variance between technical replicates, fitting of
the standard curve based on fluorescein fluorescence, and
time- or concentration-related saturation of DCF signal. Data
presented for this study used fluorescence values taken at
O0min subtracted from those at 90 min, given that a linear
relationship was observed during this time period.

In addition to using the fluorescein fluorescence to pro-
vide a molar value for DCFH, oxidation, the data from each
partner was normalized based on a comparison to the posi-
tive (NPCB and SIN-1) controls to provide a percentage
change based on these high values, or to negative (medium
only) controls as a ratio of change. Linear regression of log-
transformed values with post-hoc pairwise comparisons was
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Table 1. The key conditions selected for the provisional SOP.
SOP condition

NM dispersant MEM + 2% FCS

Test NM concentration range 1.6, 3.1, 6.3, 12.5, 25, 50, 100 pg/ml

Particle positive control NPCB: 1.6, 3.1, 6.3, 12.5 ug/ml

Chemical positive control SIN-1: 1.3, 2.5, 5, 10 uM

DCFH,-DA concentration 10uM

Time points 30, 60, and 90 min

F-DA standard curve 0.001, 0.004, 0.012, 0.037, 0.111, 0.333, 1.000 uM

Parameter

performed to compare both the dose-response slopes and
mean values across the different partners utilizing each of
the different normalization methods. Dose-response curves
using AU were further assessed to allow the effective con-
centration (EC) 50 calculation by fitting a Hill-slope.
Comparison of data achieved in intra-laboratory comparison
was assessed by ANOVA and Tukey post-hoc analysis.
Statistical analysis was completed using Stata (v16) or SPSS.

Results
Optimization of initial SOP parameters

Before the provisional SOP was written a number of parame-
ters were tested to ensure that optimum conditions were
selected. These are described in more detail in the supple-
mental material, and therefore only briefly summarized here.
The selected conditions for the key parameters of the initial
SOP are summarized in Table 1.

Two commonly applied chemical positive controls, tert-
Butyl hydroperoxide (t-BHP) and SIN-1, were compared
(Figure S1). SIN-1 was shown to be far more reliable than t-
BHP, in terms of the linear relationship between dose and
signal, the reproducibility across replicates, and the stability
of these oxidants overtime after preparation. SIN-1 was
therefore suggested as a more reliable positive control
within the SOP.

Fluorescence generated by two different DCFH, concen-
trations (10 and 50 uM) were tested over time in response to
various concentrations of the chemical positive control, SIN-1
(Figure S2). Although absolute fluorescence signals were
similar for each DCFH, concentration, when presented as a
ratio to the negative control, the higher background signal
of 50 uM resulted in less sensitive signals in response to SIN-
1 and therefore 10 uM DCFH, was selected for the SOP.

The impact of using water or cell culture medium (MEM)
in the preparation of NMs for the assay, as well as the effect
of including fetal calf serum (FCS) on the fluorescence signal,
was assessed using NPCB, CuO, and titanium dioxide NMs
(TiO, NMs) (Figure S3). The use of MEM as a suspension
media resulted in a lower signal compared to water, which
was further reduced by the inclusion of FCS for each NM
tested. However, as shown in Table S1, the use of FCS pro-
vided a far better particle dispersion than without FCS, iden-
tified by a lower particle diameter in all cases, and a lower
polydispersity index (PDI). The improvement in dispersion
induced by FCS was true for both suspensions in water and
in MEM. Although water with FCS demonstrated a slightly
better dispersion than MEM with FCS, the presence of salts
and protein in the MEM suspension media is considered

more reflective of the physiological environment of human
exposure, therefore for the remaining studies, NMs were pre-
pared in MEM containing 2% FCS.

The dispersion method was further optimized using vari-
ous dispersion protocols as described in Table S2. Briefly,
methods of alcohol pre-wetting, suspension using water with
FCS, and suspension immediately in assay-relevant media
were compared, alongside a comparison of preparation ves-
sels, using both plastic and glass. The most reliable particle
suspensions were obtained using an initial dispersion of par-
ticles in plastic bijous tubes at 1 mg/ml in phenol red-free
MEM plus 2% FCS, followed by sonication for 15min in a
sonicating water bath; these conditions performed better
than when different dispersion aids were tested, and better
than when suspension as in glass or in other plastic vessels
such as Eppendorf tubes.

The stability of F-DA with various storage conditions and
the reproducibility of performing multiple batch preparations
(Figures S4 and S5), where it was shown that samples main-
tained a consistent and repeatable dose-dependent fluores-
cence signal after storage at —20°C. This was true for the
same batch assessed at different time points during a
12-week period, for different batches prepared and stored
for periods of up to 8 weeks, and for different batches pre-
pared and assessed on the same day. Increasing F-DA con-
centrations were included on each experimental assay plate
to generate a standard curve for fluorescein production.

The impact of plate location bias or cross-well contamin-
ation of a fluorescence signal was tested under the condi-
tions of this SOP (Figures S6 and S7), and as none were
found, it was possible to preserve identical plate formats
throughout testing.

The use of F-DA for identifying fluorescence quenching
(to control for potential assay interference by NM) is shown
in Figure S8. The optimal concentration for detecting an
interference effect was determined to be 0.1 uM.

Interlaboratory comparison - ranking of
representative materials

Five contributing partners measured DCFH, oxidation in
response to NMs of the following materials ZnO, BaSO,,
Mn,0s, and CuO, following the first iteration of the SOP
(Figure 1, Table 2 and supplemental material). Although the
absolute fluorescence values were often considerably differ-
ent across partners, all partners identified ZnO and BaSO, as
low-ROS-producing and Mn,0s; and CuO as high-ROS-pro-
ducing NFs. Potential interference of the NMs in the assay
was tested, with respect to either fluorescence quenching
and enhancement or auto-fluorescence, and none was found
(Figures S9 and S10).

First interlaboratory comparison and effectiveness of
normalization

Results generated by each partner were compared over time
and NM concentration, to an NM positive control (NPCB), a
chemical positive control (SIN-1), a standard curve of
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Figure 1. (A-E) Interlaboratory comparison by five partners of DCFH, oxidation by ZnO, BaSO4, Mn,0s, and CuO using provisional SOP (conducted during first
interlaboratory comparison). Data represents the mean and SD of at least three independent replicates, and are expressed as arbitrary fluorescence units.

Table 2. Hydrodynamic diameter (by DLS) of ZnO, BaSO4, Mn,03 and CuO when suspended in MEM with 2% FCS after sonication in different ultra-sonicating

water baths for 15 min.

Partner 1 Partner 2

Partner 3 Partner 4

Sonication bath Ultrawave, QS25

Ultrawave, QS25

Bandelin Sonorex RK510 Elmasonic S100

Energy input (J/s) 400 400 160 150

Sample Z-av. (nm) PDI Z-av. (nm) PDI Z-av. (nm) PDI Z-av. (nm) PDI
Cuo 178.2+27.4 0.4+0.06 285.5+118.6 0.53+0.09 275.6 +206.8 0.55+0.18

Mn,03 279.8+6.8 0.23+0.01 362.4+27.9 0.34+0.06 297.1+87.3 0.39+0.15 348.6+11.4 0.25+0.01
Zn0 462.7 +33.9 0.33+0.03 452.4+149.5 0.42+0.11 496.1+75.6 0.42+0.07 380.2+10.2 0.2+0.01
BaSO4 283.6+46.5 0.6 +0.09 281.5+ 1343 0.6+0.11 549.1+305.7 0.59+0.11 300.7+10.2 0.25+0.15
NPCB 338.5+19.3 0.52+0.08 285.9 +56.1 0.49+0.11 408.8+112.6 0.67 +£0.13 281+8.1 0.33+0.03

Data shows average particle diameter (Z.av) and uniformity of these measurements with a polydispersity index (PDI).

fluorescein fluorescence, and negative control of medium
only. The 90 min time point was chosen for most compari-
sons, although some consideration has been given to earlier
time points. Statistical analysis was performed using linear
regression, and dose-response curve evaluation.

DCFH, oxidation by SIN-1, NPCB, CuO, and Mn,03 meas-
ured by all partners in the first interlaboratory comparison
study were plotted side-by-side in Figure 2. The data are
expressed as arbitrary fluorescence units as well as with each
of the normalization methods applied, that is, by standard
curve, positive controls, and negative control. ZnO and
BaSO, were excluded from further data analysis as these NM
did not generate a response greater than background values.
For the first interlaboratory comparison study, there was a
clear variation between partners in AU with orders-of-magni-
tude differences in the concentration-response curve found
between partners for each of the NM and SIN-1 control.
Normalization of data to F-DA standard curve, positive con-
trols (NPCB and SIN-1), and negative control (medium only)
appeared to reduce the magnitude of variation observed
between partners.

Using the pairwise comparisons, it was possible to identify
a maximum number of statistically significant differences
that were possible when comparing different partners. For
any and every given data set (i.e. each of the individual
graphs in Figure 2), there were ten pairwise comparisons
made in the first interlaboratory study: partner 1 to partners
2, 3, 4, and 5, partner 2 to partners 3, 4, and 5, and so forth.
However, due to only four partners conducting the second
interlaboratory study, only six pairwise comparisons were
possible. To allow direct comparison of the performance of
the two interlaboratory studies we, therefore, have expressed
these pairwise comparisons as a percentage of total possible,
that is, out of ten in the first study, and out of six in the
second study. Two metrics were included in each pairwise
comparison, the differences in mean fluorescence AU and
the differences in the slope of the exposure concentration-
response, represented in Figure 3 by whole and dashed lines,
respectively.

Prior to data normalization, there were substantial differ-
ences found between partners’ mean data values, with
almost all possible data comparisons between partners indi-
cating significant differences. It was observed that 70%, 90%,
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Figure 2. First interlaboratory comparison, conducted with the original SOP, of DCFH, oxidation by SIN-1, NPCB, CuO, and Mn,0s, and expressed as arbitrary fluor-
escence units as well as by each method of normalization: standard curve, positive controls (SIN-1, NPCB) and negative control (medium). The data is of five contri-
buting partners, is presented as a log-scale for both axis, and represents the mean and SD of at least three independent replicates. (N.A. Not applicable).
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Figure 3. Pairwise differences between partners during first interlaboratory comparison study. In each column are differences shown in evaluation of SIN-1, NPCB,
CuO, or Mn,03, and rows are differences found when using arbitrary fluorescence units or when data was normalized to negative control values; statistically signifi-
cant differences between mean values are shown with lines, and between slopes with dotted lines.

90%, and 80% of all pairwise comparisons of mean fluores- indicating a more reproducible data set; however, the most
cence AU were significantly different for SIN-1, NPCB, CuO, striking change was the normalization using the SIN-1 data
and Mn,Os data, respectively. All methods of normalization to standardize results of other substances, where differences
(extrapolation from standard curve, and comparison to posi- in mean fluorescence among all partners were no longer
tive and negative controls) reduced the statistically signifi- statistically significant after normalization. When comparing
cant differences between partner slopes and means, the slopes of the exposure concentration-response curves,
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Table 3. Number of pairwise differences between partners in interlaboratory comparison studies.

1st interlaboratory study

2nd interlaboratory study

Number of pairwise differences observed between participating laboratories

Comparison of means (significant differences: out of a potential 10)

Comparison of means (significant differences: out of a potential 6)

Arb. units Mol. % SIN-1 % NPCB Med. Arb. units Mol. % SIN-1 % NPCB Med.

SIN-1 7 1 0 0 SIN-1 2 1 0 0
NPCB 9 5 2 1 NPCB 3 3 1 0
CuO 9 6 4 6 Cuo 3 3 4 1 1
Mn,03 8 5 1 5 2 Mn,03 2 0 3 3 3

Comparison of slopes (significant differences: out of a potential 10) Comparison of slopes (significant differences: out of a potential 6)

Arb. units Mol. % SIN-1 % NPCB Med. Arb. units  Mol. % SIN-1 % NPCB Med.
SIN-1 0 0 0 0 SIN-1 0 0 0 0
NPCB 1 1 1 1 NPCB 0 0 0 0
CuO 5 5 5 5 5 Cuo 0 0 0 0 0
Mn,03 6 6 6 6 6 Mn,05 3 3 3 3 3
Percentage of total possible pairwise differences — using data presented in upper half of table
Comparison of means (significant differences: % of maximum) Comparison of means (significant differences: % of maximum)
Arb. units Mol. % SIN-1 % NPCB Med. Arb. units Mol. % SIN-1 % NPCB Med.

SIN-1 70 10 0 0 SIN-1 33 17 0 0
NPCB 90 50 20 10 NPCB 50 50 17 0
Cu0 90 60 40 40 60 Cu0 50 50 67 17 17
Mn,03 80 50 10 50 20 Mn,03 33 0 50 50 50

Comparison of slopes (significant differences: % of maximum) Comparison of slopes (significant differences: % of maximum)

Arb. units Mol. % SIN-1 % NPCB  Med. Arb. units Mol. % SIN-1 % NPCB Med.

SIN-1 0 0 0 0 SIN-1 0 0 0 0
NPCB 10 10 10 10 NPCB 0 0 0 0
Cu0 50 50 50 50 50 Cu0 0 0 0 0 0
Mn,03 60 60 60 60 60 Mn,03 50 50 50 50 50

For each individual data set (identified as individual graphs in Figures 2 and 4) the number statistically significant differences between the data collected by par-
ticipating laboratories were calculated; in this assessment a high number reflects a low level of reproducibility across participating laboratories. Significant differ-
ences were noted when p <0.05 for mean values as well as exposure concentration-response curve slopes, and expressed as a number per total possible
differences, or as % of total possible differences. The columns noted as Arb. Units, Mol., % SIN-1, % NPCB and Med. represent statistical analysis of data from
raw fluorescence arbitrary units (Arb. Units), or of data analyzed after normalization by extrapolation of a molar fluorescein concentration using the standard
curve (Mol.), or normalization through comparison to positive (% SIN-1, % NPCB) and negative (Med.) controls.

SIN-1 and NPCB were already similar across partners, with
either 0 or 10% differences found, respectively, which did
not change with normalization; CuO and Mn,0; slope data
were more dissimilar for AU (50%) and after normalization,
with 60% of possible differences found, regardless of normal-
ization method applied. An example of where these statistic-
ally significant differences within the first interlaboratory
comparison can be seen is given in Figure 3 for AU and nor-
malization by negative control, with pairwise data (p-values
and confidence intervals for this example shown in Tables S3
and S4); the complete number of statistically significant pair-
wise differences are shown in Table 3, with all other compar-
isons shown in Figure S11.

SOP refinement and second interlaboratory comparison

Following analysis of the initial data set, the SOP was refined
and interlaboratory comparison was repeated by 4 partners
for SIN-1, NPCB, CuO, and Mn,0s (Figure 4). Refinement to
the SOP was minimal as the key conditions outlined in Table
1 remained unchanged, however, a more detailed SOP was
generated to better align the assay process, for example, tim-
ings for reagent preparation, selection of plastics. The final
SOP is fully described in SI.

The use of a revised SOP in the second interlaboratory
comparison appeared to improve the reproducibility
between partners; for partners’ mean fluorescence AU 33%,
50%, 50%, and 33% of possible significant differences were
found for SIN-1, NPCB, CuO, and Mn,Os data, respectively.
Normalization of SIN-1 data, by extrapolation from the stand-
ard curve and comparison to positive and negative controls,
was shown to improve this reproducibility, while reproduci-
bility of the NPCB data was improved with normalization by
comparison to the negative control or SIN-1. Normalization
of CuO and Mn,0Os; data by any method did not improve
reproducibility. The reproducibility of the slopes obtained for
SIN-1, NPCB, and CuO was greatly improved in the second
interlaboratory comparison compared to the first, with no
significant differences observed between partners. In contrast
reproducibility of the slope for Mn,O3; data between labs
was only partially improved (from 60% differences between
partners in the first interlaboratory study compared to 50%
differences in the second study), and not changed with data
normalization. All the specific pairwise comparisons for the
second interlaboratory comparison can be seen in
Figure S12.

The reproducibility between partners was further assessed
through the generation of EC50 values (Figure 5 and Table
4). The SIN-1 dose-response was reproduced well across all
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Figure 5. Dose response curve (as hill-slope) for EC50 calculations of data collected in the original (A, C, E, G) and revised (B, D, F, H) SOP for DCFH, oxidation by
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Table 4. EC50 values for DCFH, oxidation by SIN-1, NPCB, CuO and Mn,03
collected during the original and revised SOP.

P1 P2 P3 P4 P5 Av. Sb cov
1st interlaboratory comparison — data from 30 min
SIN-1 - 37.0 35.9 37.0 334 40.0 36.6 24 65
NPCB 629 68.1 52.1 57.1 54.6 59.0 65 11.0
Cu0 3609 559.2 2295 430.7 429.2 401.9 120.1 299
Mn,05 252.2 154.5 93.2 380.8 310.3 238.2 115.9 487
1st interlaboratory comparison — data from 60 min
SIN-1 353 35.6 379 34.7 39.0 36.5 19 5.1
NPCB 555 61.6 49.8 55.0 51.7 54.7 45 82
Cu0 3312 527.8 257.8 388.0 397.7 380.5 99.4 26.1
Mn,0; 223.9 1335 121.5 363.7 3323 235.0 111.1 47.3
1st interlaboratory comparison — data from 90 min
SIN-1 35.0 36.0 38.1 356 38.8 36.7 16 45
NPCB 58.9 54.8 48.0 553 50.9 53.6 42 79
Cu0 3032 4771 2416 354.8 365.8 3485 87.1 250
Mn,05 262.3 164.0 1315 347.9 3245 246.0 95.7 389
2nd interlaboratory comparison — data from 90 min
P1 P2 P3 P4 - Av. SO cov
SIN-1 335 34.5 327 34.9 - 339 1.0 3.0
NPCB  62.0 58.2 28.6 49.2 - 49.5 15.0 30.2
CuO  340.0 377.0 398.7 2441 - 340.0 68.3 20.1
Mn,05 258.7 2774 83.1 166.6 - 196.5 89.7 457

DCFH, oxidation was recorded over a 30, 60, or 90 min period.

partners in both studies, with an average EC50 of 36.7 uM,
with 1.6 SD and a coefficient of variation (COV) of 4.5 for the
original SOP and an average concentration of 33.9 uM, with
1.0 SD and a COV of 3.0 COV for the revised SOP. Data col-
lected for NPCB by the original SOP was also relatively con-
sistent across partners, with an average EC50 of 53.6 ng/ml
with 4.2 SD and 7.9 COV. However this was not reproduced
with the revised SOP, although the average EC50 was similar
at 49.5ug/ml, the variation between partners was greater,
with 15.0 SD and 30.2 COV. EC50 values for CuO and Mn,0;
were similar across each study for individual partners, but
the large variation seen between partners in the first interla-
boratory comparison was not improved with the revised SOP
Table 4.

The EC50 values from dose curves generated at different
time points of incubation of NMs with DCFH, were also com-
pared. In general, the COV was greater at earlier time points
compared to later time points (Table 4). The full range in
EC50 values can be seen in Table S5. The reproducibility of
each partner was further assessed through examination of
variation within partner replicates and can be seen in Table
S6. As a generalization, one partner was shown to be rela-
tively consistent across both studies, while three partners
improved the consistency of replicates with the use of the
revised SOP, reflected by the changes in COV observed for
analysis of SIN-1, NPCB, CuO, and Mn,0s. This is an import-
ant distinction, as the revised SOP incorporated the method-
ology of this first partner, with other partners adopting this
methodology.

Intralaboratory comparison

The results from two contributing partners (Partner 1 and
Partner 2) operating within the same laboratory facility were
compared. Each partner followed each iteration of the SOP,
and the results were compared based on AU only (Figure 6).

TOXICOLOGY MECHANISMS AND METHODS ‘ 447

The 90 min time point was chosen for these comparisons,
and statistical analysis was performed using ANOVA.

Using the provisional SOP a significant difference in ROS
generation was detected between the contributing partners
at the highest concentrations of SIN-1 (100 uM), NPCB (62.5
and 125 pug/ml), and Mn,03 (1000 png/ml). However with opti-
mization of the SOP, the same treatment panel was assessed
(Figure 7), and no significant differences were observed.

Discussion

In general, the interlaboratory comparison demonstrated that
arbitrary fluorescence units show high levels of partner vari-
ability, and that normalization improved variability but did
not remove it. Excluding the NMs which did not show ROS
production in this assay (ZnO and BaSO,), DCFH, oxidation
by all test substances (Mn,03, CuO, and NPCB) were shown
to be significantly variable across the contributing partners.
However, this is true only when the magnitude of the effect
was considered, and this effect was improved upon by intro-
ducing methods of normalizing the collected data, with the
greatest improvement evident in the use of the SIN-1 con-
trol, or the normalization to the negative/background control
values. Reproducibility was further improved with optimiza-
tion of the SOP, with less significant differences observed
between contributing partners when considering the magni-
tude of effect, again further improved with data normaliza-
tion, particularly to the values of the negative controls.

Performance of the SOP

There are a number of factors that can be considered in the
design of a reliable protocol, in fact, there has previously
been a cause-and-effect assay design process reported for
the development of in vitro tests, initially for the MTS assay
(Rosslein et al. 2015). In this process, the authors noted a
number of sources of assay variability, including cell main-
tenance, pipetting, instrument performance, chemical posi-
tive control, assay protocol, and engineered NM handling
and characterization. In terms of instrument performance, we
incorporated a number of control and calibration treatments
to assess whether the use of different instruments, with dif-
ferent performances, could still provide reliably similar
results. We also provided an analysis template that contained
certain validation checks to ensure that the data collected by
each partner did not present any discordant results as a
result of instrument limitations. We tested, and confirmed
the reliability of chemical positive control (SIN-1), as well also
included a positive particle control (NPCB); the assay proto-
col, contained many of the considerations identified and dis-
cussed by Rosslein et al. (2015), including age and storage
time of reagents, a method to account for background signal
levels, and timings to account for optical degradation of
reagents; for engineered NM handling, an equivalent disper-
sion protocol was used, and interference within the assay
was tested. In their recent publication, Petersen et al. (2020)
identify specific parameters relating to cause-and-effect assay
design for the DCFH,-DA assay in cells, including instability
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of the DCFH,-DA reagent with time, and the potential of it light, as well as operate under a relatively strictly
to be degraded by light. Our assay design would already timed procedure.
address these issues with efforts to protect reagents from



In the assessment of an exposure concentration-response
it was already evident in the first interlaboratory comparison
that for some substances (particularly NPCB) the level of
reproducibility was already very high; with the statistical
comparisons made between contributing partners for this
data set alone there would be a possible ten significant dif-
ferences (Partner (P)1 to P2, P3, P4, and P5; P2 to P3, P4, and
P5; P3 to P4 and P5; P4 to P5), and only one significant dif-
ference out of this possible 10 was observed. CuO and
Mn,0s both were shown to present a better reproducibility
when considering the shape of the exposure concentration-
response curve rather than the magnitude of effect. With the
revised SOP, the exposure concentration-response compari-
son was greatly improved, with no significant differences
observed between partners for NPCB or CuO NMs, while
Mn,0s was slightly improved. The strength in reproducibility
demonstrated by NPCB under this metric was further demon-
strated by the closeness of the EC50 concentrations. In gen-
eral, for the NMs used, we would suggest that measurement
of ROS produced by NPCB was attained with the greatest
level of accuracy, followed by CuO and then Mn,Os; more-
over, the chemical control used, SIN-1, was demonstrated as
particularly reproducible.

We have opted for use of a 90 min period for use in data
analysis, but this was reliant on the fluorescence signal main-
taining a linear increase to ensure that no saturation of the
reaction had occurred (a factor addressed in our data ana-
lysis template). The use of shorter times has been discour-
aged by Pal et al. (2012) as being unreliable for use in
ranking of NM intrinsic ROS-generating potential. Our data
presented here is in line with the suggestion by Pal et al.
(2012). COV between EC50 values obtained by the contribu-
ting partners increased with decreasing incubation time,
meaning that the reproducibility of data collected by differ-
ent laboratories was improved by extending the measure-
ment time to 90 min.

Refinement of the SOP resulted in a more detailed and
definitive protocol and included the addition of a loading
plate for particle preparation. The success of this revised
protocol was promising, but not completely conclusive.
When using EC50 values as a guide, an improved reproduci-
bility was shown for SIN-1 and CuO NMs, while ROS gener-
ated by NPCB and Mn,0s; were found more consistent with
the original protocol. However, when considering the statis-
tically significant differences in the magnitude and slope,
assessed by linear regression, there were less significant dif-
ferences between contributing partners in all test materials
in the second protocol compared to the first. It is possible
that the better-defined particle handling and the more pre-
cise reagent preparation and timing did have an impact
here, and improved reproducibility, which may be expected
considering the points raised by Rosslein et al. (2015) and
Petersen et al. (2020) for sources of variation in assays such
as this one.
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Intralaboratory comparison

Although the first round of interlaboratory testing had
achieved promising results, the main driver in designing and
performing the second round of testing using an optimized
SOP was the significant variability for SIN-1, NPCB, and
Mn,0s found between the results of two partners using the
same laboratory equipment. The second round of testing
with further assay optimization improved this intra-laboratory
reproducibility considerably, with operatives demonstrating
ROS generation with no statistically significant differences for
all substances tested. It is not clear exactly why the differen-
ces were present initially, the main changes during the SOP
development were selecting specific plastics to be used, pro-
viding a harmonized dispersion protocol, and providing a
more prescribed sequence for reagent preparation. The
known oxidation of DCFH, in the air (Doak et al. 2009) lends
support to the use of a clearly defined preparation process,
whereby the conditions and times are aligned and potential
sources of variation reduced (Rosslein et al. 2015; Petersen
et al. 2020). This should improve reproducibility, and here
this was the case. Furthermore, there have been reported
concerns  surrounding  pipetting-error-derived  variation
(Rosslein et al. 2015), the use of certain plastics causing inac-
curacies in particle concentrations (Holzwarth et al. 2019),
and an inadequate level of protocol detail (Piret et al. 2017),
all relevant as possible sources of variation and resulting in a
lack of reproducibility.

Data analysis - recommended normalization and
assay controls

We had selected NPCB as a positive particle control, given its
well-established high level of ROS generation. As mentioned
above, NPCB was demonstrated to be considerably reliable
within both interlaboratory comparison studies, particularly
when data normalization was used, and especially when the
dose-response curves were compared. As for our chemical
control, we had initially compared SIN-1 and t-BHP for reli-
ability; with a strong dose-response and a stable signal over
time and over different storage conditions, we recommend
SIN-1 as a good assay control. Rosslein et al. (2013) argue
that due to the spontaneous generation of ROS by SIN-1 it is
only suitable as a qualitative positive control in a cellular
assay. However, here in an acellular format, we provide evi-
dence of the stability of SIN-1 not only over long storage
conditions, and in the assessment of batch-to-batch variabil-
ity, but also with an extended time period left on the bench
before an assay is completed. SIN-1 was consistently shown
to be reliable across different replicates, users, and laborato-
ries, with almost identical EC50 values obtained by five dif-
ferent partners in two separate studies; this aligns with the
expectations of a suitable chemical positive control stipu-
lated by Rosslein and colleagues in their recent publication
(Petersen et al. 2020). The stability reported here supports
the choice of SIN-1 over t-BHP as chemical control, as SIN-1
is easier to handle and generates more consistent results.
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In terms of how well these controls provided a robust
means of normalization, SIN-1 improved reproducibility of
mean values from 90% dissimilarity between partners meas-
uring ROS formed by NPCB in the first interlaboratory com-
parisons (using arbitrary units) to just 20% dissimilarity, with
CuO improved from 90% dissimilarity to 40% dissimilarity,
and Mn,0O3 from 80% to 10%. With the use of the signal
generated by NPCB to normalize other data sets, signals of
arbitrary units obtained for SIN-1, CuO and Mn,0s; were
improved from 70%, 90%, and 80% dissimilarity, to 0%, 40%,
and 50% dissimilarity respectively. However, the greatest
improvement was consistently provided by the use of the
medium-only negative controls, with SIN-1, NPCB, CuO and
Mn,0; detected using arbitrary units improving reproducibil-
ity from 70%, 90%, 90%, and 80% dissimilarity, respectively,
to 0%, 10%, 60%, and 20%, respectively.

In general, in the second interlaboratory study, only the
normalization to the medium control was most successful in
improving reproducibility, with SIN-1, NPCB, CuO and Mn,0;
detected using arbitrary units improving reproducibility from
33%, 50%, 50%, and 33% dissimilarity, respectively, to 0%,
0%, 17%, and 50%, respectively; the reproducibility of Mn,03
was not improved by normalization.

Data analysis - use of F-DA standard calibration curve
and in interference assays

As a means to determine if any test material would cause
interference by fluorescence quenching or enhancement, F-
DA was proposed. We also wished to test the potential to
use increasing concentrations of F-DA as a calibration curve
to allow the formation of DCF to be converted from fluores-
cence arbitrary units to relative fluorescein molarity; similar
approaches for calibration of the DCF signal have been used,
including with a reference to an H,0O, calibration curve (Pal
et al. 2012). In order to support the use of F-DA for either of
these applications we first tested the reproducibility of F-DA
batch preparation and stability of F-DA over long periods of
cold storage. We also determined an F-DA concentration
which provided the optimal sensitivity in the detection of
fluorescent quenching, as well as the F-DA concentration
range which generates the optimal calibration curve covering
the fluorescence range of the DCFH,-DA assay.

The use of F-DA as a calibration curve and extrapolation
of a molar value for DCFH, oxidation was least effective of
all normalization methods (excluding Mn,05 detection in the
second interlaboratory study, in which dissimilarity between
partners was reduced to 0%, however, this was not consist-
ent). Therefore, we do not recommend this method for this
purpose. However, F-DA is still useful to test interference by
fluorescent quenching. The assessment of interference is crit-
ical. There has previously been demonstrated an inverse
dose-response for some materials tested by the DCFH,-DA
assay (Pal et al. 2012). It is possible that this is due to
undetected interference with the fluorescence signal, and
this concern is relevant for both cellular and acellular forms
of the assay (Doak et al. 2009; Kroll et al. 2012; Aranda et al.
2013). However, it can be accounted for with adequate test-
ing of interference. Here we propose F-DA for this purpose,

while elsewhere it is reported to be done with DCFH, itself
(Doak et al. 2009). Here we have accounted for this interfer-
ence and restricted which particle concentrations to test
based on this information. By doing so we have observed
strong dose-response data for each of the materials which
had demonstrated an ability to oxidize DCFH,.

Recommendations for further optimization of SOP

Although the range of ROS detected by DCFH, has not been
fully resolved, and there are dissimilarities and similarities
with other assays reported earlier which demonstrate the
requirement to consider this factor when using this method;
using cellular assays it has previously been shown that the
ROS produced during respiratory burst is detected suffi-
ciently by DCFH,, and that DCFH, actually responds well to
nitrogen species, to RO,*, RO-, OH-, HOCl and ONOO\bar, not
directly to O, \bar, and only responds well to H,O, in the
presence of peroxidase activity (Walrand et al. 2003; Foucaud
et al. 2007; Doak et al. 2009). It, therefore, is possible to
include peroxidase enzymes, as has previously been done for
the assessment of NPCB (Foucaud et al. 2007) and of carbon
nanotubes (Rothen-Rutishauser et al. 2010), but it should be
acknowledged that up to 30% of DCFH, oxidation may be in
response to the enzyme itself (Walrand et al. 2003), which
can increase the background signal within the assay (Pal
et al. 2012); making the addition of HRP difficult to support.
The impact on particle dispersion is likely to impact on
reproducibility; here, although contributing partners used the
same sonication method, the water bath sonication appar-
atus were not aligned and therefore the sonication power
applied to the test materials would differ and range from
150 to 400J/s (Table 2); this may have affected the level of
particle dispersion. Size distributions were measured by DLS,
and can be seen as different, but also each was also shown
to have considerably large PDI values, indicating a heteroge-
neous mix of particle agglomerates. The impact of the dis-
persion method has been shown elsewhere to impact
particle-generated ROS detected by DCFH, (Pal et al. 2012).

Oxidative potential of representative materials

Grouping and read-across are approach methodologies well
defined for chemicals and under development for nanoforms
(NFs) (Giusti et al. 2019). As already outlined (Stone et al.
2020), this rationale is advocated for use within a framework
used for establishing reliable grouping approaches of NFs; in
which an Integrated Approach to Testing and Assessment
(IATA) of NF hazard can include varying levels (acellular/in
chemico, in vitro and in vivo), each with varying complexity
and increased confidence. One basis of the grouping
approach is an NF’s physicochemical properties, including
reactivity and therefore a measure of NF surface reactivity
and generation of ROS. This is based on the accepted para-
digm that intrinsic ROS production by some NFs can drive
toxicity and represents a mechanism by which NFs cause cel-
lular toxicity via oxidative stress. Here the DCFH,-DA assay
was able to distinguish between NMs which produce high



levels of ROS and those that produce low, or no ROS.
However, it was not sensitive enough to distinguish differen-
ces between low ROS-producing NM (e.g. ZnO) and those
producing no ROS (BaSO,) (Ag Seleci et al. 2022). This was
similar across all contributing partners. Equally, a high level
of ROS production was detected by all partners for both CuO
NMs and Mn,03; NMs, as well as the positive control NPCB.
These results, in part, reflect findings elsewhere, including a
high level of oxidative potential demonstrated for CuO NMs
and Mn,O3; NMs in a cytochrome C assay (Delaval et al.
2017), the ferric reducing ability of serum (FRAS) assay, and
in electron paramagnetic resonance (EPR) measurements (Ag
Seleci et al. 2022). Conversely, when using the cytochrome C
assay (Delaval et al. 2017), FRAS and EPR with DMPO spin
trap (Ag Seleci et al. 2022) a distinction, albeit a small one,
has been made between BaSO, and ZnO NMs, when here
we have no such distinction, and neither was one found
when using EPR with a tempone-h spin trap. Interestingly, it
is specifically superoxide (O, \bar) which is measured with
tempone-h, and amongst limitations to the DCFH,-DA assay,
numerous accounts of its limited ability to be oxidized in the
presence of H,0,, but also O, \bar (Doak et al. 2009), and
potentially it is this specificity that result in there being a
lack in sensitivity of the DCFH,-DA assay to certain substan-
ces, including ZnO. Incidentally, when reported to react to
O, \bar, it is thought likely that DCFH, is responding to per-
oxynitrite (ONOO\bar) formed in the presence of O, \bar
(Walrand et al. 2003), and as noted by Rosslein et al. (2013),
DCFH, is also used for detection of hydroxyl radicals (HO").

Conclusions

This SOP for the DCFH,-DA assay has been used to demon-
strate a robust intra-laboratory reproduction of ROS measure-
ments from numerous NMs, while efficient reproduction
across different laboratories was also obtained, although
extent of reproducibility was particle-type-specific.
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